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Abstract: In this paper, an ultra-weak local discontinuous Galerkin (UWLDG) method
for a class of nonlinear fourth-order wave equations is designed and analyzed. The UWLDG
method is a new DG method designed for solving partial differential equations (PDEs) with
high order spatial derivatives. We prove the energy conserving property of our scheme and
its optimal error estimates in the L?-norm for the solution itself as well as for the auxiliary
variables approximating the derivatives of the solution. Compatible high order energy con-
serving time integrators are also proposed. The theoretical results are confirmed by numerical

experiments.
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1 Introduction

In recent years, many numerical methods have been defined and analyzed for the wave
equations [2,4,8,12,13,23,38,41,42]. The nonlinear fourth-order wave equations arise commonly
from the studies of vibration of beams and thin plates [25]. In this paper, we are interested in
the numerical methods for a class of nonlinear fourth-order wave equations [7,24,27-32,40],

uy + A*u+u+ f(u) =0, xe€Q, telo,T], (1.1)
with the initial conditions

u(x,0) = up(x), u(x,0) = vo(x). (1.2)
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For the sake of simplicity, we only consider the periodic boundary condition. The solution
u=u(x,t),xe€Ne RY d=1,2, te [0, 7] is a real-valued function, and the initial conditions
uo and vy are assumed to be as smooth as necessary. Levandosky [30] proved that our problem

(1.1) admits a unique local solution for nonlinearity f(u) which satisfies

feCHR) and |f'(u)] < clulP™!, for 1 <p <2 —1, (1.4)

2d
whereQ**:oofor1§d§4and2**:d

embedding of H?(RY) into LI(RY), 2 < ¢ < 2**.
There are many numerical methods proposed in the literature for solving the fourth-order

for d > 5, denotes the critical exponent for the

equations [1,3,5,6,22,26,33]. In [1], Achouri designed a second-order conservative finite differ-
ence scheme for the two-dimensional fourth-order nonlinear wave equation. The mixed finite
elements for the fourth-order wave equations also have been studied by He et al. in [26].
They considered mixed finite element method with explicit and implicit discretization in time
and derived the optimal error estimate in the L? norm. In [5,6], Baccouch applied the local
discontinuous Galerkin (LDG) method for the fourth-order Euler-Bernoulli partial differential
equation (PDE) in one dimension, including superconvergence analysis and a posterior error
estimate.

We consider an ultraweak-local discontinuous Galerkin (UWLDG) method introduced in
[36] for (1.1). The DG method is a class of finite element methods using completely discon-
tinuous basis functions. The first DG method was introduced in 1973 by Reed and Hill [34]
in the framework of neutron transport. It was later developed for time-dependent nonlinear
hyperbolic conservation laws, coupled with the Runge-Kutta time discretization, by Cockburn
et al. [14-16]. Since then, the DG method has been intensively studied and successfully ap-
plied to various problems in a wide range of applications due to its flexibility with meshing, its
compactness and its high parallel efficiency. The UWLDG method is a discontinuous Galerkin
method designed for PDEs with high order spatial derivatives, which combines the advan-
tage of the LDG method and the ultra-weak DG (UWDG) method. The idea of the LDG
method [17,18,38,39] is to rewrite the equations with higher order spatial derivatives into a
first order system, then apply the DG method to this system and design suitable numerical
fluxes to ensure stability. The UWDG method [9] is based on repeated integration by parts to
move all spatial derivatives to the test function in the weak formulation, and to ensure stability
by carefully choosing numerical fluxes. In our method, at first, we rewrite the equation (1.1)
as a second-order system. Then we repeat the application of integration by parts, and choose
suitable numerical fluxes to ensure stability. Compared to the LDG method, we introduce
fewer auxiliary variables, thereby reducing memory and computational costs. Compared to the
UWDG method, we do not need any internal penalty terms to ensure stability.



We define the energy

o /Q <1(ut)2 (B 4 P F(u)) dx,
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where F'(s) = f(s) and F(0) = 0. For the equation (1.1) E, is a constant. Therefore, we
would like to design a numerical method that conserves the energy F,. Energy conserving DG
methods for wave equations have been developed in [11,19-21,37]. Recently, Chou et al. [11,37]
developed an optimal energy-conserving local DG method for multi-dimensional second-order
wave equation in heterogeneous media. Later, Fu and Shu [20] proposed an optimal energy con-
serving DG method for linear symmetric hyperbolic systems on general unstructured meshes.
They proved a priori optimal error estimates for the semi-discrete scheme in one dimension, and
also in multi-dimensions for Cartesian meshes when using tensor-product polynomials. They
also proposed an energy-conserving ultra-weak DG method for the generalized Korteweg-de
Vries (KdV) equations in one dimension [21], and proved its optimal error estimate. In this
work, we design an optimally convergent energy-conserving method for the nonlinear fourth-
order equations. We choose the alternating fluxes, and prove that the energy is conserved both
in one-dimensional and two-dimensional cases. We also prove the optimal error estimates in
the L?-norm for the solution itself as well as for the auxiliary variables.

The organization of the paper is as follows. In Section 2, we introduce some notations
and the UWLDG method. In Section 3, the energy conserving property of our scheme will
be discussed. In Section 4, we will introduce some projections and give the optimal error
estimates in the L2-norm for one-dimensional and two-dimensional cases. Time discretization
will be shown in the Section 5. The theoretical results are confirmed numerically in Section 6.

In Section 7, we give some concluding remarks.

2 The UWLDG scheme

2.1 Notations

Let us introduce some notations. Throughout this paper, we adopt standard notations
for the Sobolev spaces such as W™4(D) on the subdomain D C 2 equipped with the norm
Il - llwmapy- If D = Q, we omit the index D; and if ¢ = 2, we set W™4(D) = H™(D),
| - lwmapy = Il - llm(p); and we use || - |[p to denote the L? norm in D.

Let ; denote a tessellation of €2 with shape-regular elements K, and the union of the

boundary faces of elements K € €, denoted as 0€) = KUQ O0K. We denote the diameter of
€flp

K by hg, and set h = max hy. For example, in the one-dimensional case, K is a subinterval;

in the two-dimensional case, K is a rectangle for Cartesian meshes. The finite element space
with the mesh €, is of the form

Wi, = {n € L*(Q) : n|x € Q¥(K),VK € Q},



where QF(K) is the space of tensor product of polynomials of degree at most k > 0 in each
variable defined on K. In the one-dimensional case, Q¥(K) = P¥(K) which is the space of
polynomial of degree at most k£ > 0 on K.

N
For any v € W}, in the one-dimensional case, Q = | [v,_1,7,, 1] and
PR A
1 .
K:Ij:($]_%7x]+%)7 $J:§($]_%+$J+%), J GZN:{L25"' 7N}7
denote the cells and cell centers, respectively. We use vj",: , and vj_+ , to denote the right and
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left limit values of v at x ; respectively. As usual, the average and the jump of the function

1
=
2

v at I, 1 are denoted as
E 2

1
_ Lo+ - _ ot -
fobjiy =30 Fvs) Play =y —vn

respectively. In the two-dimensional case, we associate to this partition €2 the set of all faces
I',. Let e € ', be an edge shared by two elements K and Kpg, (we refer to [39] for a proper
definition of “left” and “right” in our context, for rectangular meshes these are the usual left
and bottom directions denoted as “left” and right and top directions denoted as “right”). The
normal vectors v, and v on the edge e point exterior to Ky and Kp respectively. Assuming
1 is a function defined on Ky, and Kg, let ¢~ denote (¢|k, )|e and ¢ denote (¢|x,)|e, the
left and right traces, respectively. We denote the jump and the average of ¢ on the edge e by

el = —¢, fe} = %(W + 7).

2.2 The UWLDG method

In this subsection, we will define the semi-discrete DG method for the nonlinear wave
equation (1.1). First of all, we rewrite the equation as a second-order system:

w— Au = 0. (2.2)

Then the discontinuous Galerkin method is defined as follows: find uy, w, € Wj, such that for
all ¢, Y € W}, we have

((un)tt, ) &+ (wn, AR) e+ (Ve - 1, @Yo — (W, Vo - Moxe + (un, ©) i + (f(up), )k = 0

(2.3)
(why V)i — (uny AY) i — (Vg - 0,9V ax + Gy, Vi - n)ag = 0. (2.4)



Here n denotes the outward unit vector to K, and

(o= [ eGutdx (o, V0n)i= [ oG0(Ti0) - nla,
for any ¢, ¢ € H'(Q2). The tilde terms %h and wy,, and the hat terms ﬂ/h, uy, are cell
boundary terms obtained from integration by parts, and they are the so-called numerical
fluxes. To complete the definition of the DG scheme we need to define the numerical fluxes
up, Vuy, wy, Vwy,. Here, we choose the alternating fluxes [36]:

U = uf, Vuy = (Vup)t, @ = wy, Vo, = (V) (2.5)
or

Un = uy, Vup = (Vup)™, @y = w), YV, = (Vup)*; (2.6)
or

up = uy ﬁth = (Vuh)+, wy, = w,, %}h = (Vup)™; (2.7)
or

Uy = uy, Vuy = (Vup) ™, wp, = wy, Vuwy, = (Vwy)~. (2.8)

It is crucial that w; and ﬁ\uh come from the opposite sides, and %h and 1y, come from the
opposite sides (alternating fluxes).

Remark 2.1. For the numerical fluzes, we can also take the general case,

up = fun} + oafup] + Si[Vur], a1, 81 €R,
Vup = {Vur} + ao[Vup] + B2un], a2,B2 € R,
wp, = {wp} — aowi] + B1[Vws],

Vwp, = {Vuwp} — a1 [Vws] + Ba[wn].

For simplicity, in this paper we will only consider the alternating fluzes (2.5).

3 Energy conservation

In this section, we will demonstrate that the UWLDG scheme (2.3)-(2.4) conserves the
discrete energy. Experience shows that the scheme conserving the discrete energy can often
behave better, especially in long time simulation.



Theorem 3.1. The energy

1

En(t) = /Q (2(uh)§ 4 %wi + %u% + F(uh)> dx, (3.1)

is conserved by the semi-discrete UWLDG method (2.3)-(2.4), with numerical fluzes (2.5)-(2.8)
for all time.

Proof. Without loss of generality, we choose the flux (2.5). In equation (2.3), we take the test
function to be ¢ = (up)s:

((un)et, (un)e) k +(why Alun)e) k +((Vwn) ™ -0, (up)t)orx — (wy,, V(ug)e - n)ax
+ (un, (un)e)x + (f (un), (un)e) k = 0. (3.2)

By taking the time derivative of equation (2.4), and choosing the test function 1) = wy, we can
obtain

((wn)t;wn) & — ((un)e, Awn) g — (Vup) -0, wp)ax + ((un)i, Vo, - n)or = 0. (3.3)

Addition of equations (3.2) and (3.3) becomes

((un)ees (un)e) k + ((wn)e, wr) K + (Why Aun)e) k. — (wy,, V(up)e - mox + (Vwn)™ - n, (up)i)ok
— ((un)e, Awp) g + ((un), Vwn - n)ox — (Vup)i -0, wa)or + (un, (un)e) i + (f (un), (un)e)x = 0.

We define

By (w, ¢) = (w, Ap)x — (wy,, (V- m))ox + (V)™ - 0, 9)ox, (3.4)
Bic(u, ) = (u, M) = (uy, (Ve m)ox + (Vun) ™ -1, 9)ox (3:5)

Then we integrate by parts, and sum over K to obtain

> (B (wn, (un)e) = B ((un)s, wn)) = 0.
K

Therefore,
((un)et, (un)e)e, + ((wn)e wn)ey, + (un, (un)i)e, + (f (un), (un)i)a, =0,

and

d 1 1 1
pn /Qh <2(Uh)? + §w}21 + 5“}21 + F(Uh)) dx = 0.



4 FError estimates

We study the optimal error estimates for the UWLDG method defined in (2.3)-(2.4) for
the equation (1.1). In subsection 4.1, we introduce some projections and inequalities that will
be used in our proof. In subsection 4.2, we give the error estimate in the L? norm.

4.1 Projections

In this subsection, we will introduce some projections that will be used in our analysis
on different types of meshes. First, let us define the commonly used L? projection P,: For
w € L2(Qy) and VK € Qp, P,w € W),

(Pow —w, &) =0, VEe QF(K). (4.1)

4.1.1 Projection in the one-dimensional case

First, we introduce some projections in the one dimensional case. For k > 1 we can define
the projections Plih into W}, which satisfy: Vj € Zy, where Z, = {1,2,--- |1},

/uvhdx:/ Pf,iuvhdx, (4.2)
I; I;

J

for any v, € P*~2(1;) and
+ + + -
g (mj%) - <$FF%> - (P <xj¢5) — (xﬁé) ' (4:3)

4.1.2 Projection for the Cartesian mesh in the two-dimensional case

For the Cartesian mesh in the two-dimensional case, we use the tensor products of the
projections in the one-dimensional case [36]. On a rectangle K; ; = I; x J;, for u € WL (K),
we define

= (P, © P u, (4.4)

with the subscripts indicating the application of the one-dimensional operators Plih with respect
to the corresponding variable. To be more specific, we shall list explicitly the formulations for

IT"u on a rectangular element K = I; x J; := (xifleHl) X (yjfl,yH;). We have
- 2 2 J=379) T3

/ I u(z, y)v(z, y)dedy = / u(, y)vn(z, y)dady, (4.5a)
K K
/Il I u(x, yj_Jr%)’Uh(a;, yy_+%)dx = ./[1 u(x, g;%)U;L(.L yj;%)dx, (4.5Db)



/(H w)y(z, Y. )Uh(l Vi, L )dx —/ wy(z,y- 1 )op(z,y. 4 )de, (4.5¢)
I; J+3 J+s3

2 I;
[ Wt vty oy = [ e,y wener ) (4.5d)
J; +3 J; 2 T
/ H U)T(x 1>y>vh(xl+1ay)dy:/ ux<x;+17y)vh( lay)dy7 (4 56)
Jj JJ;
I u(z 1Y) %) = u(l;%,yjjr%), (4.5f)
- o - — o - =4
(I “):L‘(vll 1 Y; %) = l‘f:(LHé ijr%) (4.5g)
(II “)y(fl_é ?/j_ %) :uy(x;é Uj_+§) (4.5h)
(II “)Ly(T;% ZU; %) :uw(xq;é’y];E) (4.51)

for all vy, € Q¥"2(K) and K € €,. Similarly, we can define the projection II7.

4.1.3 Approximation property of projections and inequalities

The projections defined above have the following approximation properties [10], for any
u € HF:

1
[l + Alluf oo + A2 [[ullr, < CRMHul s, (4.6)

where u® = mpu — u, 7 = Py, P1 o II*, and C is a positive constant dependent on k but not
on h.

4.2 A priori error estimate

Let us state the a priori error estimate for the nonlinear fourth-order equations (1.1). In
the following analysis, without loss of generality, we choose the fluxes (2.5). Let

€y =U—Up, Ey =W — Wh,

be the errors between the numerical and exact solutions. Since u and w clearly satisfy the
scheme (2.3)-(2.4) as well, we can obtain the cell error equations: for all ¢, ¢ € W,

((ew)tt, P) i+ (ew, Ap)k +((Vew)™ -1, p)ar —((ew) ™, Vo - max + (eu, p)x + (f(u) = f(un), )k =0,

(ews )i — (e, AY) K — (Veu) ™ - n, ) + {(en)™, Vi - m)ox = 0. (4.8)
We denote

N =u—Pru, & =up —Pru, 1y =w—Pw, &, =w, — Pow,



where P; and IP» are some projections onto the finite element space. For the one-dimensional
case, we can choose (P1,P2) = (P, Py;.), and (Py,Py) = (II'*,1I7) for the two-dimensional

Cartesian mesh. Taylor expansion on f(u) provides the identity

flup) = fu) = f'(u+ 0(up — u))e, (4.9)

where 6 is a constant in [0, 1]. To obtain an optimal error estimates, we need some supercon-
vergence results of B}, and B% in two dimensions [36].

Lemma 4.1. Let Bk (nw, ) and B%(n,,v) be defined by (3.4) and (3.5). Then we have for
k> 1,

By (nuw, ) =0, By (nu,¥) =0, Yu,w € PM(K), o, v € Q¥(K). (4.10)
Lemma 4.2. Let B} (nw,p) and B%(ny,q) defined by (5.4) and (3.5). Then we have

| Bic (s )| < CH* 2wl yransace ) 101 £2(x0) (4.11)
| Bl (1us )] < CR*2[[ullyarsae ) 191 2 (10): (4.12)

where @, 1 € QF(K) and the constant C is independent of h.

4.2.1 Error estimates for the initial conditions

Since initial conditions play an important role in the proof of optimal error estimate of
the UWLDG scheme (2.3)-(2.4), we need to choose suitable projections for the initial condi-
tions. Here we have two initial conditions u(x,0) and wu(x,0). We take the initial condition
up(z,0) = P (uw(z,0)) and up(z,y,0) = OTu(z,y,0) in one dimension and two dimensions
respectively. For the other initial condition (up)¢(0) we take the standard L? projections
(up)¢(0) = Pr(u(0)), and we have following lemma.

Lemma 4.3. Suppose the initial conditions of the UWLDG scheme (2.3)-(2.4) are given by

e One-dimensional case:
un(z,0) = P (u(2,0)),  (un)i(z,0) = Py(u(w,0)); (4.13)

o Two-dimensional case:
un(@,y,0) =" (u(z,9,0)),  (un)i(z,y,0) = Pu(ue(,y,0)). (4.14)

There holds the following estimate

1€.0)1 =0, [[(&u)e(0)[| < CREFY, [|€(0)]| < CRFHY, (4.15)



where C' is a constant independent of h.

Proof. We choose t = 0 in equation (4.8), in one dimension, due to the choice of uy(x,0) we
have

(ew(0),¥)k =0,
we choose 1) = wy(x,0) — Pp(w(z,0)), and obtain [e,(0)| < ChF*L, and [|£,(0)|| < ChF+L.

In two dimensions, we have

(ew(0),¥)x = B (eu(0),v),
by Lemma 4.2,
| Bic(eu(0),9)] < CHM2|[ullyznraco o) 101l 2 (1),
we choose ¢ = wp,(0) — Pp, (w(0)), then we have

[ (€w(0), wn(0) = Pr(w(0)))g, | < CH*Hlwn(0) — Py(w(0))]| < Ch*lew(0)]| + CH**2,

therefore
lew(0)]* = (ew(0), w(0) — Pu(w(0))) + (€w(0), Pr(w(0)) — w(0))
< ChF ey (0)] + Ch2FF2)
we obtain ||le,(0)|| < ChF*1, O

4.2.2 Error estimates for ¢t > 0

Here we assume the nonlinear term f(u) satisfies |f'(u)| < Cylu[P™!, p > 1. To estimate
the error between u and wuy, we need to first estimate (ey); = uy — (up):, and we have the

following lemma.

Lemma 4.4. For the one-dimensional case and two-dimensional Cartesian meshes, if u and
w are the smooth solutions of the equation (2.1) and (2.2), and uy, wy, are numerical solutions
of the scheme (2.3)-(2.4) with the smooth initial condition and periodic boundary condition,
Wy, is the space of piecewise polynomials with degree k > 1, then we have the following error
estimate:

t
el + leull < CH*H 4 C [ ads, (4.16)
0

where A = (1 + h~PTDA2| g L 4 hk(p_l)) <||§u|| + th), and C' is a constant independent
of h.

10



Proof. Along the same line in the proof of Theorem 3.1, we take the time derivative of the
equation (4.8), and take ¢ = (§,): and ¢ = £, to obtain

((ew)its (Gu)t) K + (€w, Al&u)e)) i + (Vew)™ -1, (§u))or — ((ew) ™, V(Eu)t - Mok
+ (e (Gu)o) ke +(f (W)= f(un), (u)) x =0, (4.17)
((ew)ts Ew) i — ((ew)ts Abw) i — ((Veu){ - m,w)or + ((ew)f, VEuw - m)ox = 0. (4.18)

First, we estimate the nonlinear part, for any v € W}, we have

(f(u) = flun),v)q, = A F(u+ 0(up —w)(u — up)vdx

§Cf/ lu 4 0(up, — u) [P~ (u — up)vdx

Qp,

<2105 [ (P e Dl ol
Qp

< 2710y (ullf= + (€l + Imallze) ™) Gl + ) o],

where for the first equality we have used the Taylor expansion (4.9) of f. By the Sobolev
embedding results we have |ul/p~ < Cllu|lgs1, for & > d/2 — 1. We also have |||~ <
W= 2|€ull, llnullze < h*. Therefore,

(f(w) = F(un), ), < C (14 RED92)g, o= pH00) (g |+ B5F) o] (4.19)
= CAl.

¢ One-dimensional case.

For the one-dimensional case, since k > 1, we can choose (P1,P2) = (P}}, P;;,). By the stability
results and properties of the projections Plih we have

((€uets (€ude)ay, + ((Cw)es Ew)ay, = (et (Cu)e)ay + ((Mw)es €w)ey, +(€us (Eu)i)ay, + (f(w) = fun), (€u)i)a,

By (4.19), we have

5%(H(£u)tll2 + |€wl?) < CREFL1E)ell + 1€wll) + C AR+ 1€a DI Ew)ell + CA (€|
< CRE (1)l + I€wll) + CUIEN + A (1Eu)ell + 1€wl))-

Since [|€,]| < (1 + I€alP~Y) [16ull < A,

5%(”@%”2 +I€wll?) < CRF(IEL) e + 1wl + CAUEell + 1€wll)
< O + A) (€2 + 1€ul?)?

11



Combining with the initial condition (4.13), we obtain

1 t
(mamﬂ+mm%2gc(MH+/ng,
0

where C' is dependent on ||us || gr+1, ||ut| gr+s, ||ul| gr+1 and independent on the mesh size h.
o Two-dimensional case.

For the two-dimensional Cartesian mesh, we choose (P1,Py) = (II",II7), and have

((Ewits (Gu)e) k+ Bl (Guws (6u)e) =((nu)it, (§u)e) & + Bl (s (6u):)
+ (e, (§u)t) ik + (f (W)= f(un), (§u)t) K, (4.20)
((Cw)ts Ew)r — B?(((fu)tv §w) =((Nw)ts Ew) i — B%{((nu)tv w)- (4.21)

Summing over K in (4.20) and (4.21), and adding the two equations we have

((‘Su)tt; (gu)t)Qh + ((gw)ta gw)Qh = ((nu)tt7 (éu)t)Qh + ((nw)ta gw)Qh +(f(u)_f(uh)a (gu)t)ﬂh
+ (€eu, (fu)t)Qh + Z(B}((nw’ (§u)t) — B%(((Uu)ta w))-
K

By Lemma 4.2,

| Bl (1, )| < CREF2|[w]lyparsace () 0]l L2 (x) (4.22)
| Bi ()t )] < CR™ 2 [[ue|yparsaco ) 19| 2 (16 (4.23)

where ¢, 1) € QF(K) and the constant C' is independent of h. Then by the Cauchy-Schwartz
inequality and (4.19), we have

1d
5 g7 (€Dl + llgwll) < ORI (€l + I€wl) + CM + 1€l (el + CAl(€u)el-

Next, by the Gronwall’s inequality and choosing uy, (0) = IITu(0), similar to the one-dimensional
case we have

1 t
<M@MP+MMW2_0(M“+/ﬂmﬁ,
0

where C'is dependent on |[ug|| gr+1, ||we |l gr+s, [|w] gr+r, [|[wellp2re+ao, [|2]j3r2046,00 and indepen-
dent on the mesh size h. Together with the properties of projections, we get the error estimate
(4.16). O

Theorem 4.1. For the one-dimensional case and two-dimensional Cartesian meshes, if u and
w are the smooth solutions of the equation (2.1) and (2.2), and uy,, wy, are numerical solutions
of the scheme (2.3)-(2.4) with the smooth initial conditions (4.13), (4.14) and periodic boundary
condition, Wy, is the space of piecewise polynomials with degree k > 1, then we have the following

12



error estimate:
lewll < CRMHY, (4.24)

where C' is a constant independent of h, and dependent on the solution u and T.

Proof. Here we just give the proof for the two-dimensional Cartesian mesh, as the proof for the
one-dimensional case is similar and simpler. First, by using product rule in the time derivative,

we obtain

~(&u)ts 1)k — B (ew, ©) = ((a)et, 9) —%((éu)t, P)x+(ew, ) +(f(u) = fun), @)k, (4.25)

for any fixed time 7 < T. We denote the time integral of the errors by

Eu:/ eu(s)ds, EZ:/ Nu(s)ds, Egz/ &u(s)ds,
t t t

T T T
E, = / ew(s)ds, E] = / Nw(s)ds, ES = / Ew(s)ds.
t t t
Take ¢ = ES in (4.25), then ¢, = —&,,

(€t &) i + Bic(Gws B) =((ma)ees B ke + Bl (1, B5) — %((Su)t, E})k
+ (ews B + (f(w) = f(un), B k- (4.26)

Integrating the equation (4.8) in time from time ¢ to 7 and taking ¢ = &,,, we get
(B )i — Bic(B5 €w) = (B, &u)k — Bi (B &u)- (4.27)
Next, we add (4.26) and (4.27), since &, = —(E%), and sum over K

> (Bie(bw, ES) — Bi(ES, &) =0,

K

we have
1d

d
M(Hfull2 ~IBLI) = ((n)ee, Ee, + ;B%(nw,Eﬁ) = (&)t E})e,

+ (eus BS)a, + (f(u) — flun), ES)q, + (B, &), — > BR(EY &w).
K

We estimate these terms one by one.

o Estimates of ((T]u)tt,ES)Qh.

13



|((n)ees BS)a | < | (m)eellllEGN < CRMIE],

where
1
T 2 2 1 1
|ES| = / (/ §uds> de| < T—tQ(/ /{udsdx> < T—tz(/ [[€ull ds) ,
Qp t Qp,
we obtain

1

(m)er, ES ), | < CHFH ( / ||£u||2d8>2

« Estimates of (E),&,)q,

By Lemma 4.4, we get
T 2
(ED, eu)on] < IELIE] < CHH el < CHEH2 4 ¢ ( /O Ads) .

o Estimates of ; \B}((Uw,Egﬂ + ; |B§<(E3,§w)|.
One has
| Bl (w, B| < ChM 2| BE | 12 ),
similarly, we have
|Bi (B €0)| < CR*2||€y | L2 i)

Then,

T T 2
S B B + X 1B (BL €] < i+ 0 [ ||5u||2ds+c< / Ads) .
0 0

K K
« Estimates of (eu,ES)Qh and (f(u) — f(uh),Eg)Qh.

By applying (4.19) we obtain
|(eus B)ay | + |(f(w) = f(un), Ea,| < Clnulll Bl + CllENNES ] + CAJES|
oo [Measscerrca( [ ||su||2ds)§
Combining these inequalities together, we have

1d T
5 7 I&ull® = 1EGII) < On#2 + C/O €ul®ds + Cllall®

14



+C </OT Ads>2 +CA </0T ng”zdsf - % ((gu)t,Ef;)Qh .

Integrating with respect to time in the above equation from 0 to 7,

@12 = Liewo? + Lies o2 < o2 4 o /WAw ?+C/WMH%3+«£)®)E%®)
2u 2u 9 IHw = 0 0 u u)t\Y), Lqy Qp -

Hence, by choosing initial conditions (4.14) and Lemma 4.3, we have

1 T T 2
slenl? < e i e Mo ( [ aas)
0 0

and

1/ gl (1€’ (AN
5 <hk+1 § C+C/O hk+1 dS+C/O W dS, (428)

ANy peramomn (BT o) (Jad )
hk+1 B + hE+1 + hk+1 + )

We choose h < 1, then ¢ = hkt1=4/2)(P=1) < 1 and
2
A J&l NPT (D&l L N
(hk+1> §C<1+€<hk+1> (hk+1+1>
2p—2 2
<C (1 +¢&? (Qﬁﬂ) ) ((Jﬁﬂ) + 1> : (4.29)

2
D= ( }”ﬁﬂ) , (4.30)

D < C’/T (D+ (1+&*DP~1)(D + 1)) ds.
0

where

Next, we denote

and D satisfies

We can prove there exist a constant C such that satisfies D < C (we provide the proof in
Appendix A). That is
leull < CRH,

we can conclude

leull < ChM,

15



where the constant C' is independent of h. O

Corollary 4.1. For the one-dimensional case and two-dimensional Cartesian meshes, if u and
w are the smooth solutions of the equation (2.1) and (2.2), and uy, wy, are numerical solutions
of the scheme (2.3)-(2.4) with smooth initial condition and periodic boundary condition, Wy, is
the space of piecewise polynomials with degree k > 1, then we have the following error estimate:

I(ew)ell + llewll < CR*H, (4.31)

where C' is independent on h.

Proof. Combining Theorem 4.1 and Lemma 4.4, we can easily get (4.31). O

5 Time discretization

In this section, we consider the fully discrete method of scheme (2.3)-(2.4). We use the
UWLDG method for the spacial discretization, it can be of high order accuracy. Therefore, we
also would like to introduce an explicit, energy conserving, high order time stepping method.
As in LDG method, the auxiliary variable wy, in our method could be solved in terms of wy, in
an element-by-element fashion. After eliminating wy, we can get a linear second-order ordinary
differential system as follows:

Milh (t) e Auh (t)

Next, we consider a fourth-order time discretization. Here 0 <t <t1 <ty < --- <ty =T isa
partition for the time travel [0,7] with the uniform time step At =t,, — t,,—1. Then, a fourth-
order accuracy fully discrete approximation uj to u(-,t,) is constructed as follows [11,35]: for

n=1--- N-1, uzﬂ is given by
uptt — 2l ! 1 At

more precisely, we can rewrite it in the form of a second-order predictor step, for any ¢, 1 € Wy,

wr —2ul !
(2 Ahtg b 0)k + Bic(wi, ) + (uf, o)k + (f(uft), )k =0, (5.2)

(wh, )i — B (ufy, ) = 0. (5.3)

and the corrector step, for any ¢, ¢ € Wy,

up — 2up + uz_l
At2 ’
(523 ¢)K - B%{(UZ’ d)) = 07 (55)

vy =

16



Attt Att
(Uh> VK — 12

n+1
( 12

* At4 1 n n
up o)k = (Up, @)K — EBK(S;Z, @) — (f(vR), )K- (5.6)

Since we need initial conditions for two time steps, we take Taylor expansion of u at t = 0.

u(At) = u(0) + At (0) + AQtQutt(O) + AGt?)um(O) + O(AtY).

We could get the terms w4 (0), uyt(0) by the equation
u + AN*u+u+ fu) =0,

up(0) = — (AQ’U(O) + u(0) + f(u(0))),
“ttt(o) = — (AQYLt(()) + Ut(O) + f/(?I,(O»Ut(O)) .

Remark 5.1. For the linear case f(u) = 0, we can easy prove the fully discrete UWLDG
method (5.1), conserves the energy

2 2 2 2
el _ uZH — uy uZH +up wZH +wp|l At? vﬁ“ +vp
At 2 2 12 2
2 n+1 n 2 n+l . n 2 2 n+l ' n 2
At Uy up n wy, wy) At® ||vy v
4 2 2 12 2 ’
for all n.

6 Numerical examples

In this section, we present numerical examples to verify our theoretical convergence prop-
erties of the UWLDG method.

Example 6.1.

First example, we consider the linear fourth-order equations in one-dimension with the
periodic boundary condition.

Ut + Uprrr = 0, (l’,t) S [0, 27‘(] X (0, 10],
and the initial conditions

u(z,0) = cos(x), wui(x,0) = —sin(x).

17



Table 6.1: Errors and the corresponding convergence rates for Example 6.1 when using P* polynomials
on a_uniform mesh of N cells. Final time ¢ = 10.

Error of u Error of w
N L? error  order L error order L? error  order L™ error order
P10 4.60E-01 - 7.51E-01 - 4.37E-01 - 6.93E-01 -
20 1.13E-01  2.02 1.74E-01 2.11 1.12E-01 1.97 1.73E-01  2.00
40 2.82E-02 2.01 4.25E-02 2.03 2.77E-02 2.01 4.43E-02 1.96
80 7.04E-03 2.00 1.06E-02  2.02 7.00E-03 1.98 1.23E-02 1.84
160 1.76E-03 2.00 2.61E-03 2.01 1.78E-03 1.97  3.03E-03 2.03
320 4.40E-04 2.00 6.51E-04 2.00 4.39E-04 2.02 7.45E-04  2.02
P2 10 3.07TE-03 - 7.26E-03 - 3.50E-03 - 1.03E-02 -
20 3.03E-04 3.34 1.10E-03 2.72 4.90E-04 2.84 1.77E-03 2.53
40 3.48E-05 3.12 1.49E-04 2.88 5.60E-05 3.13 2.06E-04 3.10
80 4.26E-06  3.03 1.94E-05 2.94 9.04E-06 2.63 3.61E-05 2.52
160 5.30E-07 3.01 2.48E-06  2.97 1.20E-06 2.91 3.91E-06 3.21
320 6.61E-08 3.00 3.15E-07 2.98 1.38E-07 3.12 5.49E-07 2.83
P3 10 7.44E-05 — 4.15E-04 - 9.66E-05 - 2.82E-04 -
20 4.68E-06 3.99 2.70E-05 3.94 1.68E-05 2.52 8.45E-05 1.74
40 2.92E-07 4.00 1.69E-06 4.00 7.92E-07 4.41 3.76E-06  4.49
80 1.82E-08 4.00 1.06E-07  4.00 6.28E-08 3.66 3.04E-07 3.63
160 1.14E-09 4.00 6.61E-09  4.00 4.87TE-09 3.69 2.25E-08 3.75
320 7.12E-11 4.00 4.13E-10 4.00 2.76E-10 4.14 1.19E-09 4.24

The exact solution of the problem is
u(z,t) = cos(z +t).

We implement the DG method (2.3)-(2.4) with the alternating fluxes (2.5) and use the
time discrete method (5.1). The errors of u and w, and numerical orders of accuracy for P*
elements with 1 < k < 3 are listed in Table 6.1. We observe that our scheme gives the optimal
(k + 1)-th order of the accuracy.

The errors between the numerical solution and the exact solution at time ¢ = 500 and
t = 1000 are shown in Figure 6.1. From these figures we observe that our numerical scheme
works well in long time simulation. We also display the energy error E}' — E,9L at various time
t", where |E}| is defined in Remark 5.1 in Figure 6.2. We can observe that the magnitude
of energy error is smaller than 1079, indicating that our scheme indeed conserves the discrete

energy.
Example 6.2.

In this example, we present the two-dimensional linear fourth-order equations with the
periodic boundary condition on Cartesian meshes

Uyt + AQU = 07 (:Uay) S [07 27T] x [07 27T]7 te (Oa 1]7
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Figure 6.1: The error of numerical solution and exact solution at ¢ = 500 (left) and ¢ = 1000 (right)
for Example 6.1 when using P? polynomial on a uniform mesh of N = 20, 40, 80.

- N=20 10" Noao
N-20 N=40
N=do - - N=80
102 P R P R N 10° 4 -
v\\\\' //,; A \\
10° \\ ‘;‘/ \/ 10
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5 \ ] 10°* T / Ty f ("
L I — = "y [
10 fr W WWWW%/ M 10° “J “JH/((( \\(//(M
10° ‘VI 10° )\“‘ )‘”r
107 ‘ 107 ‘ {
5 7 3 ; 2 5 6 0 2 . 4 6

Figure 6.2: We compute the |E}" — E?| for Example 6.1 when using P? polynomial on a uniform mesh
of N = 80.

the initial conditions are

u(z,y,0) = cos(x +y), wu(z,y,0)=—2sin(z+y),
and the exact solution is
u(zx,y,t) = cos(z + y + 2t).

We test the space QF , 1 <k <3, and list the errors of u and w, and corresponding orders
in Table 6.2. Since our scheme is energy conserving rather than energy dissipative, the initial
error cannot be quickly damped and numerical orders of convergence tend to fluctuate. This
is common for energy conserving methods, for example see [37].

Example 6.3.
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Table 6.2: Errors and the corresponding convergence rates for Example 6.2 when using QF polynomials
on a uniform mesh of N X N cells. Final time ¢ = 1.

Error of u Error of w
N x N L? error order L error order L? error order L* error order
ol 8x8 1.86E+00 — 8.36E-01 — 2.44E4+00 - 9.28E-01 -
16 x 16 4.59E-01 2.02 1.94E-01 2.11 7.13E-01 1.78 2.48E-01 1.90
32 x 32 1.13E-01 2.02 4.63E-02 2.07 2.04E-01 1.80 1.05E-01 1.25
64 x 64 2.80E-02 2.01 1.12E-02 2.04 4.94E-02  2.05 2.27E-02  2.20
128 x 128 6.98E-03  2.00 2.78E-03 2.01 1.47E-02 1.75 8.06E-03  1.49
256 x 256 1.74E-03  2.00 6.92E-04 2.01 2.92E-03 2.34 1.16E-03  2.79
Q% 4x4 4.40E-01 - 3.43E-01 - 1.43E+00 - 1.10E400 -
8 x 8 3.96E-02 3.47 3.19E-02 3.43 3.87TE-02  3.45 3.51E-02  3.45
16 x 16 4.82E-03 3.04 4.04E-03 2.98 1.93E-02 2.55 1.15E-02 2.91
32 x 32 5.82E-04  3.05 5.00E-04 3.01 1.88E-03  3.36 1.20E-03  3.27
64 x 64 7.26E-05  3.00 6.32E-05 2.98 1.77E-04  3.41 1.39E-04  3.10
128 x 128 9.07E-06  3.00 7.93E-06 2.99 3.27E-05  2.43 2.52E-05  2.47
Q% 4x4 2.59E-02 - 2.03E-02 - 7.94E-02 - 3.78E-02 -
8 x 8 1.59E-03  4.03 1.34E-03  3.93 4.95E-03  4.01 3.53E-03  3.42
16 x 16 1.00E-04  3.99 8.33E-05 4.01 4.14E-04  3.58 3.04E-04  3.54
32 x 32 6.20E-06  4.01 5.22E-06  4.00 1.93E-05 4.43 1.67E-05  4.19
64 x 64 3.88E-07  4.00 3.27E-07  4.00 1.85E-06  3.38 1.13E-06  3.88
128 x 128 2.42E-08  4.00 2.05E-08 4.00 1.04E-07 4.15 7.21E-08  3.98

We consider the nonlinear fourth-order wave equation (1.1), with a nonlinear term f(u) =

utt+A2u+u+f(u):g<$7yvt)7 (a;,y,t)GQX(O,l],
the initial conditions are
u(z,y,0) =cos(z +y), wur,y,0)=—2sin(z+y),

where = [0, 27] x [0, 27], and u(z,y,t) = cos(x + y + 2t).
We test the space Qk, 1 < k < 3, and list the errors of u and w, and the corresponding
orders in Table 6.3.

7 Concluding remarks

In this paper, we have developed an UWLDG method for a class of nonlinear fourth-
order wave equations. The UWLDG methods combine the LDG and UWDG methods for
solving time-dependent PDEs with high order spatial derivatives. The numerical fluxes have
been carefully chosen to make our scheme energy conserving. We have proved the optimal
error estimate in the L2?-norm for the solution itself as well as for the auxiliary variables
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Table 6.3: Errors and the corresponding convergence rates for Example 6.3 when using QF polynomials
on a uniform mesh of N X N cells. Final time ¢ = 1.

Error of u Error of w

N x N L?error order L™ error order L? error order L error order
ol 8x8 9.86E-01 — 6.05E-01 - 1.50E+00 2.47 8.95E-01 —

16 x 16 2.31E-01 2.10 1.35E-01  2.17 2.51E-01 2.58 1.39E-01  2.69

32 x 32 5.54E-02 2.06 3.27E-02 2.04 1.10E-01 1.19 6.52E-02 1.09

64 x 64 1.35E-02 2.04 8.05E-03 2.02 2.47E-02  2.15 1.39E-02 2.23
Q% 4x4 3.75E-01 — 3.21E-01 - 1.21E400 - 9.39E-01 —

8 x8 3.83E-02 3.29 3.29E-02  3.29 1.04E-01 3.54 7.69E-02 3.61

16 x 16 4.78E-03  3.00 4.12E-03  3.00 1.87E-02  2.47 1.10E-02 2.81

32 x 32 5.80E-04 3.04 5.06E-04 3.02 1.87E-03  3.32 1.19E-03 3.21

64 x 64 7.25E-05 3.00 6.36E-05  2.99 1.68E-04  3.48 1.28E-04 3.22
Q3 4x4 2.54E-02 - 2.04E-02 - 6.76E-02  — 2.42E-02 -

8 x 8 1.57E-03 4.01 1.34E-03  3.93 3.64E-03  4.22 2.37E-03  3.35

16 x 16 1.00E-04 3.97 8.35E-05 4.00 3.48E-04  3.38 2.62E-04 3.18

32 x 32 6.20E-06 4.02 5.22E-06  4.00 1.80E-05 4.28 1.03E-05 4.66

64 x 64 3.88E-07 4.00 3.27TE-07  4.00 1.01E-06 4.15 4.89E-07  4.40

approximating its derivatives in the semi-discrete method, and have also shown that our scheme
preserves energy in the semi-discrete sense. Compatible high order energy conserving time
integrators are also proposed. The theoretical findings are confirmed by numerical experiments.
The algorithm can be easily designed on two-dimensional unstructured triangular meshes and
the stability can be easily proven, however optimal error estimates would be more challenging

and we would like to leave it for our future work.

2
Appendix A Estimate for Dz( Hf“”) in Theorem 4.1.

hk+1

Proof. By (4.28) and (4.29), we have

D < C’/T (D+ (1+&°DP~1)(D + 1)) ds. (A1)
0

Here we denote H(D) = D + (1 +&2DP~1)(D + 1), and M(7) = / H(D)ds, then
0

d
—M = H(D).
dr (D)

By (A.1) we obtain,
D <CM.
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Therefore, the proof of D could be bounded by a constant independent of h, equal to prove

that there exist a constant C* independent on h, such that satisfy
M < C™.

Since H(s) is increasing for s > 0, and D < CM we have

%M:H(D) < H(CM)<Ci{H(M).

Firstly, we have
d
M < CiH(M) = Cy (M + (1 +MPH(M +1)),

and

dL(M) ., d 1 d
g J— - - <
dr L(M)dTM H(M) dT]w_C17

where

L(s) = 5 odz _/5 dz
SN HGe) i 2+ (e (24 1)
Integrate with respect to time in (A.3), we have
L(M(7)) < L(M(0))+ CiT <CyT, 7€(0,T).
If M(7) <1, the proof is done. If M(7) > 1, we have

M dz
L) = /1 2+ (14222 )(z + 1)

M dz
z /1 (z4+ 1)+ (1+e22r1)(2+1)

1 /M dz
> = =
— 2 1 (24212

2

Mep—1
N 1/ E Y (2P~ =y
2 Jertt (24 yP )y

1 /M(éﬁ)p‘iI dx
(%ﬁ)ﬁ (1+azr—Hz

(221 =y

4

—élo 1+2M1_p — 1 lo 1—1—3
Ti1-p B 22 a1—p BUT2)

22
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Therefore,

then we have

1

M < 2e? PTl7
“\2-¢e%(er—1)

1

where a = 4(p — 1)C1T, we choose h sufficient small, so that 2 < -, we obtain

er—17

M < (26971 < C*,

Hence, M < max{1,C*} . O
References
[1] T. Achouri, Conservative finite difference scheme for the nonlinear fourth-order wave

equation, Applied Mathematics and Computation, v359 (2019), pp.121-131.

S. Adjerid, H. Temimi, A discontinuous Galerkin method for the wave equation, Computer
Methods in Applied Mechanics and Engineering, v200 (2011), pp.837-849.

B. S. Attili, D. Lesnic, An efficient method for computing eigenelements of Sturm-Liouville
fourth-order boundary value problems, Applied Mathematics and Computation, v182
(2006), pp.1247-1254.

M. Baccouch, A local discontinuous Galerkin method for the second-order wave equation,
Computer Methods in Applied Mechanics and Engineering, v209 (2012), pp.129-143.

M. Baccouch, The local discontinuous Galerkin method for the fourth-order Euler-
Bernoulli partial differential equation in one space dimension. Part I: superconvergence

error analysis, Journal of Scientific Computing, v59 (2014), pp.795-840.

M. Baccouch, The local discontinuous Galerkin method for the fourth-order Euler-
Bernoulli partial differential equation in one space dimension. Part II: a posteriori error
estimation, Journal of Scientific Computing, v60 (2014), pp.1-34.

N.G. Berloff and L.N. Howard, Nonlinear wave interactions in nonlinear nonintegrable
systems, Studies in Applied Mathematics, v100 (1998), pp.195-213.

L. Brugnano, G.F. Caccia and F. Iavernaro, Energy conservation issues in the numerical
solution of the semilinear wave equation, Applied Mathematics and Computation, v270
(2015), pp.842-870.

23



[9]

[14]

[19]

Y. Cheng and C.-W. Shu, A discontinuous Galerkin finite element method for time de-
pendent partial differential equations with higher order derivatives, Mathematics of Com-
putation, v77 (2009), pp.699-730.

P. G. Ciarlet, The Finite Element Method for Elliptic Problems. Classics in Applied Math-
ematics, vol. 40, Society for Industrial and Applied Mathematics (SIAM), Philadelphia,
PA, 2002.

C.-S. Chou, C.-W. Shu and Y. Xing, Optimal energy conserving local discontinuous
Galerkin methods for second-order wave equation in heterogeneous media, Journal of
Computational Physics, v272 (2014), pp.88-107.

E.T. Chung, B. Engquist, Optimal discontinuous Galerkin methods for wave propagation,
SIAM Journal on Numerical Analysis, v44 (2006), pp.2131-2158.

E.T. Chung, B. Engquist, Optimal discontinuous Galerkin methods for the acoustic wave
equation in higher dimensions, SIAM Journal on Numerical Analysis, v47 (2009), pp.3820-
3848.

B. Cockburn, S. Hou, and C.-W. Shu, The Runge-Kutta local projection discontinuous
Galerkin finite element method for conservation laws. IV. The multidimensional case,
Mathematics of Computation, v54 (1990), pp.545-581.

B. Cockburn and C.-W. Shu, TVB Runge-Kutta local projection discontinuous Galerkin
finite element method for conservation laws. II. General framework, Mathematics of Com-
putation, v52 (1989), pp.411-435.

B. Cockburn and C.-W. Shu, The Runge-Kutta discontinuous Galerkin method for con-
servation laws. V. Multidimensional systems, Journal of Computational Physics, v141
(1998), pp.199-224.

B. Cockburn and C.-W. Shu, The local discontinuous Galerkin method for time-dependent
convection-diffusion systems, SIAM Journal on Numerical Analysis, v35 (1998), pp.2440-
2463.

B. Dong and C.-W. Shu, Analysis of a local discontinuous Galerkin method for linear
time-dependent fourth-order problems, SIAM Journal on Numerical Analysis, v47 (2009),
pp-3240-3268.

L. Fezoui, S. Lanteri, S. Lohrengel and S. Piperno, Convergence and stability of a dis-
continuous Galerkin time-domain method for the 3D heterogeneous Maxwell equations
on unstructured meshes, ESAIM: Mathematical Modelling and Numerical Analysis. v39
(2005), pp.1149-1176.

24



[20]

[21]

[22]

[23]

28]

G. Fu and C.-W. Shu, Optimal energy-conserving discontinuous Galerkin methods for
linear symmetric hyperbolic systems, Journal of Computational Physics, v394 (2019),
pp-329-363.

G. Fu and C.-W. Shu, An energy-conserving ultra-weak discontinuous Galerkin method
for the generalized Korteweg-De Vries equation, Journal of Computational and Applied
Mathematics, v349 (2019), pp.41-51.

L. Greenberg and M. Marletta, Oscillation theory and numerical solution of fourth-order
Sturm-Liouville problems, IMA Journal of Numerical Analysis, v15 (1995), pp.319-356.

M.J. Grote, A. Schneebeli, D. Schétzau, Discontinuous Galerkin finite element method
for the wave equation, SIAM Journal on Numerical Analysis, v44 (2006), pp.2408-2431.

C.P. Gupta, Existence and uniqueness results for the bending of an elastic beam equation
at resonance, Journal of Mathematical Analysis and Applications, v135 (1988), pp.208-225.

S.M. Han, H Benaroya and T. Wei, Dynamics of transversely vibrating beams using four
engineering theories, Journal of Sound and Vibration, v225 (1999), pp.935-988.

S. He, H. Li and Y. Liu, Analysis of mixed finite element methods for fourth-order wave
equations, Computers & Mathematics with Applications, v65 (2013), pp.1-16.

H.A. Levine, Instability and nonexistence of global solutions to nonlinear wave equations
of the form puy = —au+ f(u), Transactions of the American Mathematical Society, v192
(1974), pp.1-21.

H.A. Levine, S.R. Park and J. Serrin, Global existence and global nonexistence of solutions
of the Cauchy problem for a nonlinearly damped wave equation, Journal of Mathematical
Analysis and Applications, v228 (1998),pp.181-205.

S. Levandosky, Decay estimates for fourth order wave equations, Journal of Differential
Equations, v143 (1998), pp.360-413.

S. Levandosky, Stability and instability of fourth-order solitary waves, Journal of Dy-
namics and Differential Equations, v10 (1998), pp.151-188.

S.P. Levandosky and W.A. Strauss, Time decay for the nonlinear beam equation, Methods
and Applications of Analysis, v7 (2000), pp.479-488.

J.E. Lin, Local time decay for a nonlinear beam equation, Methods and Applications of
Analysis, v11 (2004), pp.065-068.

I. Mozolevski and E. Siili, A priori error analysis for the hp-version of the discontinuous
Galerkin finite element method for the biharmonic equation, Computational Methods in
Applied Mathematics Comput. Methods Appl. Math, v3 (2003), pp.596-607.

25



[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]

W. Reed and T. Hill. Triangular mesh methods for the neutron transport equation. La-
ur-73-479, Los Alamos Scientific Laboratory, 1973.

B. Sjogreen and N. Anders Petersson, A fourth order accurate finite difference scheme for
the elastic wave equation in second order formulation, Journal of Scientific Computing,
v52 (2012), pp.17-48.

Q. Tao, Y. Xu and C.-W. Shu, An ultraweak-local discontinuous Galerkin method for
PDEs with high order spatial derivatives, Mathematics of Computation, to appear. DOI:
https://doi.org/10.1090/mcom/3562.

Y. Xing, C.-S. Chou and C.-W. Shu, Energy conserving local discontinuous Galerkin
methods for wave propagation problems, Inverse Problems and Imaging, v7 (2013), pp.967-
986.

Y. Xu and C.-W. Shu, Optimal error estimates of the semi-discrete local discontinuous
Galerkin methods for high order wave equations, SIAM Journal on Numerical Analysis,
v50 (2012), pp.79-104.

J. Yan and C.-W. Shu, A local discontinuous Galerkin method for KdV type equations,
SIAM Journal on Numerical Analysis, v40 (2002), pp.769-791.

Y. Yeu, Global existence and blow-up of solutions for higher-order viscoelastic wave equa-
tion with a nonlinear source term, Nonlinear Analysis: Theory, Methods & Applications,
v112 (2015), pp.129-146.

N. Yi, Y. Huang and H. Liu, A conservative discontinuous Galerkin method for nonlinear
electromagnetic Schroedinger equations, SIAM Journal on Scientific Computing, v41
(2019), pp. B1389-B1411.

X. Zhong and C.-W. Shu, Numerical resolution of discontinuous Galerkin methods for time
dependent wave equations, Computer Methods in Applied Mechanics and Engineering,
v200 (2011), pp.2814-2827.

26



