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Abstract

We consider a directed polymer model in dimension 1 + 1, where the disorder is
given by the occupation field of a Poisson system of independent random walks on Z.
In a suitable continuum and weak disorder limit, we show that the family of quenched
partition functions of the directed polymer converges to the Stratonovich solution of a
multiplicative stochastic heat equation (SHE) with a Gaussian noise, whose space-time
covariance is given by the heat kernel.

In contrast to the case with space-time white noise where the solution of the SHE
admits a Wiener-Ito6 chaos expansion, we establish an L'-convergent chaos expansions
of iterated integrals generated by Picard iterations. Using this expansion and its dis-
crete counterpart for the polymer partition functions, the convergence of the terms in
the expansion is proved via functional analytic arguments and heat kernel estimates.
The Poisson random walk system is amenable to careful moment analysis, which is an
important input to our arguments.
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1 Introduction

The directed polymer in random environment (disorder) is a classic model in the study of
disordered systems. See e.g. the lecture notes by Comets [Coml7]. It is also intimately
connected to the stochastic heat equation with multiplicative noise. In particular, Alberts,
Khanin and Quastel [AKQ14] showed that in dimension 1 + 1, when the space-time random
environment consists of i.i.d. random variables, in a suitable weak disorder and diffusive
space-time scaling limit, the family of polymer partition functions (indexed by the starting
point of the polymer) converges in distribution to the solution of the multiplicative stochastic
heat equation (SHE) with space-time white noise. More generally, for so-called disorder
relevant systems, such an intermediate disorder regime is often expected to exist and leads
to non-trivial continuum disordered systems, such as the SHE for the directed polymer. See
[CSZ17a] for more details and other examples such as the random field Ising model. In
the language of singular SPDE’s, such results are also known as weak universality results
because the limit does not depend on the details of the disorder on the microscopic scale,
and they even hold for a general class of discrete models, see for instance [BG97, [ACQ11]
for SHE convergence of asymmetric simple exclusion processes (ASEP) and [DT16, [CST18],
Labl17, [CS18,|Ghol7, [Par19] for variants of ASEP, and [CT17, [CGST20] for six-vertex model
or its higher-spin generalizations, and [JE19] for convergence of another directed polymer
model introduced by O’Connell-Yor [OY01] (though the proof is via connection to stochastic
Burgers equation). Let us also mention the work [CCI§| in which a singular polymer measure
defined on continuous paths is constructed in d = 2,3. This SPDE in connection with the
KPZ equation via Hopf-Cole transformation leads to a vast literature; see [CS19, Section 6]
for further references.

When the random environment in the directed polymer model consists of i.i.d. random
variables indexed by space that do no vary with time, a similar continuum and weak disorder
limit exists in dimensions d < 4, which is an SHE driven by spatial white noise, known as the
Parabolic Anderson model (PAM). In dimensions d = 2,3, we need the theory of regularity
structure/paracontrolled distributions [GIP15, [Hail4, [HL18] to define the solution of PAM.
Weak universality results are also proved [CGP17, MP19]; and in d = 2, a series expansion
solution for PAM for small time is recently defined in |[GHI18]|, which is to some extent related
to the method exploited in the present paper. Note that of particular interest is the recent
papers [CT18] and [PR19] in which (generalized) SHEs driven by a miz of spacetime and spa-
tial multiplicative noises are derived from ASEP in a spatially inhomogeneous environment
and branching random walk in static random environment.

It is natural to ask whether similar weak universality results hold for directed polymer
in more general dependent space-time random environment, and what limits do we obtain.
This motivates us to consider a random environment defined by the occupation field of a
Poisson system of random walks, which has been studied extensively and used as a dynamic
random environment in various contexts, see e.g. [CG84] [KS05, [GdH06, DGRS12, HAHS™15].
There are several reasons for working with Poisson random walks. They exhibit non-trivial
space-time fluctuations which are representative of a wide class of models known as the
Edwards-Anderson universality class (see e.g. [Sep05, Rav92, [PS08]). On the other hand,
the independence of the walks allow explicit calculations not possible for other models. In
the context of the directed polymer model, which is closely linked to the parabolic Anderson
model, the Poisson field of random walks can naturally be interpreted as a catalytic potential
where the catalysts undergo independent motion (see e.g. [GAHO06] for further background).
With the occupation field of Poisson random walks as our random potential, we will show
that in d = 1, the polymer partition functions converge to the solution to a new SPDE,



which is an SHE driven by a multiplicative Gaussian noise with a long-range but singular
covariance, more precisely, the heat kernel. We also conjecturally expect that a similar
convergence would hold for this new SPDE in d < 4.

We will consider both the polymer and the Poisson walks in continuous time.

Definition 1.1. (Poisson field of independent walks.) At time ¢ = 0, we start with £(0, z)
particles for each = € Z? such that £(0,x) are i.i.d. Poisson with mean A > 0. Each particle
then performs rate 1 independent simple symmetric random walk on Z%. Denote by £(t, x)
the number of particles at position z and time t. More precisely,

£(0,y)

Et,x) = D Lywigy, (1.1)

yezd i=1

where Y¥? is the i-th random walk starting from y at time 0. It is easily seen that i.i.d.
Poisson product measure with mean A is an invariant measure of the dynamics £(¢,-). We
will denote probability and expectation with respect to £ by P and E, respectively.

The directed polymer will be modeled by a rate 1 simple symmetric random walk S. If
S starts from position z at time ¢, then we denote its probability and expectation by P ;)
and E(; ;) respectively, and by P and E when (¢,x) = (0,0). We will denote the transition
kernel for S by Pi(x) := P(S; = x).

Definition 1.2. (Directed polymer in the environment &.) Let {{(t,%)};>0 4eze be defined
from the mean A Poisson field of random walks as above, and let S be a simple symmetric
random walk on Z%. Given T > 0 and coupling constant 5 € R, define

aotes) o [5 [ Eosgas] . €)= e -2 (12)

The (quenched) polymer measure in the random environment £ is then defined via a Gibbs
change of measure for S with weight given by Ag(¢, S)/Zgﬁ, where Z:fp’ﬁ = E[A3(£,9)] is
known as the quenched partition function. Furthermore, we will allow the starting space-time
point of the polymer S to vary and consider the family of partition functions

T ~
Z%ﬁ(t,m) = B2 [exp [5/ f(s,SS)dsH . tel0,T],z ez (1.3)
t
For z = (x1, ..., x4) € Z¢, we define Zgﬂ(t,x) = Z%B(t7 [x]) with [z] = ([z1], ..., [z4])-
It turns out that in dimension d = 1, in order for the family of partition functions

(Zg, 5(t,2))ieo,1),cer to have non-trivial random limits, we need to scale space-time and 3
as follows:

Scaling: Let e =1/ VT. We will rescale 3, t and z as follows:
B—H;‘%B, r—eln, t—e %t BeR, zeR, t>0. (1.4)

Our main result is then the following.

Theorem 1.3 (Convergence of polymer partition functions). Given ¢ > 0 and 8 € R, let
(Zf_2 53/25(5_27575_1$))te[0,1],xeR be the family of polymer partition functions defined as in



(L.3). Then as e |0, it converges in finite-dimensional distribution to (u(1 —t,)):c(01]0cr;
where u is the Stratonovich solution of the SPDE

1
au(t,a}) = iAu(t,:L‘) + BVIUE(L, ), u(0,) =1, (1.5)
and = is a generalized Gaussian field with covariance
— — 1 _la—y?
E[S(t, 2)2(5,9)] = pe—s| (& — ) = — ™ T (1.6)

V27|t — s|
Remark 1.4. We note that = is in fact the stationary solution of the SPDE
0

1
2=-AE 1.
== AT 4O (12), (17)

where F is a space-time white noise on Ry x R. In particular, Z = d,u, where u is the
solution of the additive stochastic heat (a.k.a. Edwards-Wilkinson) equation

0

with (0, -) being a two-sided Brownian motion. This is consistent with the fact that the
occupation field ¢ of the Poisson random walks is the spatial increment of a random growth
model, whose fluctuation field converges to the solution of the Edwards-Wilkinson equa-

tion [Sep05].

Note that when the polymer disorder £(¢, x) is white noise on [0, 00) X Z, it is the contin-
uous time analogue of the directed polymer considered in [AKQ14] and the correct scaling is
B8 — E%B (see also [CSZ1T7a]). The critical dimension is d = 2, at and above which, it is gen-
erally believed that there is no non-trivial SPDE limit (see [CSZ17b]). When £(¢, x) = £(0, x)

is white noise on Z¢, the correct scaling turns out to be § — 52—§5 . The critical dimension
is instead d = 4. Theorem shows that our disorder £ requires the same scaling as the
case of a spatial white noise. In other words, the power law decay (in time) of the covariance
is not fast enough to change the critical spatial dimension when compared to the case of
having no decay in time (white noise in space only). In dimensions d = 2,3, similar to the
parabolic Anderson model, we expect that the partition function requires renormalization in
order to converge to the solution of a singular SPDE. It would also be interesting to find a
class of models that interpolate between the PAM and SHE, and see what speed of decay
for the noise covariance will alter the critical dimension of the model.

1.1 Outline of proof

In this section, we outline the main steps in our proof of Theorem [1.3] The basic strategy
is to expand the polymer partition function ZT 5 in terms of a series (Chaos) expansion with

respect to the disorder 5 . Unlike the case with i.i.d. noise as considered in [AKQ14}, [CSZ17al,
the terms of the expansion are not L? orthogonal. Instead, we will show that the series is
L'-convergent and bound the tail of the series uniformly as ¢ | 0. We then show that the
first m terms of the series converge to a sum of iterated Stratonovich integrals with respect
to the Gaussian noise =, which is in fact a series representation of the solution for the SPDE
(1.5). Stratonovich integrals arise naturally in this context because in the expansion
below, we have the products of f Due to the non-trivial covariance structure of 5 , thelr



products cannot be replaced by Wick products via a simple normalisation of Zfr eE unlike the

case when £ is a field of independent random variables as in [AKQT4].

First we expand the partition function as follows:

< gk T
Z 5to,m0) =1+ %E(tojxo) [(/ £(s, Ss)ds)k]
k=1 t
e k
=1+> 8 / / Hptl_m1 —zi H E(ti, x;)d

k=1 z1,...,.xx€Z to<t1<---<tk<Tl 1

= 1+Z ) (to, o) - (1.9)

Note that this expansion is reminiscent of Wiener chaos expansion with respect to §~ , except
that ¢ is correlated and non-Gaussian. However, ¢ does converge to a generalised Gaussian
field in the diffusive scaling limit.

Proposition 1.5 (Convergence to Gaussian field). As e | 0, 67%5(5_2-, e~L) converges in
distribution to VA= in the weighted Besov-Hélder space C2 (defined in Appendix for every
a < —1/2 and k > 0, where = is the generalised Gaussian field defined in (|1.6]).

Remark 1.6. Our proof of Proposition (in Section {) relies on direct calculations for
the Poisson random walks. More results of this type can be found in the literature on
hydrodynamic limits [K1.99, Section 11]. As pointed out by a referee, an alternative approach
is to regard £ as the spatial increment of a random growth model, as mentioned in Remark
1.4 and first show that the fluctuation field of the associated height function converges to
the solution of the Edwards-Wilkinson equation . One can then use the continuity of
f — Ouf from Co*T! — C% to deduce the convergence of &. This approach should also be
applicable to £ with more general initial conditions, as well as to other models in the EW
universality class, such as the symmetric simple exclusion processes [Rav92, [KL.99].

We will show that the solution of the SPDE ( . has a similar expansion as in ((1.9),
where ¢ is replaced by its Gaussian limit v AZ.

Proposition 1.7 (Solution of SPDE). The SPDE (1.5)) has a well-defined mild Stratonovich
solution w. For all (t,z) € [0,1] x R, u admits the series representation

k

z:u(’C ta)=1 +Z (BV)F / / HPSM s (Tig1 —I'Z)HE(SiafEi)dei ds;,

0<sy < <sp<t =1 i=1
TYyeeey T ER

(1.10)
where (Sp41,Tre1) := (t,x), and the series converges in L.

Remark 1.8. Note that ( - formally resembles the discrete series if we reverse time
and identify the sequence tg < t; < --- <t < T with ¢t > s > --- > 51 > 0, and identify
(€(s, ))sejo,r) With (VAZE(1 — s, ))56[0,1]. The fact that the iterated integrals in are
well-defined, and that each term in the series converges to the corresponding iterated
integral in (1.10) (for which the precise statement is Lemma below), will be clear in
Section 6l

To prove Theorem [1.3] it then suffices to show firstly that the series expansions for

z¢ (e72t,e"'z) can be truncated to a fixed order with an arbitrarily small error

e—2¢3/23



that is uniform as € | 0; secondly, show that terms of the series in the expansion for
Z§727€3 /2 B(E_Qt’ e~12) converge in joint distribution (possibly with different choices of (¢, x))

to terms of the series for u in (1.10]). The following two lemmas address these two issues.

Lemma 1.9 (Bounds on partition functions). Given (t,z) € [0,1] x R, let

Z.5(t,x) := z* (e 2t,e 1)

872783/26

where Z¢ is the polymer partition function defined as in (1.3)), with terms of its expansion

in (L.9) denoted by

Zop(t,a) =1+ 28t a) . (1.11)
k=1

Then for any B € R,

limsup E[Z, 5(t,z)] < oo. (1.12)
el0
Furthermore,
liﬁm limsup E ‘Zsﬂ(t,x) -1- ZZa(kB)(t,x)‘] =0. (1.13)
m—0o0 EJ/O el ’

Lemma 1.10 (Convergence of finite order chaos). Let Z. g(t,x) and (Zg(kﬁ) (t,x))ken be as

above. Then for anyl € N, and (t;,z;) € [0,1] xR, k; € N, for 1 <i <, (Zs(fcé)(ti,xi))lgigl

converge in joint distribution to (u®) (1 — t;,2:))1<i<1, where u™ (1 —t,x) is the k-th order
term in the expansion for u(1 —t,z) in (1.10).

The proof of Lemma will be based on Poisson random walk calculations. The proof
of Lemma will be based on functional analytic arguments, where termslof the series
are treated as (e-dependent) continuous functionals of the underlying noise e 2£(e72-, e~ 1)
in weighted Besov-Holder spaces. To control the convergence of these functionals, we will
rely on local limit theorem type of estimates for the random walk transition kernel and its
space-time gradients, which are of independent interest.

Proof of Theorem [1.3, To show that (Zi2 63/26(6*2152-,5*1307;))1931 converge in joint distri-
bution to (u(1 — t;,x;))1<i<, first note that by Proposition and (1.13), we can truncate
the series for Z. 5(t;,z;) and u(l — t;,x;) up to the m-th order with a small error in L!.
The convergence in joint distribution of the truncated series then follows from Lemma [1.10]

Lastly, sending m — oo proves Theorem O

The rest of the paper is organized as follows. In Section 2| we prove Proposition In
Section [3] we prove some basic properties for the Poisson field £ and its correlation functions,
which are then used in Section [4] to prove Proposition Sections [§ and [6] are then devoted
to the proof of Lemmas respectively. In Appendix [A] we recall the basics of
weighted Besov-Holder spaces, in which the noise and the family of partition functions take
their values. Lastly, in Appendix [B] we prove some heat kernel and gradient estimates for
the random walk which are essential for the proof.

Unless otherwise specified, we will assume d = 1 in the rest of the paper, and we will
write f(z) S g(x) if f(z) < Cg(z) for some C € (0,00) uniformly in .



2 The limiting SPDE

In this section, we will prove Proposition namely the SPDE (|1.5) has a mild Stratonovich
solution in dimension d = 1, following the approach used in [HNST11] [Sonl7]. For general d,
this SPDE can be formally written as

) 1 _
Sult,2) = 5 Au(t, ) + BV E( ) (2.1)

with
— — —d/2 ,M
E[E(t,2)E(s,y)] = pi—s|(x — y) == (27t — s[) 7Y 2T,

Here = is a generalised space-time Gaussian field, the rigorous meaning of which is given
below.

Let H be the completion of the space C2°([0, 00) x R?) of smooth functions with compact
support endowed with the inner product

= [, fs)alt ey (e = dsdydsit

| - |l be the induced norm, and {Z(g),g € H} be an isonormal Gaussian process with
covariance

EE(NEW] = {f.9)n-
Note that ‘H contains distributions which are not classical measurable functions. For instance,
it is straightforward to verify that 1o 76(z) € H, where §(z) is the Dirac delta function;
when d = 1, noting that pj;_|(z—y) < (2r|t—s|)~1/2, by [PTO0] it is possible that f(s,z) € H

is a distribution in terms of s.

For (t,z) € Ry xR?, define W(t,z) := Z (1[071:](‘) Hizl 1[07“](-)), where x = (z1,...,24)

and 1p, = —1{_qq for a < 0. Then (W(t,7)))cr, xre is a classical Gaussian field.
Moreover, Z(t,z) = %W(t,x) where the partial derivative is in the distribution
sense.

To define the Stratonovich integral, we introduce some notation. For positive numbers &
and €, define

t
= (ta)i= [ [ vt = (o - )=o) duds = 2655, (2:2)
where ) .
pe(r) = (2775)_%6_%7 T e Rd? Yer (t) = EI[O,SI} (t), teR, (2.3)
and /
b (8,y) = ther (t — 8)pe(x — y). (2.4)

Note that qf,’;/ belongs to H, and hence 25 (t, ) exists in the classical sense and is an
approximation of (¢, z).

We define the Stratonovich integral following [HNSII, Definition 4.1], which was also
used in [HNQ9, [HHNT15, [Son17].



Definition 2.1 (Stratonovich integral). Suppose that v = {v(t,z),t > 0,z € R%} is a
random field satisfying

T
/ lv(t, x)|dzdt < 0o, a.s.,
0o Jrd

and that the limit in probability hnfo fOT Jga v(t,x)Z5¥ (¢, 2)dadt exists. Then we denote the
e’
limit by

T T
/ / v(t,x)=E(t, z)dxdt = lim/ / o(t, )25 (t, 2)dadt.
0 R4 £,e'10 Jo R4

and call it Stratonovich integral.

Let F; be the o-algebra generated by {W(s,z),0 < s < t,r € R?}, and a random field
{F(t,x),t > 0,7 € R} is said to be adapted if {F(t,z),t > 0} is adapted to the filtration
{th}tZO for all z € RC.

The mild Stratonovich solution of (1.5)) is defined as follows.

Definition 2.2 (Mild solution). An adapted random field v = {u(t,z),t > 0,z € R%} is
a mild solution to ([1.5) with initial condition ug € Cy(R?), if for all t > 0 and = € R the
following integral equation holds a.s.:

¢
u(t.) = uo(a) + AVA [ [ sl = puls B (s, )dyds, (25)
o JR
where the stochastic integral on the right-hand side is in the Stratonovich sense.

Let B be a standard d-dimensional Brownian motion independent of =, and B := B;+x.
Following the discrete notation, we use P and E to denote respectively the probability and
expectation for the noise =, and use P and E for the Brownian motion B.

Fix € R? and ¢ > 0. Recalling the notation in (2.3)), we define

t
R N e S U ) (26)
and

t
5 (BE., —y) = /0 oot — s — P)pe(BY — y)ds, (2.7)

where It&, f is a Wiener integral (conditional on B), of which the well-definedness will be
justified in the following result. Here, by “Wiener integral” we mean Z(¢) for ¢ € H. We
would like to point out that (5575/(32”4 —y) is in fact a function of (t — 7y, (BY)se[o,1—r])5
rather than a function of B¥ . —y. We use this notation because formally 65 (B¥ , — y)
converges to 6(Bf_, —y) as (g,€') goes to zero.

Proposition 2.3. If d = 1, then for all e,&' > 0, the term 6°¢ (BY_. —-) defined in

belongs to H a.s. and the family of random wvariables Iff defined in converges in LP
for all p > 2 to a limit denoted by

j. /0 /R 5(BE., — y)E(r,y)dydr = (5(BF. ). (2.8)

where §(BY_ — -) is an H-valued random variable given by the L2-limit of 65 (BY_ — -).
Conditional on B, Iy, is a Gaussian random variable with mean 0 and variance

t t
Var[l,.,| B] = / / Plo—si(Br — B)drds. (2.9)
0 JO

8



Proof. For g, €/, o and ¢’ > 0,
ee’ (pr . o0’ (pr .
(65 (By. = ),077(Bf =)
— [ peBT i (BE 2t~ s = w7 - 0)
0,6 JR2
X Plu—o|(y — 2)dydzdudvdsdr. (2.10)

Noting that pj,—|(y — 2) < (2m)~V2ju — v|71/2, we have
/[0 P /R2 pe(BS = y)po(By — 2) - e (t — 5 — w)hgr (t — 17 — V)ply—y| (Y — 2) dy dz du dv
t

<C Yor(t — s — Wby (t — 7 — v)|u — v| Y 2dudv < C|s —r|7Y? (2.11)
[0,£]

for some constant C' > 0, where the last step follows from [HNSII, Lemma A.3]. As a
consequence, letting e = &’ and o = ¢’, by (2.10) and (2.11]), we have

' 2 3/2
sup ||65<' (BE_. — )H < Of? < oo, (2.12)
£,e'>0 H
where || - || is the norm induced by the inner product (-,-)7, which implies that almost

surely 8¢’ (BF_. — ) belongs to the Hilbert space H for all € and ¢ > 0. Therefore, the
random variables It&, f/ are well defined and we have

BE(L; 177 =B (5 (B —),077 (B 1)), . (2.13)

For any s # r and Bs # B,, as ¢, ¢/, 0 and ¢’ tend to zero, the left-hand side of the inequality
(2.11) converges to pjs_y (Bs— By). Therefore, by dominated convergence theorem we obtain

that, as ¢, ¢/, o and o’ tend to zero, EE[sz,IZ’;/] converges to Ef[o 42 Pls—r|(Bs — Br)dsdr
which is finite by Lemma [2.4] below. As a consequence,

EE[(I;;?' - I{{f’ﬂ - EIE[(Iff )2] - 2EE[(I§§'I§{;§'” + EE[(IZ;C"')? 0. (2.14)

It also follows from ([2.13)) and ([2.14)) that, for all sequences &,, and &/, converging to zero,
6=n(BF . — -) is a Cauchy sequence in L*(Q, P;H) with (€,G,P) being the probability
space generated by B. We denote the limit in L?(Q, P;H) of 65" (Bf_ — ) by §(Bf . —-).

Now, noting that IZ ;’61" is a centered Gaussian random variable conditional on B and
/ ’ n /
hence E[(If;a")%] =(2n— 1N (E[(IfZS")QD for n € N, we have that I;Z’E" is a Cauchy

sequence in LP for p > 2 for all sequences &, and &/, converging to zero. As a consequence,

Iz "n converges in LP to a limit denoted by I; -, which does not depend on the choice of the

sequences &, and ¢/,. Finally, (2.9) can be shown by a similar argument. O

Lemma 2.4. The following bound holds if and only if d = 1:

t ot
E [/ / Plr—s|(Br — Bs)drds} < 00.
0 JO

Furthermore, when d =1, one has
t ot
E {exp <)\/ / Plr—s|(Br — Bs)drds>] < oo forall A > 0. (2.15)
0o Jo

9



Proof. First note that

t gt t pr
E |:/ / p|rfs\(BT’ - Bs)drd3:| = 2/ / / pr_g(Z)ZdZdeS
0 Jo o Jo JRd
t T t i
= 2/ / Pa(r—s)(0)dsdr = 2/ / (4 (r — 3))*d/2dsdr,
0 Jo 0 Jo

which is finite if and only if d = 1. When d = 1, one has the deterministic bound

t ot t ot
/ / Plr—s|(Br — Bs)drds < / / (27|r — s|)~2drds < oo,
0 Jo 0 Jo

and hence ([2.15)) follows. O

From now on, we only consider the case d = 1. We shall show that a mild solution to
(1.5)) can be obtained by the following Picard iteration. Let ug(t,2) =1 and

t
unltn) =14 VA [ [ preale = p)una (5. 9)E(ssp)dyds, n=1.20. (210)
0o JR
Then we have
Un(t, ) — un_1(t,2) = u™(t,2), n=1,2,...,
where u(™ is as in , namely

ul (t,z) = (BVA)" ]__[psk+1 —si (Yk1 — Uk) H E(sk, Yr)dyrdsy (2.17)

[0,¢]2 xR™ p°4

where [0,¢]2 = {(s1,---,s,) € R : 0 < s1 < --- < s, < t} with the convention
Untl = T, Spt+1 = t. We remark that the multiple integral on the RHS of is classically
meaningful, which we explain in Section |§| (Remark when we discuss the convergence of
the discrete multiple integrals to them.

The above Picard iteration suggests that formally

u(t,z) =1+ i u™(t, x)

n=1
is a mild solution to (|1.5)), if it is well-defined.

Indeed, in the following we shall show that wu,(t,2) = 1+ Y p_, u®(t,2) converges in
L', as n — oo, to the Feynman-Kac type expression

E [exp (5\6 /0 t /R S(BE . — y)E(s,y)dyds)] , (2.18)

which will be proven to be a mild Stratonovich solution to (|1.5)).
Lemma 2.5. (2.18)) is L' integrable with respect to =.

Proof. By Proposition

8 [exp (V5 | o - V(s dyas )|
=E [eXp <ﬁz)\ /Ot /Otp|r—s|(Br — Bs)deSH ,

and combining with Lemma we know that the Feynman-Kac type expression (2.18)) is
well-defined (i.e. integrable with respect to =) when d = 1. O
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Now we show that the series generated by the Picard iteration in (2.17) and a Taylor
expansion of the Feynman-Kac expression (2.18)) coincide term by term:

Lemma 2.6. For each n € Z, one has

u(”)(t, z) = (Bn\?)n

where Iy 5 is defined in (2.8)).

E|[(I;.)"] . (2.19)

Proof. By Proposition we have that I, , = Z(6(Bf_. — -)) is LP-integrable for all p > 2.
Recall that (B . — ) belongs to H a.s. and is given by the limit of 65 (B¥  — -). Hence,

IBO(BY. =) = 6 (B = )]lI3; < EIIS(B. =) = 65 (B = )|3 = 0

as (g,¢') goes to zero. Here we used the following Jensen’s inequality on H: denoting
f= 5(th__ —) - 55,5’(3210_‘ —),

IEFI3 =D KEBf ex)nl> <D E[[{fex)nl’] =Bl £13],
k=1 k=1

where {ex, k € N} is an orthonormal basis of H. Therefore,

BI6(BE. )] = lim B (B )

where the limit is taken in the space H. Following the proof of Proposition one can
prove that (65 (BF . — -))®" converges to (§(B* . —-))®" in L?(Q; H®"), and similarly,

E[(6(Bi. —))*"] = III)H%EW”( DA (2.20)

in the space H®".
Now, we have
1
,E [(Tt)"]

/[() ] R 5 Bt s1 ) ' 6(B1:5E75n —Yn )E(Sl7y1)d81dy1 E(Sn)yn)dsndyn
t n n

n! /[Ot]” /” E 0(Bi sy —y1) - 0(Bs, — yn)} E(s1,y1)dy1dsy - . . Z(Sn, Yn)dyndsn,
/[ " / hm E 565 (BgC 1 ) 558 (B;tv Sn yn):| 5(81,y1)dy1d51 .. .E(Sn,yn)dyndsn
047 Jrn
= /[0 | / Psy—s1 (y2 — Y1) -+ Pres, (@ — yn)Z(s1, y1)dy1ds . . . E(Sp, Yn )dyndsy, a.s.,
tn Jrn

where we have interchanged E[-] with the stochastic integration by stochastic Fubini theorem
for Stratonovich integrals, which follows from stochastic Fubini Theorem for Skorohod inte-
grals ([DPZ14, [KRT07]) and Hu-Meyer formula ([HMS8S]), and the last second step follows
from . Comparing with , we obtain the desired result. O
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Proof of Proposition[1.7. Firstly, we note that u,(t,z) = 1+ Sp_, u®)(t,z) converges to
u(t,z) as defined in (I.10) in L' as n — oo, since by Lemma and Lemma

E|) |u<”><t7:c>|] <y ‘f)nEE (12"
n=0 n=0

= BB [MV0ts] <BR oMM 4 V] < oo,

Thus (1.10) equals the Feynman-Kac representation (2.18)).

To conclude the proof, we shall verify that (2.18) is a mild Stratonovich solution to (1.5,
following the approach used in [Soni7].

Consider the following approximation of (|1.5)):

et x) = Au“ (t, ) + BVAuSE (t, 2)25¢ (t, z), (2.21)

where 25¢ (¢, z) is defined in (2.2).

By the classical Feynman-Kac formula, we have

o (8, 2) = [exp <5f / (r, BE,)dr )} = E [exp (8VAL )|

where Iz ’:f, = (05 (BF_ —-)) is defined in (2.6) and the last equality follows from Fubini’s
theorem. It is a mild solution to (2.21)), i.e.,

t
Ua’al(tax) =1+ 5\5\/ /pt_s(:v - y)ua’gl(s,y)Ea’a,(s, y)dyds. (2.22)
0 JR

To prove the result, it suffices to show that as (e,¢’) tends to zero, both sides of (2.22)
converge in probability to those of (2.5)) respectively, with u(¢,z) given by (2.18).

First, we show some convergence results for u®¢ (¢, z). By Proposition as (g,¢') =0,
I;% =E(65(Bf_. — -)) converges to Z(6(Bf_. —-)) in probability, and

Bl (1.0)P) < BB [oxp (pVAIED))| =B [exp (5202107 (B~ 1R, )|

which, by (2.12)), is bounded by CeCt” for some constant C independent of (e,¢’). This
yields the LP-convergence of u®¢ (t,z) to u(t,z) for all p > 1.

Furthermore, we show that u® (¢,z) converges to u(t,z) in D2 ie.,

li B[u™ (¢, 2) = u(t, ) ) + B[|Du (t,2) = Du(t, 0)[i] =0, (2.23)
e’

where D is the Malliavin derivative (see [NuaO6, Section 1.2] for details). To prove this,
noting that the Malliavin derivative is closable ([Nua06, Proposition 1.2.1]), it suffices to

prove
lim K| Du” = (t, ) — Du (t,2)||2, = 0. (2.24)

e,e 0,0’ 10
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By the chain rule ([Nua0O6, Proposition 1.2.3]),
Du®® (t,2) = BVAE [exp (ﬁ\/XIZ’EI) lef]
= BVAE [exp (5&1;;5’) 5 (BY. — -)} . (2.25)

Thus, letting B! and B? be two independent 1-dimensional Brownian motions, and IZ f/(Bi)
be defined as in (2.6) with B replaced by B? for i = 1,2, we have

£ (Dut (t,2), D" (t x)>i
=(B°NEE |exp (VA (I (B) + 177 (B) ) (65 (Bl +a =), (B} +2 =) |

—(B2A\EE [exp (6\5\ (Igf'(Bl) + Ig;;"(BQ)))

([ o822
0,4 Jr2
X et (t — 8 — U)o (t — 17 — V)ply—o|(y — 2) dy dz dudv ds dr>} .

Using similar analysis as in the proof of Proposition we can show that
/ ! 2
lim E <D1f’5 (t,z), Du®’ (t,x)>

! !
e,eo,0’10

=(B*\EE [exp <ﬁﬁ (I.(B") + It,m(BQ))> /0 t /0 t Pls—r|(BY — Bf)dsdr}
Z(BQ/\)E[eXp <62>\ 22: /Ot /Otp|sr(B§ - Bﬁ)dsd?”> /Ot /Otp|sr|(le - B?)dsdT],

ij=1

H

which is finite by Lemma This proves ([2.24]), and hence (2.23]) holds.

We are now ready to prove the convergence to the right-hand side of (2.5)) of the right-
hand side of (2.22). Noting that the Stratonovich integral on the right hand-side of (2.5)) is
defined by Definition it suffices to show that, as (g,&’) — 0,

t
Me< = / /pt_s(x — ) (WS (5,y) — u(s, y))E> (s, y)dyds — 0 in L. (2.26)
0 JR

Denoting v (s,y) == u* (s,) — u(s,y), recalling that 55 (s,5) = S(¢35) = 6(655),
where § is the divergence operator (also known as Skorohod integral, see [Nua06, Section
1.3]), by (2.2), and applying the integration by parts formula ([NuaO6, Proposition 1.3.3])

d(Fu) = Fé(u) — (DF, u)y

to v5< (s, )25 (s, 1), we have
/ t / / / !
M = /0 [ st =) [506° ()655) + (D (5.9). 055 v s

We take the integral form fOT Jg u(s,y) © Z(s,y)dyds to denote the Skorohod integral &(u).

13



Thus,

pt—s(ﬂf—y) 5(05’5/(8#) 55) 4 (D™ (s,y), 655 Y| dyds
/ /Pt s(z =y (s,y)0 (r z)dyds o Z(r, z)dzdr
/ /msw— (D (5,1), 055 ey

=M 4 MEF (2.27)

For Mf’al, by the estimate for the Skorohod integral E[|0(u)|?] < E[[|ull3,] + E[||Dull3,5y]
(INua06l, Proposition 1.3.1]), we have

E[|M7° ) < E[l1277 3] + B[ DL 50w, (2.28)
where

(r,z) //pt s(z — ) (s,y) 05 (r z)dyds.
For the first term on the right hand side of ([2.28} -,

E[[o5 2] / / / / Press (& — Y1)ty (& — 1) 20

x E [U < (s1,y1)v°° (827y2)] < iﬁlylv 2’26,;;2>H dy1ds1dyadsy

Noting that lim, .o E[\vs,y =0, EUUE,’;/ 2] is bounded by Ce*"”* for some constant C' in-
dependent of (,&’), and that <¢>§’f7;,1 , gbi’f,;/2>H is uniformly bounded by C's; —52|7% in (g,&)

by Lemma below, we thus have lim. /o E[H‘I)f;/ 13,] = 0 by the dominated convergence
theorem.

Similarly, for the second term on the right hand side of (2.28)), by (2.24)),

////pt 51 (T = Y1)Pt—sy (T — ¥2)

[<DU€€ (s1,y1), Dv** (52,y2)>H} < 51 y17¢82 y2> dy1ds1dyadsy

also converges to 0 as (g,&’) — 0. Hence, we have

E[|| D@77

lim E[|M; o
e,e’]0

=0 (2.30)
Finally, we bound M; < in .
M7 = [ [ e =) 0w (). 655 Y
/ /pt s(x —y)(Du(s,y), >deds (2.31)

We shall show that the two terms on the right- hand side of ( converges in L? to the
same limit, as (g,&’) — 0. For the first term, by ({2 ,

/ /pt s(r—y DuEE (s,y), )deds
=BV / / piosle = y)E [exp (BVAILS ) (55 (B — ), y> | dyds. (2.32)
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For the inner product
<5s,s (BY_. —-), 655 >H
:/ / p\T1*T2|(Zl - 22)7/16’(3 - T Tl)pa(B}rl — 21)
[0,5]3 JR2

X e (s — 1r2)pe(y — 22)dz1dzodTdridrs,

%, integrating in space variables (z1,22), and then

applying [HNS11, Lemma A.3], we have that it is bounded by C fOS roadr < 00, and hence
as (g,&') — 0, it converges to f(f pr(Br)dr in LP for all p > 1 by dominated convergence

using the fact pj, | < (27|11 — 72])

theorem. Thus, as (g,&’) — 0, noting that ue’el(s,y) converges to u(s,y) in LP for all p > 1,
we have that (2.32)) converges in L? to

BV /0 t /R pt_s(x—y)E[exp (5\5154,) /0 ’ pT(BT)dT] dyds.

In a similar way, we can show that the second term on the right-hand side (2.31)) converges
in L? to the same limit as (g,&') — 0.

Thus we have shown the convergence to 0 of (2.31). This together with (2.30) yields
(2.26). The proof of Proposition is concluded.

d

In the bound for (2.29)), we used the following result.

Lemma 2.7.
! ! _1 2
sup < if,yla ¢g;fy2>7'l < C|81 - 32| / )

€,e’>0

where C' is a constant independent of (e,&',0,0",s1,y1, S2,Y2).

Proof. By the definition of ¢§,’;/ in (2.4)),

< c.e’ 0,0’

sty Pt = (Wer(s1 = )pe(yr — ), Yo (52 — )ps (Y2 — )y
= / 1 d7“1/ : dry Yo (s1 —r1)s (s2 — 12)
0 0

/2 pe(y1 — 21)ps(y2 — 22)p\r1—r2|(21 — 29)dz1d22
R

< 0‘81 — 82’_1/2.

where the last step follows from [HNSI1, Lemma A.3] and the fact sup,cg pj, —p,((2) <
(27["7‘1 —T2|)_1/2. OJ

Remark 2.8. Strictly speaking Proposition, provides a series solution, but does not
address the uniqueness of the mild Stratonovich solution. Nevertheless, the convergence
established in Theorem identifies the unique limit of the partition functions as the “nat-
ural” solution of the SPDE. One may prove uniqueness of the mild Stratonovich solution
following the approach used in [HHNT15, Setion 5]. We omit the details here since we are
mainly interested in the scaling limit of the polymer partition functions in this article.
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3 Correlations for the Poisson random walks

To prove Proposition we need to bound moments in order to establish tightness for the
rescaled and recentered random field £ in a weighted Besov-Holder space. It turns out that
the model of Poisson random walks admits exact correlation calculations, based on which
one can perform careful moment analysis for the occupation variables €. In this section we
provide some formulas and bounds for these correlations, which will be useful in Section [4

Let (£(t,%));~04ez¢ be the mean X Poisson field of random walks as defined in (L)), and
let £(+,-) := &(-,-) — X be its centered version. In this section, we give bounds on the k-point
correlation functions of &.

Note that £(-,-) can be defined from a Poisson point process I' on the space of simple
random walk trajectories on Z¢ with intensity measure

() =23 P (s e (3.1)
x€Z4

where P g ;) is the law of a simple symmetric random walk starting from z at time 0. Given
the random set of trajectories I', £(¢,z) simply counts the number of paths in I' that visit
the space-time point (¢,z). Given A, a set of random walk trajectories on Z¢, let

» £(0,y)
€A = Z Z 1(1/ty’i)t20€14

yezd i=1

denote the number of paths in the Poisson point process { that belong to A, and denote
£a = &4 — E[€a]. Clearly 4 and &4 have the additive property: if AN B = () then
Eaup = €4 + €p and the same holds for £4.

Let T'> 0 and j € N be fixed. Given a collection of space-time points (;, ;)1<i<; with
0<t; <tag <---<t; <Tand 21, ,2; € 7%, for each 1 < i < j, denote 51 &t g(tz,mz)
Denote by A; the set of trajectories that pass through the point (t;,z;), then 51 = éAi' For
two sets A and B, we denote AN B by AB, and denote AU B by A+ B if A and B are
disjoint. As an illustration of the main idea useful for the general case, we compute the
two-point correlation E[glfg]:

E[&1&2] = E[Ea,45] = ElEa, ag4 40\ A0 §41 40440\ 4,]
= E[(Eaas +€arva) Enras +Eaa)) (3.2)
= E[(£A1A2)Q] .

Here, in the last step, we used the fact that £4 and &g are independent if AN B = @, which
is why we cut the sets A1, Ao into non-intersecting subsets.

To compute the RHS of (3.2)), note that £4, 4, is a Poisson random variable with mean

A Z Ptl ($1 - x)PtQ*tl (x2 - 331) = )\Ptzftl (x2 - 1’1)7 (3'3)
xcZd

where Py(x) := P(g,0)(S; = ) is the random walk transition kernel. Therefore

E[glgﬂ = E[(5A1A2)2] = APty (xQ - xl)' (34)
More generally, by the same calculation as in (3.3)), we have:
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Lemma 3.1. With0 <t; <ty <---<t; <T, x; € Z% and the sets A; defined above, the
random variable §A1A2...A]- has Poisson distribution with parameter

j—1

A H Ptk+1—tk (',I;k+1 - xk)
k=1

Proof. £a,4,.. A; clearly has Poisson distribution, with mean

A Z Py (z1 —2)Pyty (v2 — 1) -+ Pyt (25 — m5-1).

x€Z4

The claimed result follows from »°_ ;a4 Py, (1 —2) = 1. O

With Lemma we can compute E[(g Ay A, Aj)k] by the formulas for the moments of
centered Poisson random variables. For instance,

E[16263] = E[(€4, 4545)%] = APry—t, (v2 — 1) Py —t, (w3 — 22).

The next lemma provides a useful expression for correlations of the centered Poisson
variables & 4, for a given collection (A;)i1<i<m of sets of trajectories, thus generalizing .
In the next lemma, with a slight abuse of notation, we will assume each A; to be an (arbitrary)
set of random walk trajectories, instead of the set of trajectories that pass through a given
point as above.

Lemma 3.2. Let { be the Poisson field of independent random walks as before, and let
(Ai)1<i<m be sets of trajectories with associated centered Poisson random variables (€4, )1<i<m.-
For J C [m] :={1,...,m}, let

By ¥ (Nies Ai) N (Miese 45) . (3.5)
Then
m k
~ 2|1
efle)- > > IIsel 20
=1 Iq,..., I}, partition [m] J;DI; V1<i<k =1 ‘
|I;1>2V1<i<k T ATy Vi

Here, gBJi is a centered Poisson variable with mean A\ 74 P0.2)(S € By,).

Proof. As in (3.2)), we can partition each A; into the B;’s to write

[f60] 5[] = renin] - £ [fl6]
=1 =1 J;C|m] LRI Jm C[m] i=1

i€J; V1<i<m

Note that when J; # Jy, one has Bj, N By, = () and thus éBJi and EBJ., are independent.
Thus (é,) JC[m] 18 a family of independent centered Poisson random variables. The collection
(Ji)", determines a partition {I1,..., I} of [m] (for some k < m) where ¢ and ¢’ are in the
same block if and only if J; = J;. Note that each block I € {I1,..., I} is associated with
some J € {J1,...,Jp} with J D I.

Re-summing first over the partitions of [m] and then over the J’s, using the aforemen-
tioned independence of £ for disjoint sets, and recalling that £ are centered, one obtains

(3.6 O
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The next lemma provides bounds on the moments ]E[g;'] appearing on the right hand

side of (3.6). We first introduce some notation. For a generic collection of space-time
points ((;, x;))ies indexed by some set J with |J| = j, we can order the time variables by
tiy <--- <t for some rearrangement of the set J = {i1,--- ,4;} and then we write

P(J) = Pti27ti1 ('ivl'z - :U’h) e Ptij *tij71 (':E’L'j - 'Iijfl) . (37)
Lemma 3.3. In the same setting as above, for every n € N and J C [m] one has
[EE5,]] < CAn)P(J) (3.8)

for some C(\,n) depending only on X\ and n.

Proof. Recall from the definition (3.5) that g, counts the number of trajectories in the
Poisson point process £ that pass (t,x,) for each » € J but do not pass (¢, z,) for each
r ¢ J, which is a Poisson random variable with mean

Elég,] =AY Pou (S, =z.Vr € J, S, #z,.Vr € [m]\J) < AP(J),
x€Z4

where the bound is obtained by removing the constraint that Sy, # z,Vr € [m]\J.

The n-th moment E[EEJ] of the centered Poisson random variable £p , is given by the

centered Touchard polynomial T},(z) (see for instance [PTT1] Prop. 3.3.4]) of degree at most
n with « = E[¢p,]. In particular, for all n > 2,

T, (z) = = + 2%q, () for some polynomial g,, with go(x) = ¢3(z) = 0. (3.9)
Since E[¢g,]F < AEP(J)F < AFP(J) for all k € N, (3.8) follows easily. O

Although the next lemma is not needed in our proof, it provides a more refined estimate
on the correlation functions of a general Poisson field, which is of independent interest. In
particular, we see in below that the correlation function can be split into two parts:
the correlation function of a Gaussian field with the same covariance as f , plus the remainder
for which we give a bound.

Lemma 3.4. Let & be the Poisson point process on the space of random walk trajectories with
intensity measure p given by (3.1)). Let (A;)1<i<m be sets of trajectories, with Ay := NicsA;
for J C [m]={1,...,m}. Then

m k
E[[[én] = > TImAn)+ReAr, ... An), (3.10)
=1 Iq,..., Iy partition [m] 1=1
|I;|=2V 1<i<k
where the first term equals 0 when m is odd. If o := ; [m}a|>1(| 2M(A1) <1, then
ciml,|I|=
k
IR(A1,..., Am)| < > 3(1+ Cna)* [ m(Ar), (3.11)
Iq,..., I}, partition [m] =1

ming |I;]>2; max; |I;|>2

where Cy, depends only on m.
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Remark 3.5. We note that Lemmas [3.2] and [3.4) in fact hold for a general Poisson point
process § on a Polish space X with o-finite intensity measure p, and (A;)1<i<m are subsets
of X with pu(A;) < oo for each i. The proof is exactly the same.

Proof. By (3.9)), for any Poisson random variable {5 with mean & < 1, its centered moment
satisfies
E[¢k)| < @& + Cpra?
max [EEp]| < 6+ Cma”,
where C), depends only on m.

If « <1, then we can bound the contributions to the sum in (3.6)) with |;| > 2 for some
i, by

k
X > [IEES

Iq,..., Iy partition [m]  J;DI; V1<i<k =1
min; |[I;]>2; max; |[I;|>2 Ji#E T Vi

k
< > S ITEng (3.12)

Iy,..., Iy, partition [m] J,DI; V1<i<k i=1
min; |[I;]>2; max; |[I;|>2

k k
k
< > 1D+ Cuna)u(Bs)= > 1+ Crna)* [ u(AL).
Iy,..., Iy partition [m] =1 J;DI; I,..., I}, partition [m] i=1
min; |I;]>2; max; |I;[>2 ming |I;]>2; max; [I;|>2

In the sum in (3.6), when |/;| = 2 for all i and we remove the constraint that J; # Ji/, then
we get precisely the first term in (3.10) since pu(Az) =2, . ]E[g?g]_]. The difference can be
bounded by

Z Z ﬁN(BJi)

Iq,..., Iy, partition [m] J;DI; V1<i<k =1
|I;|=2V 1<i<k Ja=Jp, for some a#b

< Z Z Z ﬁM(BJ,-)

Iq,..., Iy, partition [m] 1§a7£bgk J;DI; V1<i<k =1

[1;|=2V1<i<k Ja=Jy (3 13)
< E E 1(Ar,ur,) H 1(Ar,)
Iq,..., Iy partition [m] 1<a7£b<k 1<i<k
|I;|=2V1<i<k - - i#a,b

k-1
=1

J1sees Ji_1 partition [m]
min; |J;|=2,max; |J;|=4

where in the last step, we replaced I, and I, by a single partition element I, U ;. Combining
the above estimates then gives (3.10) with the error bound (3.11)). O

4 Convergence of environment to Gaussian field

In this section, we prove Proposition |[1.bl We start with a weaker version. Recall that
(§(t,2))t>0,2ez¢ is the Poisson field of random walks with mean A as defined in (1.1]), and

5('7 ) = 5(7 ) - A
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Lemma 4.1. Ase |0, & d:efa_%g(&t*2~,5*1-) converges in distribution to the Gaussian field
VAE defined as in (1.6) in the sense that for any ¢ € C.(]0,00) x R),

E(p)i=¢ Z /00 o(t, x)e_%g(s_%, e lr)dt (4.1)
TEEl 0

converges in distribution to a centered normal random variable v/ AZ(¢) with variance
2 [ ols.lpie iy~ ott,y)dadydsi (4.2)
s<t JIR2
Proof. Let ¢ € C.([0,00) x R), and
0 =t Y [Cotaie e aa =t Y [T o e e - N (03)
0 0

rEEZ TEL

To prove the convergence, it suffices to show that the Laplace transform of ée(aﬁ) converges
to that of the correct normal. By (1.1)), for any x € R, we can integrate out the i.i.d. Poisson
random variables £(0,-) to obtain

E [exp {1é(0)}] = ([T exp (A (wely) - 1}) (4.4)

YEZL

- exp { — k)3 Z /000 P(e%t, am)dt},

TEZ

where, denoting the expectation w.r.t a random walk Y starting from y by EZ,

we(y) = EY [exp {mi /OOO b(e2t, sYt)dtH .

Note that to obtain (4.4]), we have used the independence of the walks Y% and £(0, i) which

allows us to write

£0,y) 0o '
E eXp{ Z /@62/0 gb(e%,sYtW)dt} = Elwe(y)sO¥)]
i=1

and then apply the formula of moment generating function of Poisson variables to £(0,y).

Since ¢ has compact support in time, by Taylor expansion, we have
5 (o)
wely) = 1= et [ EY o v
0
+(1+o(1))r%” / / Ey [6(*t1, Y7, )p(e%ta, €3, )|dtr dta.

0<t1<t2

Here o(1) stands for a quantity which vanishes as & — 0 uniformly in y (due to our assumption
on ¢). Summing over y, we use the translation invariance of the random walk to obtain

> /0 h P(e%, ex)dt (4.5)

TEZ

A (wely) — 1) = wAes
Yy

+ (1 +o(1)R*Ae” Y // P(e%t1, ex1)p(eta, ex9) Pry_yt, (zo — x1)dt dts.

x1,22€7% g cti'<ty
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Substituting into (4.4)), we find that the Laplace transform equals

exp{(l + 0(1))K2Ae® Z //gf) e2ty,ex1)p(e%ty, ex9) Pry_t, (29 — xl)dtldtg} (4.6)

*1,22€20 4, <ty

Fix § > 0. Using the fact that ¢ has compact space-time support and bounding ¢(e%ts, ex2)
by |¢|oo, it is easily seen that the contribution to the exponent from ¢y —¢; < de~2 can be
made arbitrarily small by choosing § > 0 small. On the other hand, by the local central limit
theorem, with ¢; = €%t;, &; = ex;, as € | 0, we have

oy o) (@ -3
=y p{ 2@—51)}

uniformly in £, — £; > § and %1, ¥ in the support of ¢. By a Riemann sum approximation,
(4.6) is then seen to converge to

exp 2)\/ /¢ tl,ml tg,xg)th tl( i‘l)di‘ldedglde},

o<ty <ig
T1,T9€R

which is exactly the Laplace transform of a centered Gaussian with variance specified in
(4.2), which proves the lemma. O

~ Lemma [4.1] identifies the distributional limit of the centered and rescaled random field
&.. We now boost it to show convergence in the weighted Besov-Holder space, defined in

Appendix [A]

Proof of Proposition|1.5. Given Lemma which identifies the limit as VA=, we only need
to prove tightness of (§S)S>0 in the weighted Besov-Hélder space Co defined in Appendix
and more specifically, verify the conditions in Proposition m Since &, i is stationary in time,

and we only prove convergence in law, we can assume that the field & is defined over all
time t € R.

We extend & to the continuum by piecewise constant interpolation as follows. For each
z € R, we write (z) = e|le 'z|. We then define the extension & (t,z) & (¢, (x)) for
(t,z) € R2. For z = (t r) € R? we also write (2) = (¢, (x)). We note that by Propos1t10n
with d =1, o/ , to prove that (£ )eso is tight in C for any o < — 1 , it suffices to show
that for any ﬁxed test function ¢, uniformly in € > 0 and £ € (0, 1), the following bound

E[E (69> S e, (4.7)

holds for every n > 1, where ¢¢ := 925?0,0) is given in . Here and in the sequel of this
proof, the constant multiple that is implicit in < is independent of € and £. Note that the
bound is enough to imply , : by stationarity, we can drop the supremum
over z therein and just consider test functions centered at z = 0, and our parameter £ can
be taken as £ = 27™ such that our ¢* can be taken as 23™y(®)(22m(.), 2™ (.)) in (AZI0). The
bound does not have to be uniform in n, since for any fixed o < —% we only need to
bound a moment of finite order.

We first illustrate the idea of the proof with the case n = 1. By (3.4) or Lemma one
has E[€.(w)&.(2)] = AP(w — z) where w, z € R x 7 are space-time pomts and

P(2) :=e ' Pooay(e7 '), z=(t,2) ER x €Z, (4.8)
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is the rescaled random walk transition kernel. One then has
E[6(¢°)% = /\/R4 ¢ (w)¢(2) P ((w) — (2)) dwdz . (4.9)
To estimate this integral, we use the heat kernel bound
P(z) S (=l ve)™

for every z € R x eZ with ||z|| < 1, where ||z]| is as defined in (A.1]). See for instance [HM18],
in particular Lemma 5.4, Remark 5.5 and Eq. (7.7) as well as the paragraph above Eq. (7.14)
therein. [

Therefore
Pe((w) = (2)) S llw—=[| 7" (4.10)

Since ¢* has support of diameter £, ([&.9) is bounded by

ol A N e T e O IR B A
lwllllzll<e lwl|<e J | z—w|<2¢e

dtdxdw

e
lwli<e J\/l<elz1se /]t + |2]

<e s / Pdw < e 5023 =01,
lw||<e

Note that with our parabolic distance, in estimating the above integrals, each space-time
variable should be thought of as having scaling dimension 3.

To prove ([4.7) for arbitrary n, given a collection of 2n space-time points {(t;,z;)}2",
invoking Lemma one has

2n k
Emgui,m}: > > IIEE.

I,..., Iy partition [2n] J; DI; V1<i<k =1
|I;1>2V 1<i<k Ji# T Vil

Appling Lemma with [2n] playing the role of [m] therein, and the power n therein being
|Z;], one has

k
s D > P . (4.11)

Iq,..., Iy partition [2n] J; DI; V1<i<k =1
|I;1>2V1<i<k Ji# T Vi

where P(J) is defined in (3.7). Figure 1 below is a graphic illustration for (4.11)) for the 8th

moment.

2n ~
‘ELHls(ti,xi)]

Here each dot represents a space-time point (spatial coordinates not drawn) that is being
integrated. The partition has 3 blocks I1, I2, I3, represented by 3 different colors. For instance
the block I; consists of the three red points, and J; D I consists of four points that are
linked by the 3 red lines which represent the 3 heat kernels of P(J;). The interpretation of
graphic notation for I (green) and I3 (blue) is analogous. This graph is showing a situation
where the time variables are ordered such that to < t; < t3 < i35, t4 < t3 < t5 < tg and
ts < t7 < tg < tg, which explains the arrangement of the heat kernels in each P(J;).

'Note that in [AMIS], Eq. (7.7)] the parameter m there is zero in our case, since we do not care about the
derivatives of the heat kernel; thus we do not have any issue with nondifferentiability at ¢ = 0 so that the
sup,¢p, in [HMIS8| Eq. (7.7)] is not relevant. In general one has P*(2) < (|2 Vv ¢)~% in d spatial dimensions.
Alternatively this can be proved by the method in Section E}
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o [ J
to ty tg tg

Figure 1: Graphic illustration for (4.11]) for the 8th moment

Next, we claim that

2n
’E[Hé(ti,xz ” Z H P(I (4.12)
i=1 oIy i=1
where I4,..., I} is a partition of [2n] and |I;| > 2 for every 1 < i < k. This holds because
I, C J; and the observation that

P82—81(h2 - hl) - P,

Sk—Sk—1

(hi = hg—1) < Pop—sy (g — ha), Vk>1, (4.13)

which holds since the left hand side is the probability of the event that a random walk
conditioned on Sy, = hy satisfies S5; = h; for all 2 <7 < k, while the right hand corresponds
to the event that S5, = hj. Note that droppmg the sum y 7., only costs a constant
factor depending on n. In the example above, reduces the graph to the one shown in
Figure 2.

t1 t3 t5 ty

@ [ ® o
to 754\/756 ig

Figure 2: Reduced graph upon applying (4.12)

Now we rescale, and pass to macroscopic space-time variables. Let P¢ be a rescaling
of P, which is defined as in ) but with each P replaced by P¢ glven in . Recall
that for a generic function qb € C’ ([0, oo) R), &(¢) was defined in and E(p) =

€2 ZJ}EZ Jg 0(e%t, e YE(t,z)dt. Applying (@ ([@.12), we have

BEGS [ P kH pe() [[ ot e e (414)

i=1

where e 732" arises from switching from microscopic to macroscopic variables, 2n — k is the

total number of heat kernels in Hle P(I;) (each heat kernel contributes a factor £ when we
switch from P to P°). Note that we have g3 2mg=32mgn—k — cn—k and P* is a function of
the variables ({1, (z1)), "+, (tan, (z2n))-
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Fixing a partition Iy,..., I, we proceed as in (4.9). Note that the integral in (4.14))
factors into integrals over variables in different blocks I of the partition (which can be more
intuitively seen from Figure 2). Within each block, if £ > ¢,

||

P ¢ (2i) dzi ) | S E_gll/ zi — zio1|| 'z - dz
‘/(RXR)'I' | )g( = >‘ ZiSe\mH2 H s .
< g HI+1

where we applied (4.10]), and the last step is obtained by integrating out the variables in the
order of 21, zo,--- one by one, again keeping in mind that each space-time variable z; has
scaling dimension 3. The integral on the RHS of (4.14]) for a fixed partition with &k blocks is

then bounded by
Enfk£72n+k < g

uniformly in 0 < e < £ < 1. If £ < ¢, we simply bound P? by e~! which yields

‘ / PE(1;) Hqﬁe(z) dz‘ < g ML
(RxR) ! zel
The integral on the RHS of (4.14) for a fixed partition with k& blocks is then bounded by
Enfk872n+k S o

uniformly in 0 < £ < e. Summing over all possible partitions only costs a constant factor
depending on n, which implies the desired moment bound (4.7). This concludes the proof of
Proposition |1.5 O

5 Bounds on polymer partition functions

In this section, we prove Lemma [1.9, First we recall an identity for the annealed polymer
partition function E[ZZEF 5] which we will need for our analysis.

Lemma 5.1 (Annealed partition function). Let Z := Z%B(O,O) be the quenched partition
function defined as in (1.3)), with 5 € R. Then we have

E[Z] = B {exp {)\ﬂ /OT(vg(t, S,) - 1)dtH , (5.1)

where given the random walk path S,

vs(ty) = BY [exp { 3 /0 t l{yssts}ds}] (5.2)

where EZ 1s for a simple symmetric random walk Y starting from y at time 0.

Proof. For 8 > 0, this is proved in [GdHO06L Prop. 2.1 and (2.9)]. Their proof also applies to
B < 0 as shown in [DGRS12] Section 2.1]. The basic idea is to integrate out the Poisson field
. In particular, the proof of (5.1)) relies on the fact that vg satisfies the following equation

0 1
%US(Sv y) = §AUS(87 y) + Bl{SSZy}US(S7 y)’ US(Oa ) =1
where A is the discrete Laplacian on Z. O
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Lemma 5.2 (Maximum at S = 0). Given a random walk path S := (St)e>0, let vs be defined
as in (5.2). Then for any f € R and t > 0,

exp{)\ﬂ/ s(t, Sy dt} < exp{/\ﬂ/ ot O)dt} (5.3)

where we have set S =0 in vg.

Proof. For 8 > 0, follows from the inequality vg(t,S;) < vo(t,0) for all S and ¢ > 0,
which is easily seen by Taylor expanding the exponential in and using the fact that for a
continuous time simple symmetric random walk, its transition kernel satisfies P;(y) < P;(0)
for all t > 0 and y € Z.

The case $ < 0 is much more delicate and relies on the so-called Pascal Principle, which
interprets the left hand side of as the probability that a random walk following the
trajectory S survives among the Poisson field of traps £ up to time 7', with the right hand
side of corresponding to the walk staying put at the origin. For the proof and further
details, see [DGRS12), Prop. 2.1]. O

Proof of Lemmal[1.9. We first prove (1.12). Without loss of generality, we may assume
(t,x) = (0,0) Applying the identity (5.1 . to 2.5 1= Z 2 3/25(0,0) and the comparison
inequality (5.3 , we obtain

E[Z. 5] < exp {mgé /0 - (vo(t,0) — 1)dt} : (5.4)

where as in ,
t
vo(t,0) = Eg [exp {Bsg/ 1{YS_O}dSH . (5.5)
0

Let L; := fg 1(y,—oyds. Then we note that there exists ¢ > 0 such that for all a > 0 and
t>0,

L Ly
E) [\}} <c¢ and E} [ea\/tf] < ce’, t>0, (5.6)
t

Indeed, the first bound follows from the local limit theorem Ps(0) < 1 A C/+/s, while for the
second bound, by Taylor expanding the exponential and applying the local limit theorem,
we have

EY [6“5’%] . 1+§ (\%)k // P(0)--- Py (0)dt: - - dty

0<ty < <tp<t

Ck
/ / dt, - - - dty
— Vitita —t1) - (tg — te—1)

- o<ty <---<tp<t

CLC / / dSl"'dSk
\/81 82—81 (Sk—Sk 1)(1—Sk)

- 0<s1 < <5 <1

IA
&
Mg

|M8

- kF<§)k+1 ' — a’! a?
=1+ aC)'—=—— <1+ C — < e,
sz oy <L
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where we used that the integral is a multivariate Beta function. In particular, uniformly in
0<t<e2andlet a =1, we obtain by Markov’s inequality

I 1
Py (\/% > 5411) < Ce € *.

Recall (5.5)), uniformly in 0 < ¢ < 72, we can now bound
)vo(t,()) — 1‘ = ‘Eé/ [exp {ﬁeth} — 1} ‘
Y 3 Y 3
< E, [(exp {Bs?Lt} + 1)1{%»1/4}} + Eq Uexp {Bth} — 1‘1{%@1/4}]
1
Lt _1 L _1 2|6’€5Lt % 3y
<Py (Fzet)+PY(fze EY[ TS gty L
<Py( > Jrze ) E en { T2 Ble2EY [Ld
_1
< C|Ble? + Ce2° . (5.7)

Here we have used both bounds in (5.6)), and used the Taylor remainder theorem to bound
the argument of the second E} by

B2 Leele** It < |8le3 Lel=** V< Ciple3 L, .

Note that the bound (5.7)) holds for any 5 € R. Substituting (5.7 into (5.4]) then shows that
for any 8 € R, E[Z, 3] is uniformly bounded in e.

To prove (1.13), we recall from (1.9)) that given 8 > 0,

(ﬁe% /05_2 5(s,ss)ds)k] - 1+§?z§fg. (5.8)

oo
1
3 _
Zep =24 50(0,0) =14 ) B
k=1
Denote H; := 3 fo S Ss)ds. Similarly, replacing § by —f, we have

Z._5:=2°, 553/2(00_1+Zk'[ }_1+Z k). (5.9)
k=1

Note that for any odd k € N,
BHIF _ \/ (BH)H! \/ (BHML _ (BH) | (BHo)M

k! (k—1)! (k+1)! = (k—1)! + (k+ 1) (5.10)

Therefore for any m € N, which we assume to be even for notational simplicity,

B[z -1-3 2000 < 3 LEB[omp
k=1 k=m-+1
< 31EE[ i i )%} < 3EE[(BZj)m i (ﬁé%))fk}
k= 2 k=0

where the penultimate inequality used (5.10)), and the last inequality used (2k)! > m!(2k —
m)!. With e 4+ e=* > 22" /m)! for all x € R we can bound the above quantity by

2BH. —2B8H. ,BH: —BH:
e +e e +e
= 3EE |: om+1 ’ 2 :|
3 38H. H. |, ,—BH. , ,—3BH.
:2m+2EE[eﬂ + PHe e FHe 4 om3BH:]
3
= W(Ze’gﬁ + Ze,ﬁ + Z, -5t Z, 7_3@).
Since we have shown that Z. 5 is bounded as ¢ | 0 for all 5 € R, (1.13]) follows. O
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6 Convergence of finite order chaos

In this section, we prove Lemma When £(t,z) are i.i.d. random variables with ex-
ponential moments, the approach used by Alberts, Khanin and Quastel [AKQ14] (see also
[CSZ174a, [CSZ17h]) was to show that the m-th order term converges to an m-fold stochastic
integral with respect to a space-time white noise, where chaos of different order are mu-
tually orthogonal in L?. The proof of convergence relies on the approximation of iterated
stochastic integrals (and their discrete analogues) where the integrands are approximated
in L? by linear combinations of product functions and then apply It6 isometry. However,
for Stratonovich integrals with respect to a correlated noise as in our case, there is no Ito
isometry, and it is not clear how an approximation as in [AKQI14] can be carried out, and
in which function space. Therefore we follow a different, more functional analytic approach
here, inspired by the recent developments in the study of singular SPDEs.

Before outlining the proof steps, we first recall the setup. Consider the m-th order term
in the expansion ([1.9) for the partition function

2 (to, w) = 5™ 2 / / T Puts o — 120800 )t
LTy ) ooty <l 1= —ri=l

for (tg,z0) € (0,7) x Z. Upon scaling § — 5%ﬁ as in (1.4) with T = 72, z; = e 22114,
and reversing and scaling the time variables by

11—
% T T

one has that ZE(?Z) defined in (1.11]) is given by

21~ t,2) = ﬁm/ H < (@i — )& (1 = s, 2) [ (didsi)
: ([0,1] xZ)™ i=1

’,:13

law t
= ﬁm/ o (m ;)& (84, x5 dx;ds; 6.1
041y H sir1—s; (Tit1 — Ti)&e(si, wi) | | ( ) (6.1)

=1 =1
def ~ def _ 12 -1
where er dr =€y con, (sm+1,$m+1) (t x), & = e 2€(e” 1), and
PE(t, ) = 1ysoe L P(e 2t e ) for (t,z) e R xeZ. (6.2)

Here the characteristic function 1;>¢ automatically imposes the ordering 0 < s1 < -+ < 8, <
Sm+1 =t < 1 (in particular, remains unchanged if we integrate over ([0, t] x€Z)"™). Note
that the above expression can be viewed as an m times iteration of two consecutive operations:
the discrete convolution f +— P®x. f as defined in below and the multiplication f — 5}- I

Namely we have the recursion Z ( /32 <1 and

A B/ / P (z—y)é(s,y) - 205701 — s,y) dyds . (6.3)

Note that the terms in the expansion of u(t, ) in , which we denote by u(™ (¢, z),
satisfy a similar recursive relation which is given in , with 55 replaced by VA= and P*
replaced by p.

To prove the convergence of Z(m)(l —.,-) to ul™)(-,.), we proceed inductively in m as

follows. The starting point is the convergence ég — V)2 in Ce for any a < —%, proved in
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Proposition [[.L5] Assume that for a given o > —a, we have shown for some m € N that

Zg;_l)(l —t,x) converges in C( _1),; to the limit u™=D(t, ). We will prove that the same

holds with m — 1 replaced by m. Note that the recursion (6.3) defining Z_ (m) from Z; (m_l)
consists of two operations: the first is multiplication of Z(mfl) € C(m 1)k by = C,{, the

second is space-time convolution with P*. To prove convergence of Z (m B) in Cf,‘m, it suffices
to show that the multiplication is continuous, and the error of replacmg P¢ by p is negligible

as ¢ — 0.

For the continuity of the multiplication, we use the following fact (see for instance [Hail4,
Prop. 4.14] or [MW17, Lemma B.5], with obvious generalization to the weighted case): for
a <0< o with a+ o’ > 0, the classical multiplication mapping (Z1, Z2) — Z1Z extends

uniquely to a continuous bilinear mapping CO‘ X Cg, = Ci | 4x,, that is
1% Zales, .., <121l 122]lcg, - (6.4)

The subsequent convolution with P¢ then increases the regularity back to o/, while controlling
the error between P¢ and p acting on elements of Cf},,. requires careful discrete Besov space
analysis and local limit theorem type of estimates.

Proof of Lemma[1.10. We first apply Skorohod’s representation theorem to couple the dis-
c . . = . -1
crete and the limiting noises, such that & converges to v/AZ almost surely in C. 2 . Denote

by RZ(E(TZ) (t,z) < Z( )(1 —t,x) the “time reflection” of Z( ™ We will prove that for any

M > 0, almost surely (RZ (m))m o — (umHM_ i H ,?m as € — 0, which implies joint
convergence in finite d1mens1onal distribution as clalmed by the lemma.

We will proceed by induction. Note that ZE(O[; = u® = 1. Assuming that almost
surely with respect to the coupling between & and VAZ, we have shown RZE(TZ_I)(t, x) =
3_
um=D(t, z) in C(m 61) as ¢ — 0, we will prove that RZ;%)(t,x) — u™(t,z) in Cﬁm(s.
By the above mentioned bound D (with o = % —d and o = —% — 0 therein) one has
& RZs(ng_l) — VAZum=1) in C;LZ?&. Next, we write

REUR (t,2) — w1, 2) = BP* . (ERZUT — VAZulm D)

| (6.5)
+ ,3<P6 *e VA m-1 _ p x \/XEu(m—l)> ’

where we define p; 0 when ¢t < 0, and

e | " pesta = r(s s
(P 5. f)(t,2) / / P (x — ) (s,0)duds . (6.6)

We note that the first term on the right hand side of (6.5)) vanishes in Cgf‘s, using
a parabolic Schauder estimate stated in Lemma below, which yields ||P® . A ”(3375 <

~
mk

| Az || 15> Where A LER ( )V XZum=1)_ Since we have shown above that | Az H s

converges to 0 ase — 0, |BP° x. Ac|| 3, converges to 0 ase — 0.
C2

mk

2Note that our notation * and %, are slightly different from the standard convolution since the time variable
is integrated from 0.
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35
The fact that the second term on the right hand side of (6.5)) vanishes in C7, 1is a
consequence of Lemma [6.7] below, together with the fact that

il

[l PR SIEN -3 sllul < oo,

Cm"@ Cr (m—1)k

3_
by (6.4). We thus have RZa(Zf) (t,z) — ul™(t,z) in Cﬁmts as e — 0. O

Remark 6.1. For SHE with space-time white noise in one spatial dimension, for instance
in the context of [AKQI4], the above argument based on continuity of multiplication and
heat kernel convergence would not work. The reason is that the space-time white noise lies
in the space C* with a < —% which is much more singular than our =, and the solution is
only in C? for 8 < %, thus the condition o+ 5 > 0 for applying would not be satisfied.
For the same reason, the argument exploited in this section would not be enough to prove
convergence of our model in two spatial dimensions.

Remark 6.2. Note that the fact that the multiple integral (™ in (2.17) is classically well-
defined also follows from Lemma and (6.4)).

Remark 6.3. It is more difficult to control the second term on the right hand side of
, since it involves both the discrete kernel P¢ and the continuum kernel p. A “diagonal
argument” is often used in the recent literature (e.g. [MWI17, [HS17, [CGP17, HM18, [CM16])
to get away with the direct comparison between the discrete object and the continuum limit.

The idea there is to introduce an intermediate object Za(rg)ﬁ(t, x) (for € > ¢), defined similarly

to Z, (m) (t x) but with noise 5} *¢ pz, Where pz is a ‘smooth’ mollifier at scale &. By choosing

g sufﬁmently small, one could show that the difference between 2! ﬁ) and ZE( a)ﬁ is small
uniformly in € < &; and then fixing a small £ one could send € — 0 thanks to smoothness.
One contribution of the present paper is that we follow a more direct approach by directly
comparing the discrete object and the limiting object by proving a variant of the local central
limit theorem for the discrete heat kernel.

To complete the proof of Lemma [1.10] it only remains to state and prove Lemmas
and We first need to introduce some notation and collect some preliminary results. For
a function f¢ on R x ¢Z, a € R4 \Z,, we define the discrete analogue of C¢ (see Appendix

[A]) by

e | DEfe(2)] |DEf*(2) — DEF(2)|

« = sup ———— + sup — 6.7

Il = 2. 20 "0 2 w07

where k = (ko, k1) € Z2 with |[k| = 2ko + ki, and D¥ = 9/°Vk with V,g(z) = e (g(z +

g) —g(x)). For a <0, let ||f€\|(csg be defined analogously as in (A.5)

¢

U= o s s | Sy F ) ()] o
O pe(0.1) 2€RxZ o £, (2)

where f]Rvag (t, z)dtdx o € Jg Yoweer 9(t, T)dt, and sup,, is over all functions ¢ such that
llollcro < 1 and supported in a unit ball.
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For functions f¢ defined on R x £Z and f defined on R, and for o € Ry \Z,, we
compare them in the following way E|

kre Dk
1A S s (P2l DC)

[k|<[a ERXE wn(2) 69)
£ Y sw |(D2f°(2) = DEfe(2)) — (D*f(2) — D*f(2))| ‘
2,2€RXEZ we(2)(||z — 2| Ve)o—lal

|kl=la)

We will need the following technical lemma which gives decompositions for the discrete
and continuum heat kernels.

Lemma 6.4. Let d = 1. We have a decomposition of the heat kernel p = K + R where
[Rllcr < oo for a sufficiently large r > 0, and K = < Ky, such that Ky(2) is supported

on {z:|z|| <27}, and |90k K, (2)] < 20@+2kotk)n ypiformly in n and .

For the discrete kernel P¢ defined in (6.2)), we have P® = K¢ + R°, where HRaﬂé? < 00
uniformly in € > 0 for a sufficiently large r > 0, K* = 25;01 K+ K¢ such that Kt has the
same support and bound as K,, (except 0, is replaced by finite difference), € € [2*N, 2~ N+,
and K¢ has support {z : ||z|| < ce} for some ¢ > 0 and |K*(z)| < &% uniformly in z and
e > 0. (Basically, K¢ contains the “lattice scale” information of the kernel P<.)

Moreover, forn € {0,--- ,N}, one has
(DEKE — DMK (2)] S o(1)20HkDn (6.10)

where o(1) is a constant that vanishes as e~ 1||z|| — oo uniformly inn and z € RxeZ. Finally,
R(2) and R°(z) as well as their derivatives decay faster than any power as ||z|| — oo.

Proof. Except for the bound on DfoI — D¥K,,, the proof essentially follows from [Haildl
HM18]. In [HMIS8, Lemma 5.4] the proof relies on a sequence of functions p,(z) such that
>, Pn(2) = 1 and each p, is supported on {z : ||z]| € (c27",¢7127™)} for some ¢ > 0. They
are constructed as follows. Let p : Ry — [0,1] be a smooth “cutoff function” such that
p(s) = 0if s ¢ [1/2,2], and such that ) _, p(2"s) = 1 for all s > 0 (this can be done by
a partition of unity). As in [Hail4, Proof of Lemma 5.5], one can find a smooth “norm”
M : R 5 R, that is smooth, convex, strictly positive and M (6%t,dz) = 6M(t,z). We

def

then set p,(z) = p(2"M(z)). Then one defines

Ki(2) = oa(2)P°(2),  R(2) =) pu(2)P°(2),  K°(z) =) pul2)P°(2), (6.11)
n<0 n>N

as well as K, (2) = 0n(2)P(2) and R(2) = >, o Pn(2)P(2). Then it follows immediately that

p=K+R=3"2K,+Rand P°= K° + R = >NV K2 + K* + R°. Since 3., n(2)

is supported away from the origin, as explained in the proofs of [Hail4, Lemma 5.5] and

[HM18, Lemma 5.4], ||R||c- is bounded and ||RE||£,€T) is bounded uniformly in e, and their
values and derivatives decay faster than any power.

We now bound |9f°V* K¢|. By [HMIS, Lemma 5.3] (which can also be derived using
the techniques in Appendix ,

|DEP(2)| < C|l2| 74 Wk e N*TL, (k| <7\ (6.12)

3Here we write the notation as || f*; ng:a) instead of || f¢ — f||(c‘€a), because f is defined in the continuum and

D* f is the derivative in continuum.
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holds uniformly over z € Ry x (¢Z)% with ||z|| > ce for some ¢ > 0. Also by construction of
pn one has |DFp,,(2)| < 2n|k|1HZ||€(027717071277L). These together give

|8tkovg1KTSL(Z)‘ S 2(d+2ko+k1)n'

The bound |K¢(z)| < & follows similarly.
To bound |D¥K: — D¥K,,|, note that K2(z) — K,(2) = 0n(2)(P?(2) — p(2)). By Corol-

lary [B.2]

[(DEP* = D*p)(2)| S o)~ vk e N k| <, (6.13)

where o(1) is a constant that vanishes as e~!||z|| — oo uniformly in z. From this the claimed
bound on DZfoL — DFK,, for each n then follows as above, using the support property and
the bound for p,(z) and its derivatives. O

We are now ready to state Lemma generally known as a Schauder estimate, which
roughly states that the (continuum and discrete) heat kernel convolution “improves regularity
by two”. We give a proof for this in the context of our weighted Holder spaces C&. We will

write f(s) g(x)dr =€ .5 9(x), and for z = (t,x), write f(s) g(z)dz == [ f(e) g(t, z)dxdt.

Lemma 6.5. Let d = 1. Let o € (—%,—%), and f € C¢ for some k > 0. Then, there is

a constant C' such that ||p * fllca < C| fllca, where & = o + 2. Moreover, one also has the
discrete analogue of the bound: || P® x. f5||é€&) < C|]fa||((;).

Remark 6.6. In Lemma and also Lemma [6.7] below, & can be chosen arbitrarily close to
%. It would be sufficient for our purposes even with a smaller & (say & = 1, which means that
the bound below is unnecessary; or actually any & > % suffices) because the condition
for the bound would still be satisfied with our noise = having regularity slightly below
—%. However we state here these Schauder type estimates in the stronger form.

Proof. Decompose p and P¢ as in Lemma We first note that convolution of R and R°®
with f has arbitrarily high regularity, which is due to the fact that the smooth functions R
and R® decay faster than any power and f grows polynomially; so it is enough to prove the
bound with P and P* replaced by K and K¢, respectively.

To simplify the notation, we write <, for “less than or equal to up to a uniform constant
times the weight w,”. By the definition (A.4]), in order to prove the desired bound on
| K * fllea, here & < 3, we need to prove

‘/K(z—w)f(w)dw - Z/Kn(z —w)f(w)dw’ <l (6.14)

n>0

‘/K’(zw)f(w)dw - Z/K;L(zw)f(w)dw‘ <o 1, (6.15)

n>0
| [ w) = K = ) p)du| = [ Y [ (00 = w) - Kz - w)) fw)de
n>0
Sk Iz — 2)* 0, (6.16)

where K’ = 9, K. For the bound (6.15)), on the support of K/ one has ||z — w|| < 27", and
by Lemma one has | K| < 24+ 5o by Lemma (with 27" and 2" K], playing the
role of £ and x therein respectively) and f € C¢ one has

| [ i = w)fwhdu] S0 270 f ey (617)

31



which is summable over n > 0 since 1 4+ o > 0. The bound (6.14) can be proved in a similar
way.
Now we prove the bound (6.16)). Let ng be such that 2-(0+1) < ||z — z|| < 27", We

first consider the case n < ng. In this case, by the mean value theorem and the estimate of
D?K,, given in Lemma we have

K (2 — w) = K (2 = w)| S |2 — 2|22

Note that supp(K,(z —-) — K| (2 —-)) Csupp K}, (z —-)Usupp K/,(Z — ) C{w : [Jw — z|| <

271 because if w € supp K/ (2—-) then |w—z|| < |[w—Z2||+|zZ—z|| < 27"+27"0 < 27"+l
Then, by Lemma [A.1| (with 27" playing the role of £ therein) and the regularity assumption
f e, we have

Z ‘/ (Kl (z —w K/( w)) f(w)dw| <. ||z — Z|| Z 9—na

n<no n<no
Sllz = zll277 < ||z — 2] **,
where the last step follows from 27" < ||z — Z||.

Consider next the case n > ng. In this case we bound the two terms in (6.16)) separately,
and both K], can be bounded by 27(d+1) " By Lemma (again with 2™ playing the role
of £ therein) and f € C2, the part n > ng on the LHS of (6.16]) is bounded by

Z 9- n(a+1) < 9- no(a+1) < Hz Ha+l
n>ng
since a + 1 > 0. Therefore (6.16]) holds and we conclude the proof to the bound on p * f.

Regarding the bound on P° *. f¢, recalling the decomposition of K¢ given in Lemma
the discrete analogue of (6.14)), (6.15) and ([6.16) can be proved in the same way. For instance,
one can prove, for k = (0,1),

(DEK® +. fg)(z)‘ < ‘szl/(%éq(z(z - w)fs(w)dw‘ + ’ /(E)DEIQ{E(Z - w)fe(w)dw‘ Sk L
n=0

Indeed, for n € {0,1,--- , N — 1} one has |DFKE x. f¢| <, 27"+ ||f’5\|ca as in (6.17); and
we can sum over n up to N — 1 which yields a finite constant uniformly in N. Consider the
part involving K¢, namely f(e) DFKE(z — w) f¢(w)dw. Recall that ¢ € 27V, 2-N+1), Now
on the support of K€ one has ||z—w|| <27V, and by Lemmaone has |K¢| < 2V4. By the
definition of finite difference, one automatically has | DFK¢| < 2N@+ED - Now by Lemma
(with » =1 and 2ND§[O(8 playing the role of x and £ = 27%), one has

() .
| / DERE(2 = w) £ (w)duw| S 27 V) 7)) (6.18)

and the constant 2~ V(1% vanishes as N — oo since o+ 1 > 0. Thus the part involving K¢
is negligible and we obtain the claimed bound on D’;’K €% f. The discrete analogue of ((6.14])
and (6.16)) can be also proved analogously as the continuum case, so we omit its details. [J

Recall the distance || f-; f|| defined in . The following lemma is needed to bound
the second term on the right hand side of (6.5) .
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Lemma 6.7. Let « € (—2,—1),x > 0 and f € C2. Then one has |[P® . f;p * f||ésa) <

o(1)||fllce where & = a+ 2, and o(1) vanishes as € — 0.

Proof. We will use similar argument as in the proof of Lemma but take care in the
difference between the discrete and the continuum kernels. Recall the kernels K* and K and
their decompositions as introduced in Lemma and we write (K¢) for D.K¢ and (K¢)'

for D.K;. We first consider the first term in for the definition of ||P® %, f;p* f ||((fa)7
namely we aim to prove that given any small constant 1 > 0, as € becomes sufficiently small
one has

[y 10— wpsin] Sl sl

Indeed, given any small constant i > 0, there exists M > 0 so that for all z, ¢ with e~z >
M, the o(1) constant in (6.10)) of Lemma [6.4is less than 1/Cy. We choose ¢ sufficiently small
such that
e < min(M ™2, (n/Cy)¥ 1+, (6.19)
Here C; and C5 are universal constants which we determine below. Let 72 be such that
Ve € [27m, 270,
We first suppose that n < n. Then, when ||z — w|| is in an annulus with radius of order

27", we have
ez —w||>e 2> S M

by our choice of €. By (6.10) of Lemma and Lemma one has

n_orle)
| [y - K - w)(widn| < Co@ lezncr! 32270 < Jun2)fles
n=0

n<n
where C] is chosen large enough, recalling that a4+ 1 > 0.

For n > @, we bound D.K¢ and K’ separately by 2@*tD" on their support using
Lemma and we can deal with the K¢ as in (6.18]). This yields

|52 [lay = st +| [ Ueeyc ~wpstwna] +| > / K4 (2 — ) f(w)i

< Cwe(2) Y 27" fllee < Cun(2)2 1+‘“)Ilfllc,e: < Cwp(2)e 2| flleg

n>n

< Cws(2)n/Cal flleg < Swa(2)[fllcg

where (s is chosen sufficiently large and we used our choice of ¢ in (6.19). (Note that in
the two cases n > n and n < 7, the bounds on the heat kernels lead to the same power of
2 namely 2711 with the only difference being that in the first case one obtains the o(1)
factor.)

By the same argument above combined with the argument for the proof of (6.16)), we

can prove that the second term in for the definition of ||P® . f;p * f||(c€c’2 can be made
arbitrarily small when ¢ goes to zero. O

A Weighted Besov-Holder spaces

In this section, we first define the weighted Besov-Hoélder spaces and prove some basic prop-
erties, in particular, Lemma We then formulate a tightness criterion, stated in Propo-
sition [AL6l
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A.1 Definition and basic properties

The functional space we need is the Besov-Holder space of space-time distributions, intro-
duced in [Hail4l Section 3] (see also [FM17]); more precisely, since we work on the entire
space, we will use a weighted version of these spaces, as in e.g. [HL15|]. First, we endow the
space-time R x R¢ with a parabolic distance, namely for space-time points (¢, z), (£, Z)

(¢, x) =VIt—tl+]z—z|. (A.1)
The weight functions we will take here are of the form
wi(z) = (L+[|z])" (A.2)

for some k > 0, as used in similar contexts in [HHNTT5| Setion 5] or [HL15]. Note that the
weight function has the following property

C;l < sup wi(21) < C, (A.3)
21—z <1 Wr(22)

for some constant C;, > 1 depending on « only.

Given an arbitrary open subset U of Rl we now define the weighted Besov-Holder
space C2(U) on U. Let Ng = NU{0}, k = (ko, k1. .., kq) € No x N and k| = 2ko+ 2%, k;

For a € Ry\Z4, let C2(U) be the completion of C2°(U) under the norm

) DG - DAL,
Vi = 3 Ty o "2 BB w4

where
lkl=Fko

k _ Nk .
Dij(z) = Dif(ta) = 8tk03xlf1 . axld”

f(t,x),

for k = (ko, k1,...,kq). For a € Z, the norm | - [ca(ry is simply

Dk
ooy = 3 sup 22

k< zeU wli(z)

When o < 0, the space CZ(U) is defined as the completion of C2°(U) with respect to

£ (¢8)]
flleauy = sup supsup ——= A5
1 Fllezw) = tc(01)zeU ¢ Wk(2)€ (A.5)
where
O, (6 7) E L2 (6720 = 5), 7 (@ — ), (A.6)
and sup,, is over all functions ¢ with [|¢||cro < 1 for rg = —|«| and support in the unit ball

B(0,1). We also used the notation
169 = (8,64 1= | fw)étw)au

Since C°(U) is separable, clearly C2(U) is a Polish space, i.e, a complete separable
metric space. We write C¢ to be C2(R1) with U = R4!, and C* to be C¢ with x = 0.
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Clearly C2(U) = C*(U) if U is bounded. Note also that C* is essentially equivalent to the
Besov space BS, ., (see, e.g., [BCD11], [Tri06} [Hail4]), with respect to the parabolic distance
in space-time.

We recall the definition of the restriction of a distribution to an open set. For any open
set U C R™! and any distribution f € C2, the restriction of f to U, denoted by f|y, is
defined via

(fluso) == {f, ), Vo elZ(U).
Thus {fly: f€Cy} CC(U), and || flullcew) < IIfllce-

We say that a distribution f vanishes on an open set U, if (f, ) = 0 for all ¢ € C°(U).
Recall that the support supp(f) of f is the complement of the largest open set where f
vanishes. For any compact subset K C R let C(K) = {f € C%, supp(f) C K} with

| fllee(xy := || fllea for f € C3(K).

By , we have f € C¢ = C%(R?) if f integrated against a test function ¢¢ behaves
as £%. On the other hand, sometimes we would like to exploit the fact f € C¢ and obtain
behavior of f(x) for some test function x which “behaves like”, but is not really a rescaled
test function qbﬁ This is the content of the following lemma.

Lemma A.1. Let f € CS for a <0, k > 0, r > —|a] be a positive integer, and C > 0 be
a constant. Then, there exists a constant C > 0 such that for any test function x supported
on {u: ||ul| < CL} which satisfies |DFx(w)| < Ce~H2HED for cvery |k| < r, one has

[fOx:)| < | fllegwn(z) . Y€ (0,1),

where x.(-) € x(- — z). The same bound holds for functions on R x £Z with || - llce replaced
by || - 11 defined by (65).

Remark A.2. The statement is similar to [Hail4l Remark 2.21] (which is a statement
about the notion of models therein), and our proof here is inspired by the proof of [Hail4l
Prop. 3.20]. The intuition behind the proof is the following: letting 270 =~ £, for a test
function x, that is “quite smooth” (i.e. having the above assumed bound on its derivatives
up to order r > 0), we will get a factor 2~ (=n0)" for its wavelet coefficients which decays
fast as n — 00, so x, “mainly” consists of the scale ~ 2770 ~ £ bits, which explains why it
should satisfy the same bound as ¢¢ in .

Proof. Recall from standard wavelet theory (see for instance [Dau88]) that we can find a
finite family of functions ¥ = {(¢(i))1gi<2d+2} and ¢ € C", such that the recentered and

rescaled [*| functions ¢y (-) o (- —y) and

(d+2)n
2

Up(z) =22 (2% (20 —40), 2" (21 — 1)) for P € Uon 20,y € Ay = (27°°Z) x (27"Z)"
form an L? basis. Here z = (z9,21) denote the time and space coordinates for a space-
time point z. This L? basis is useful to characterize elements in C%: for f € C® one has
|f(by)] < 9~ md+2)/2=naqy, () and | ()| < we(z) uniformly in n >0, y € A, and z € A,.
This is essentially the content of [Hail4, Prop. 3.20] which is easily adapted to the weighted
spaces.

(d+2)n ) .
4Note that the factor 2 2  indicates a scaling preserving the L? norm, since we need an L? basis, which
is different from the other notation ¢¢ we use in this paper which is a scaling preserving the L' norm.
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For each fixed z € R y, has the following L?- expansion

Xz = Z Z Z Xz(wg)¢g + Z Xz(¢y)¢y-

n>0yYev yelA, yEAg

Note that the above expansion also converges in C" ([EM17, Definition 2.8 and Remark A.6]).
Thus, we have

FOC=2) =) =D D> F@mx=) + > Fdy)x=(ay) -

n>0ypew yeAy, y€Ao

Note that by the characterization of C¢ just mentioned, for y with ||y — z|| < 1, we have
lf ()l S 2-d+2)/2=nay;, (2} where the proportional constant only depends on [l fllce. Let
no be such that £ € [27m0 270 FL),

We first fix n > ng. Then, since x. has support size O(27™°) and 1, has support di-
ameter O(27"), only y such that ||y — z|| < O(27") contribute to the sum (namely, only
O(2(@+2)(n=m0)) terms contribute). By our assumed bound on Dy, we have =)l <
2—(n—no)(r+¥)2no(d+2)/2j and thus ZyEAn PACOIESS 2—(n—no)(T—¥)2no(d+2)/2, so that
|2 yen, f)x: ()] S 27 (o =nea, ().

Next, we fix n < ng. By support sizes of x, and 1, there are only a finite number
(independent of ng and n) that contribute to the sum. Using again the support proper-
ties of x, and ¢y and the assumed bound on X, we have [x.(¢;)| < 27(d+2)/2 anqd thus

| Xyen, X)) S 2772 50 that | 3 cx FPN(0)] S 27" we(2).

Summing over n using the above bounds, we have > - g~ (n—no)r—na 4. D on<ng 277

which is bounded by 2770 < €% by [Hail4, Lemma 3.21].

The discrete analog of the bound can be proved in the same way, so we omit its proof. [

A.2 Tightness criterion

In this section, we formulate a tightness criterion for random variables taking values in CZ,
which is stated in Proposition below. First we give some preliminary results.

Lemma A.3. Let K C R be a compact subset. Then for —co < a < o < oo and
Kk € [0,00), C (K) is compactly embedded in C2(K).

Proof. Note that the weighted Holder space CS(K) coincides with the corresponding Hélder
space C*(K') and hence is equivalent to the Besov space B, . (K). The desired result is a

direct consequence of [BCD11l Corollary 2.96] which claims that B;‘y;o (K) is compactly em-
bedded in By, (K) for p € [1, 00}, noting that By, (k) is continuously embedded in By . (K)
(see, e.g., [FM17, Remark 2.12]). O

Lemma A.4. For —co < a <o <oo and 0 < k' <k, Cg‘,l is compactly embedded in C2.

Proof. Consider a sequence { f,,n € N} with

sup Hf"HCa/ <M < 0. (A.7)

To get the desired result, it suffices to show that there exists a subsequence of {f,,n € N}
which converges in Cy7.
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Consider a sequence of bounded open subsets U,,, = B(0,2m) C RHd m € N. Clearly
Up C Upg1 and = R"*? Then by Lemma|A.3| for each Uy, CS, '(U,,) is compactly
embedded in C¥(U,, ) Slnce foralln € N, fulv,, € C (U ) with ||fn|Ucha ) < an”ca’ <

M, we can find a subsequence { fn<1)} such that fn(l) | p, converges in Cg‘(Ul) and mductlvely,
k k

we can find a subsequence {f (m+1)} of {f (m>} such that f (1) ’U converges in C(Uyy41)-

Thus, the diagonal sequence f (#) ‘U converges as k — oo in CO‘(U ) for every m € N.

Assume that fn(k)‘U — fo in CO‘(U ) as k — oo. Then clearly f(mJrl |, = f(g . Letting
k m

Um
fo = limp o0 £™, in the sense that for all m € N, (fo, ) = (™, @) for all ¢ € C®(Upn),

k

Thus, fn(k) is a Cauchy sequence in C¢(U,,) for any m € N. In what follows, we will use the

=0, VmeN (A.8)
U 1€ (Unm)

convention || f|lcew) = || flullca(w) for any open set U.
Now for any fixed € > 0, one can find mg such that,

(1+ |z])~ €
~ VY <« — VxeU¢
A+ |z))x S an 7S Vmo

and hence by (A.7))

7M—

5
}f";@ €2 (Trny) Y 4

Noting that fn(k) |U " is a Cauchy sequence in C¢(Upy+1), one can find kg € N such that
k mo
if ki, ko > ko,
‘ fn;’“l” - fng;w

< g
CoUmgt1) 2

and hence

ce

k) = (ko) (k) — S (k) +Hf<k) f<k>
nkll nk22 nk;ll nk22 nkll 2

CR (Umg+1) C2(Umyg )

<< + Sx2=c¢

—2 4777
where the first step follows from and the observation that for aty ¢t with £ € (0,1),
its support supp(¢¢) C B(z,1) must be a subset of either U,, 1 or U,, . This concludes the
proof. O

For any given r > 0, recall that one can identify a finite family of functions ¥ =
{(¥D),;c0a12} and ¢ € C" (same as in the proof of Lemma [A.1) such that the follow-
ing holds (with r» > max{|a/,|a/|} in the next Lemma).

Lemma A.5. Fiz a,d/, v and K, such that o < o/, max{|a|,|d/|} < v and K > 0. Let
(f-)eso be a family of random linear forms on CJ (R x R?). Assume that there exist constants
d+2  d+2 ,
g; oo and p > max{ 7%, 5=} such that for every € > 0, the following two statements
old:

sup E H
z€ERA+1 Rd+1

and, for everyi € {1,...,2%2 — 1} and m € N,

f(w)o(w — )| | < € (A.9)

swp E| [ fsy)p (@2 (s = 1), 2" (y — @) dyds

(t,z)€R1+d Ra+1

p} <C 27mp(d+2+a’)’ (AlO)
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where we use the notation z = (t,z) € R1T. Then

supE [(|| flles)"] < oc.
e>0

Proof. To prove the desired result, by [HL15, Proposition 2.4], it suffices to show

B [sup | [ tw)otw - aptuf fun(er]

z€MNo

Rd+1

and

E [SUP sup 2m”(d+2+a)‘ Fo(s, )@ (22 (s — 1), 2™ (y — x))dyds
m>02zEA, Rd+1

p/wﬁ (Z)P:|

are bounded uniformly in e > 0 and i € {1,...,2%2 — 1}, where A,, = (272™Z) x (27™Z)“.
We will show the uniform boundedness of the second term, and the boundedness of the first
one is similar (and easier) and thus omitted. Indeed,

E [sup sup omp(d+2+a) fe(s, y)w(i)(22m(s —t),2m(y — x))dyds)p/w,{(z)p]
Rd+1

m>0z€A,

SY 5 e || [ e - 0,22 - a)dis]'| funr

m>0 zEAm Re*
SJ Z Z 2mp(d+2+a)2—mp(d+2+o/)2m(d+2) /wﬁ(z)p 5 1
m>0 zezd+1

where the second inequality follows from the fact that there are at most order 27(4+2) many
elements in the restriction of A,, to the unit ball of R“*! and (A.10]), the third step follows
from the property (A.3)) of the weight function, and finally the series is summable due to

the assumption p > max{ O‘fti, d—:Q}, where p > O‘fii yields >~ < gm(d+2-p(a’=a)) < 5 and
d+2 B

. . _ 1
P > e 1mphes ZzERd+1 'LU,Q(Z) P S ZZERCH'I W < Q. O

We are now ready to state and prove the tightness criterion.

Proposition A.6. Fiz a,d, v, k and k', such that « < o/, max{|a/|,|d/|} < v and 0 <
k' < k. Let (f-)eso be a family of random linear forms on CJ(R x R?) satisfying (A.9) and
(A10) with k being replaced by k' therein and p > max{-4+2 92V Then {f.}.>q is a tight

a'—a’ K
family in CZ.

Remark A.7. In the setting with usual Euclidean (not parabolic) distance, such a tightness
criterion was obtained for local Besov-Hélder space in [EMI17, Theorem 1.1].

Proof. By Lemma [A.5] we have
supE [(”fe”c:l’)p} < Co
for some constant Cy € (0,00). Hence, Markov’s inequality yields that, for all € > 0,
P (Ifellgey > M) < M7E [(1 el )]
< M7PCY.
Thus, for any é > 0, one can find a constant My sufficiently large such that

inf P (erHca,' < M(;) —1—supP (eruca, > M(;) >1-4.
K IS K

/

Therefore, noting that by Lemma [A.4| the set { Fecy |\fllger <M } is compact in C2 for
any M € (0,00), the family (f.).so is tight in C2. ’ O
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B Heat kernel estimates

In this section, we prove local limit theorem type of results for the random walk transition
kernel and its space-time gradients, which is used in Section[6] We will formulate our results
in general dimensions since the proof is the same.

Let Py(z), z € Z4, denote the transition kernel of a rate 1 simple symmetric random walk
S on Z%, and let p;(z) denote the standard heat kernel with time slowed down by a factor
of d. Then P; and p; have Fourier transforms

B,(0) = B[ 050] = =i Ziai(1=eosb) g c [ 7]d and ¢,(0) =~ 2, §€RY, (B.1)

where ||0]| denotes the Euclidean norm, and

A p—— / 0N, (0)do,  z e 7,
(27T) [—m,m]? B.2
pt(l‘) = W /Rd e_l< ’x)gbt(Q)dQ, x € R%

Recall that for k = (ko, k1,...,kq) with ko,..., kg € Ng := NU {0} and |k| := 2ko +
Z?:l k;, and for f: R x R — R,

DEf = 0)°Vit - ViLf(t,x), where Vig(x) = e '(g(z + ee;) — g(2)), (B.3)
with e; being the i-th unit vector in R¢. We will also denote
DVf = oot - 05 f(t, ).
We then have the following result:

Lemma B.1. For any k = (ko, k1,...,kq) with ko, k1, ..., ks € Ng := NU {0}, we have

DER() — D) < +O|Ti)||>k+d’ (B.4)

where o(1) — 0 as /t + ||z| — oo.

Proof. First we note that
1A
& Pi(x ?Z Py(x+4€;)+P;(x—e;)—2Ps(x) dev \Pi(z—e;) = 2d2v T3Py (),
where T; f(z) = f(z — e;). Therefore
ko d
DEP(a & kO(Zv ) i]:[lvﬁilpt(x)

Similarly, dyp(z) = 55 Zgzl 92 pi(z), and hence

d d
1 ,
D) = g (2202 T 05ipel@)
=1 i=1
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By expanding the products and compare DY P,(z) with D*p;(x) term by term, it suffices to
show that for any [y,...,l; € NU{0} with Ele l; = |k|, and z € Z¢ with |z|, := Zle |z;] <
|k|, we have

d
’HV Pz — 2) ljlﬁglglpt(;p)‘ < 7 +0|(’i)”)|kl+d as vVt + ||z|| — oo. (B.5)

Let a = a(|k|) := |k|‘z‘it5 > 1. We first consider the case ||z|| > ¢®, which implies that

|Zm| > ||2]|/Vd > t*/+/d for some 1 < m < d. Since pi(x) = H?:1(27rt/d)*1/26*d1z2/2t, it is
easily seen that

e 2td1 ai| /Vtd= 1)t T
o]~ 11 I,y

dm
<Ce_2td‘1(|wml/\/tdi‘1)lm“‘a (—2 )11 1 (B.6)
B V2|1 "\ L (Vi

Ce~clam[*~1/® o(1)

= o ]

where a; is a polynomial of degree [, the negative powers of ¢ can be neutralised by e~ c@m/t
with any ¢ > 0, and o(1) — 0 as vt + ||z|| — oo.

We can similarly bound

- _ —1/a 0(1)
V P x—z) <2|]"’| max Pl(x+2) <Ce cllz >~ _ ——
‘H d g, Plw+2) < B

where the bound on P;(z + Z) for ||z|| > t* and |Z|; < 2|k| follows from an elementary large
deviation bound for the simple symmetric random walk. Together with , this implies

(B5) when [|z] > 2.

We now consider the case ||z|| < t*. We will use Fourier transform calculations. Alter-
natively, one can also use the Edgeworth expansion for P, (see e.g. [Hal92, page 45]). Note
that if we extend the definition of P;(x) in . ) to all z € RY, then we can write

U

7

Hv P2 = [ - /Wnalpt(m_z+zzs”e,)nﬂdsw

i=1 j=1 i=1j=1

) d
_ (_Z)|k| / —i{0,x—2+>" si jei) 1 B
= / /[0,1]|k (27)d [ﬂrir]d j Zl;Il 0;:®.(6)do 1;[ ds; ;.

40



An analogous identity holds for H?:l Véilpt(x — z). Therefore we have

‘HViIPtx—z Hv“ptx—z)

g‘//@i)d / ~iff- z+stjez>Hel{q>t — ¢u(0)}do [ dsi;

[0, 1]"“' 10]co<t™ 3
i [ e
t §<|0|oo<7r t~ B‘<|9\oo
< (Q;W / 6]1519,(6) — 61(6) (0 (B.7)
0o <t ™5 - §<|0|oo<7r - z<|9|oo

1

Recall - We note that as t — oo, the second and third terms can be bounded by Ce~“*
for some ¢, C' depending only on |k|. For ||z| < t%, v/t + ||z|| — oo implies t — oo, and it is
easily seen that

Cetd < e s(Vitlal) !/

which is bounded by the right hand side of (B.4).
For the first term in (B.7)), we can apply Taylor expansion and bound it by

ot d (1 cos@** _1‘d.9<C / |‘9|‘k‘

|e\w5t 5 Bloo<t™ 3

kl+d+2

1do < Ct ,

Ikl =

2d

1kl+d+1

which is also bounded by the right hand side of (B.4)) when |z| < t* = t2(|k\+d)

To prove ) for ||z|| < t%, it remains to bound ‘Hi:l Vi i(x —z) — Hi:l A% ().
By the mean value theorem, there exists 2/ € R? with x, € [x; — 2, x; — z; + 1;] such that

d d d d
I Viwte -2 = T dhm@)] = | T] ma) - I1 ok mi(w)|
=1 =1 =1 =
<z —2|  sup Z %Ha;pt )|

y=2+t(a/—z) ;T
te[0,1]
We can now apply (B.6) -, Where x is replaced by y with |y — x|y < 2|k, and [y,...,1l  are
replaced by I,... 1), with % I/ |k] + 1. Note that for some 1 < m < d, we w111 have
Y| > |lyll/Vd. In the product in (B.6]), for each 1 <4 < d, we can bound

(B.8)

dy? ,
e‘m“<|yi|/x/w*-1>h+1’a< u ) © B9)
V2rly 1 AW |

= (AT
while for ¢ = m, we can also give an alternative bound

d gn/ , m
€™ 2T [y | /V/Ed )it U & T (gl VETT) W gy (s )| Tyl
: ‘al{< a )‘ - ( td ) m
V27 [y |+ Vtd—1 V2 [FEH
(vE)IHl+d=T, g C(\/g)Z#m(lHl)

’ym“k|+d+1 — HyH|k|+d+1

(B.10)
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If ||z]| < /%, then we just apply in and substitute the resulting bound into (B.8§]).
If ||z|| > v/, then in , we apply both (B.9)) and (B.10) and then substitute the resulting
bound into (B.8)). Either way, since the bounds are uniform in |y — z|; < 2|k|, we find that
(B-8) can be bounded by C(||z| + v/t)~*¥I=4=1 which is bounded by the right hand side of
@ . This concludes the proof of the lemma. O

Corollary B.2. Let Pf(z) := e 9P._o(e7'x). For any k = (ko, k1, ...,kq), we have

k pe k o(1)
|D2Pf (x) — D¥py()| < it [z (B.11)

where o(1) — 0 as e (vt + ||z]|) — oo.

Proof. We note that

DFpy(z) = e~ M=4Dkp, (y)] and DFPf(z) = =D Py (y)|

s=e2t,y=e~lzx s=e2t,y=e~lx’

The result then follows from Lemma [B.1] O
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