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n boosts exciton diffusion in fused
ring electron acceptors†

Junyi Liu, a Zi Li,b Jiayu Wang,c Xu Zhang, a Xiaowei Zhan c and Gang Lu *a

Non-fullerene acceptors (NFAs) are highly promising materials for organic photovoltaics (OPVs). Exciton

diffusion in NFAs is crucial to their photovoltaic performance, but is not yet well understood. Here we

systematically examine exciton diffusion in a fused-ring electron acceptor (IDIC) based on a first-

principles framework. We discover that low-energy excitons in disordered IDIC are charge-separated

with electrons and holes residing on neighboring molecules, yielding long exciton lifetimes. With low

energetic disorder, high exciton density of states (DOS) and long lifetimes, the disordered IDIC is

predicted to exhibit large exciton diffusion lengths and high quantum efficiency. The temperature and

energy dependences of exciton diffusion are explored and the manner in which various materials

properties (exciton energy, DOS, energetic disorder, and phonon frequency) conspire to influence

exciton diffusion is elucidated. Finally, we show that dilation could be an effective strategy to increase

the exciton diffusion length in IDIC.
Introduction

In recent years, non-fullerene-acceptors have emerged as highly
promising materials in solution-processed organic photovol-
taics,1–4 thanks to the rapid increase of their power conversion
efficiencies (PCEs), now exceeding 18% for single-junction cells5

and 17% for tandem cells.6 In contrast to fullerene-based
acceptors, NFAs offer greater tunability of bandgaps and
energy levels and higher thermal, photochemical and
morphological stability.1–4 On the one hand, NFAs exhibit
strong absorption in the visible and near-infrared range,2,7–10

enabling higher short-circuit current densities. On the other
hand, energy losses are lowered in NFAs as compared to
fullerene-based acceptors,11–13 enabling higher open-circuit
voltage.

Exciton diffusion is a crucial process for photocurrent
generation as photo-generated excitons must reach the donor/
acceptor interfaces within their lifetimes for charge separa-
tion.14 Hence, exciton diffusion length (LD) is a key material
parameter determining quantum efficiencies of OPVs. However,
compared to other material parameters, such as optical
absorption,2,15 carrier mobility,16–18 molecular packing and
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morphology,19–21 much less attention has been paid to LD. Even
in the research on exciton diffusion,22–25 the focus has been
placed on donor materials. Although many NFAs have been
developed,1–4 the study of exciton diffusion in NFAs has
remained scarce.26 Indeed, very little is known about exciton
diffusion in NFAs, which hinders future development of NFA-
based OPVs. It is to ll this crucial knowledge gap that we
undertook the present work.

Theoretically, exciton diffusion in organic materials has
been studied by using Forster-type energy transfer models,
where exciton transition rates are determined either using an
empirical Miller–Abrahams form27,28 or quantum chemical
calculations.29–31 These approaches are oen based on pertur-
bation theories and assume Gaussian distributions for exciton
density of states and/or harmonic approximations for molecular
vibrations, whose validity is not generally established. In addi-
tion, these approaches are formulated with molecular crystals
inmind and are not applicable to amorphousmaterials. Thus, it
is preferable to study exciton diffusion in organic materials
using rst-principles. Experimentally, a number of techniques
have been developed to measure LD of singlet excitons in
organic materials, including uorescence quenching in bila-
yers,32 uorescence volume quenching,33 exciton–exciton anni-
hilation,34 microwave conductivity,35 electro-optical
measurements,36 etc. The advantages and pitfalls of each tech-
nique have been discussed in a recent review covering a large
number of organic semiconductors.23 However, despite the
impressive experimental advances, it is highly challenging to
correlate exciton diffusion with molecular structures of organic
materials.22 In particular, how physical quantities, such as
exciton energy, bandgap, density of states, phonon frequencies,
This journal is © The Royal Society of Chemistry 2020
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energetic disorder, etc., would affect exciton diffusion is yet to
be established. How exciton diffusion in donor materials, such
as conjugated polymers and small molecules, differs from that
in NFAs needs to be elucidated. In addition, NFAs with an
alternating acceptor–donor–acceptor (A–D–A) structure were
found to exhibit large exciton diffusion lengths, which is
unexpected given their low optical bandgaps. More importantly,
there is a lack of knowledge of the excitonic properties of the
A–D–A NFAs, and in particular how the A–D–A structure may
promote exciton diffusion remains unclear. To address these
open questions, we have to gain a deeper understanding of
exciton diffusion in NFAs, preferably from a rst-principles
perspective.

In this work, we perform rst-principles simulations to
examine exciton diffusion in a fused-ring electron acceptor,
indacenodithiophene (IDT) endcapped with 1,1-
dicyanomethylene-3-indanone (IDIC, Fig. 1(a)).8 IDIC is a widely
used NFA in OPVs with the planar A–D–A molecular structure
and has been intensively studied in the past few years.15,37–40

Facilely synthesized, IDIC lms show strong absorption within
500–800 nm and exhibit high electron mobility (1.1 � 10�3 cm2

V�1 s�1).8 Without additional treatments, the as-cast OPVs
based on the IDIC lms have PCEs up to 11.9%.39 The PCE can
further reach 12–13% when IDIC is blended with mid-band gap
donor polymers, such as benzodithiophene and diuor-
obenzotriazole units (FTAZ).40,41 Indeed, IDIC represents an
ideal material to study exciton diffusion in NFAs with the A–D–A
structure, to reveal the dependence of exciton diffusion on
relevant physical quantities, and to explore strategies to boost
exciton diffusion in NFAs. Most importantly, we reveal that low-
energy excitons in IDIC are charge-separated with electrons and
holes residing on neighboring molecules. These charge-
separated intermolecular excitons are predicted to boost
exciton lifetimes, diffusion lengths and possibly interfacial
charge separation in IDIC-based OPVs. We speculate that the
charge-separated excitons could also exist in other A–D–A type
NFAs and are responsible for their superior photovoltaic
performance.
Fig. 1 (a) The IDIC molecule (top) and its charge density of the lowest
spheres denote C, N, H, O, and S atoms, respectively. The two termina
density of the lowest energy exciton in the disordered IDIC film. The blow
represents the electron (hole) density at 0.0005 e Å�3.

This journal is © The Royal Society of Chemistry 2020
Computational methods

We have developed a rst-principles framework in which
exciton diffusion is modeled as random walks of excitons in the
real and energy spaces. In particular, exciton diffusion in
a disordered solid is realized via phonon-assisted transitions
between localized excitonic states. Our rst-principles frame-
work consists of three components: (1) the determination of
energy and many-body wavefunction of each excitonic state. (2)
The determination of phonon-assisted transition rates between
these excitonic states at a given temperature. (3) Kinetic Monte
Carlo (MC) simulations to estimate exciton diffusion length,
lifetime and diffusivity based on the phonon-assisted transition
rates. The details of the framework can be found
elsewhere.18,42–45

We rst perform ab initio Born–Oppenheimer molecular
dynamics (BOMD) simulations to compute single-particle
Kohn–Sham (KS) energy levels and orbitals at each time step,
from which the exciton energies and many-body wavefunctions
are determined based on linear-response time-dependent
density functional theory (LR-TDDFT)46,47 with the optimally
tuned, screened and range-separated hybrid exchange-
correlation functional (OT-SRSH).48–50 Based on generalized
Kohn–Sham theory, the OT-SRSH captures the correct asymp-
totic behavior using the screened exact exchange for large
distances. The TDDFT-OTSRSH method has been used
successfully to determine the optical bandgap and exciton
binding energy in various organic and inorganic semi-
conductors.48,49,51–54 The time-dependent excitonic wave-
functions are expanded in terms of these many-body
wavefunctions, with the expansion coefficients computed from
the non-adiabatic molecular dynamics (NAMD) simulations.42,55

The diffusing exciton is assumed to occupy an initial many-body
state, and each coefficient represents the probability amplitude
for the excitonic hopping transition from this initial state to
another many-body state. The phonon-assisted excitonic tran-
sition rates are determined based on the nonadiabatic coupling
energy exciton (bottom). The brown, gray, white, purple, and yellow
ls of the IDIC molecule are enclosed in dashed boxes. (b) The charge
n-up view of the purple box is shown in (c). The red (green) iso-surface

J. Mater. Chem. A, 2020, 8, 23304–23312 | 23305
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matrix which in turn depends on the time-dependent many-
body wavefunctions and excitonic energies.42 The thermal
equilibrium transition rate GI,J between two excitonic states I
and J can be estimated using56

GI;J ¼

8><
>:

g
phonon
I;J exp

�
� uJ � uI

kBT

�
if uJ .uI

g
phonon
I;J þ g

dipole
I;J if uJ\uI

; (1)

where gphonon
I,J and gdipoleI,J are the transition rates contributed by

the phonon-assisted hopping and spontaneous emission,
respectively. uI and uJ are the exciton energies; kB is the Boltz-
mann constant and T is the temperature. Based on the thermal
equilibrium transition rates GI,J, we can perform MC simula-
tions to estimate the exciton diffusion length (LD), lifetime (s),
and diffusivity D.

A computational cell comprising 4 IDIC molecules (560
atoms) is used in the BOMD simulations at three temperatures
(100 K, 200 K and 300 K). The IDIC molecules are placed
randomly in the cell and then relaxed to reach the local equi-
librium structure. By varying the dimensions of the computa-
tional cell, we can obtain its optimized dimensions (�18 �A),
leading to a mass density of 1.15 g cm�3 for the IDIC lm (ESI†).
The molecules are gradually heated to a desired temperature
with velocity rescaling and subsequently kept at this tempera-
ture for 2 ps to reach the thermal equilibrium. Finally,
a production run based on the microcanonical ensemble is
performed for 3 ps at each temperature. The time step in the
BOMD simulations is 1 fs and for each time step 8 highest
occupied KS orbitals and 12 lowest unoccupied KS orbitals are
included in the LR-TDDFT calculations to determine the ener-
gies and wavefunctions of these 96 excitons. To conrm that the
number of excitons (96) is sufficient, we increase the number of
excitons to 192 with 12 highest occupied KS orbitals and 16
lowest unoccupied KS orbitals to calculate the exciton density of
states as shown in Fig. 3. We nd that for low energy excitations
relevant to exciton diffusion (<2 eV), the DOS is converged with
respect to the number of excitons (96). All rst-principles
calculations are performed at the G point in the Brillouin
zone with an energy cutoff of 500 eV, using Projector
Augmented-Wave (PAW) pseudopotentials57 implemented in
the VASP package.58 Grimme's D2 dispersion correction59 is
used to capture the van der Waals interaction between the
molecules. Additional information on LR-TDDFT and NAMD
calculations can be found in the ESI.†

To simulate exciton diffusion on a length scale that is rele-
vant to the experiments, the original simulation box, termed
home box, is multiplied by 31 times in each direction to
construct a 31 � 31 � 31 supercell to perform the MC simula-
tions. In each supercell, the exciton wavefunctions are
randomly selected from different BOMD snapshots of the home
simulation box, and they are then randomly rotated before
being assigned to each of the 100 supercells.42 In this way, we
can model exciton diffusion in a disordered IDIC lm
comprising 100 different supercells. However, the IDIC lm
modeled in the MC simulations may be more disordered than
the IDIC lms in the experiments.8 Hence, the theoretical LD
23306 | J. Mater. Chem. A, 2020, 8, 23304–23312
and D may be slightly lower than the corresponding experi-
mental values. In each supercell, 100 exciton diffusion trajec-
tories are considered; thus in total 104 trajectories for each
initial exciton state are included in the present work. The
exciton diffusion properties are averaged over these 104

trajectories.

Results and discussion

IDIC has a planar A–D–A molecular structure, shown in
Fig. 1(a), in which the acceptor group at the two terminals
exhibits stronger electron affinity than the donor group at the
center. Thus, a photo-excited electron is expected to reside at
the terminals while the hole is at the center. This expectation is
borne out by the charge density distribution of the lowest
energy exciton in the IDIC molecule with the formation of
a quadrupole moment, as displayed in Fig. 1(a). The magnitude
of the quadrupole moment is proportional to the intra-
molecular charge transfer between the donor and acceptor
units. Two relevant bandgaps are considered here. The funda-
mental gap (also called transport or quasiparticle gap) Eg is
dened as the difference between the electron affinity and the
ionization potential and is calculated as the energy difference
between the lowest-unoccupied-molecular-orbital and the
highest-occupied-molecular-orbital using the DFT-OTSRSH
method. The optical gap Eopt is the onset of optical adsorp-
tion and is calculated using the TDDFT-OTSRSH method as the
energy of the lowest excited state. Eg and Eopt of the IDIC
molecule are computed to be 4.03 eV and 2.45 eV, respectively.
The exciton binding energy (Eb) dened as Eb ¼ Eg – Eopt is
1.58 eV. These values are close to those obtained by a different
rst-principles method.60

Next, we model a disordered IDIC lm by placing 16 IDIC
molecules randomly in a simulation box with dimensions of
28.6 Å. We nd that the molecular backbones of IDIC are
slightly bent during the BOMD simulations but largely maintain
their planarity, showing more rigidity than small molecules.61

Aer a full relaxation of the molecular structure, we obtained
Eopt ¼ 1.4 eV for the disordered IDIC lm, which is comparable
to the experimental value of 1.62 eV.8 Eg and Eb are 1.9 eV and
0.5 eV, respectively, for the disordered lm. Compared to the
IDIC molecule, these values are much smaller owing to inter-
molecular interactions and dielectric screening in the IDIC lm.
Interestingly, the low-energy excitons in the disordered IDIC
lm are intermolecular in nature, with the electrons and holes
separated at neighboring molecules, shown in Fig. 1(b), (c) and
S3.† In fact, six lowest energy excitons examined here all exhibit
a similar charge-separated character. Furthermore, we nd that
the lowest energy exciton remains charge-separated at different
time steps in the BOMD simulations (Fig. S4†). These results
suggest a robust presence of charge-separated excitons in IDIC,
which has important consequences on the photovoltaic
performance of IDIC-based OPVs.

To elucidate the origin of charge-separated excitons in IDIC,
we consider two IDIC molecules arranged in various intermo-
lecular congurations and examine their excitonic properties.
In Fig. 2, we display the eight most stable intermolecular
This journal is © The Royal Society of Chemistry 2020



Fig. 2 (a)–(h) The charge density of the lowest energy exciton in two IDICmolecules arranged in various intermolecular configurations. The total
energy of (a) is set to zero. The red (green) iso-surface represents the charge density of electrons (holes) at 0.0005 e Å�3. The rectangle and line
in each figure represent the top and side projection of the IDIC backbone, respectively.
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congurations along with the charge density of the lowest
energy exciton in each conguration. The total energy of each
conguration relative to that of the most stable one in (a) is also
indicated. Interestingly, in the three most stable congurations,
the electron-withdrawing terminal of one molecule sits close to
the electron-donating center of the other molecule, as shown in
Fig. 2(a)–(c). Owing to intramolecular charge transfer between
its donor and acceptor units, each IDIC molecule carries an
electric dipole. Thus, the quadrupole interaction – the electro-
static interaction among four charges (or three linear charges) –
arises between two neighboring IDIC molecules. The quadru-
pole moment is non-zero if the charge distribution is non-
spherical. In fact, the quadrupole moment of the IDIC mole-
cule is estimated to be 478 Debye Å, larger than that of
a conjugated polymer (286 Debye Å for P3HT) and DPP small
molecules (309 Debye Å). There is an attractive quadrupole
interaction between the two IDIC molecules, which breaks the
degeneracy of the two molecules and drives the intermolecular
charge separation. The degree of charge separation depends on
the strength of the quadrupole interaction, which in turn is
determined by the intermolecular arrangement. As shown in
Fig. 2, the lowest energy exciton is charge-separated in the three
congurations with the strongest quadrupole attraction and the
lowest total energies. In the other congurations, the lowest
energy excitons are intramolecular in nature. Thus, we predict
that IDIC molecules may self-assemble into a conguration
where the donor unit of onemolecule is adjacent to the acceptor
unit of the other, driven by photo-induced intermolecular
charge transfer. To generalize this prediction to condensed
phases (e.g., disordered IDIC lms), we further examine the
excited states of these congurations by increasing the
This journal is © The Royal Society of Chemistry 2020
dielectric constant in the TDDFT-OTRSH calculations from 3 ¼
1 (gas phase) to 3 ¼ 2.0 and 4.25. 3 ¼ 4.25 corresponds to the
dielectric constant of a disordered IDIC solid with a mass
density of 1.15 g cm�3, determined from the density functional
perturbation theory calculations, and 3 ¼ 2.0 corresponds to an
IDIC lm with a lower mass density. The charge densities of the
lowest energy excitons for both cases are shown in Fig. S5 and
S6† with eight different intermolecular congurations. We nd
that for 3 ¼ 2.0, the six lowest energy congurations exhibit
intermolecular charge-separation and for 3 ¼ 4.25, all eight
congurations are charge-separated. Therefore, we conclude
that in the condensed phases of IDIC, low-energy excitons are
also charge-separated owing to quadrupole interaction and
dielectric screening. The former is induced by intramolecular
charge transfer while the latter is driven by efficient p-electron
delocalization. Although the photo-excited electrons and holes
reside on adjacent molecules, the exciton binding energy
remains high (�0.5 eV). Thus, these “charge-separated” exci-
tons in the pure acceptor (IDIC) are similar to the so-called
charge-transfer excitons at the donor/acceptor interfaces. In
the remainder of the paper, we will reserve the term “charge-
separated” excitons for those in IDIC to make a distinction from
the interfacial charge-transfer excitons. Note that intra-
molecular excitons with higher energies are also present in the
disordered IDIC lm. The charge-separated intermolecular
excitons in IDIC are expected to promote interfacial charge
separation, which may explain why small energy offsets are
oen sufficient for hole transfer in NFA-based OPVs.13,62

Exciton diffusion depends on the exciton energy, tempera-
ture and mass density of the lm. In our rst-principles studies,
we examine three different excitons (S1, S2, and S3) whose
J. Mater. Chem. A, 2020, 8, 23304–23312 | 23307



Fig. 3 The exciton density of states at 300 K for 96 excitons (red) and
192 excitons (blue). The dashed circles indicate the energy of S1, S2,
and S3 excitons.

Journal of Materials Chemistry A Paper
initial energies are indicated in Fig. 3. S1 is the lowest energy
exciton, and the energy of S2 and S3 is 1.5 eV and 2.0 eV,
respectively. Three temperatures (100 K, 200 K and 300 K) are
considered in our calculations for three different mass densities
(1.15, 0.87 and 0.58 g cm�3) of the IDIC lm. The exciton density
of states shown in Fig. 3 is obtained by counting the number of
excitonic states at a given energy corresponding to all atomic
geometries over the course of the BOMD simulation. The
exciton diffusion results from the MC simulations are
summarized in Table 1.

At 300 K, we predict that LD in a disordered IDIC lm with
a mass density of 1.15 g cm�3 can reach�16 nm, corresponding
to a domain size of �32 nm in bulk heterojunctions. This
prediction is in line with the large domain sizes of 20–50 nm
observed in optimized IDIC blends.40 LD could be even larger if
the IDIC lm is less disordered. We can also estimate the
exciton harvesting efficiency h dened as:

h ¼
ðL
0

pðrÞdr
L

;

where L is the thickness of the IDIC lm and p(r) is the proba-
bility that an exciton can be harvested at a distance r from the
donor–acceptor interface. Assuming that excitons are generated
uniformly in the IDIC lm and will be harvested as long as they
reach the interface, we can calculate h as a function of L at 300
K. In particular, for the S3 exciton (�2.0 eV), the harvesting
efficiencies are predicted to be 91%, 56%, and 30% for L ¼ 10,
25, and 50 nm, respectively. The predicted h ¼ 56% for L ¼
25 nm matches well with the measured external quantum effi-
ciency of �60% in polymer-IDIC bilayer heterojunctions with
Table 1 Exciton diffusion length LD (nm), lifetime s (ns), and diffusivity
D (10�4 cm2 s�1) for S1, S2, and S3 excitons in the disordered IDIC film
at 100, 200 and 300 K

300 K 200 K 100 K

S1 S2 S3 S1 S2 S3 S1 S2 S3

LD 14.7 15.2 16.0 10.3 11.1 12.1 6.8 8.1 9.4
s 0.95 0.94 0.94 3.6 3.6 3.7 11.2 12.0 12.1
D 31 32.6 35.5 4.0 4.4 4.9 0.6 0.7 0.8

23308 | J. Mater. Chem. A, 2020, 8, 23304–23312
the same IDIC thickness and photon frequencies �620 nm (�2
eV).63 Note, however, that the experimental quantum efficiency
has contributions from both the donor polymer and IDIC
acceptor. The slightly lower h from the MC simulations may be
due to the higher degree of disorder in the simulation cell.

Exciton diffusion is a result of two competing excitonic
transitions: the rst involves transitions between excited states
and the second involves transitions from the excited states to
the ground state; both transitions are assisted by thermal uc-
tuations. At 300 K, the average rate for the rst transition
(exciton hopping) is 1.3 � 10�3 fs�1 and it is 1 � 10�6 fs�1 for
the second transition (exciton decay). As the temperature is
lowered from 300 to 100 K, both rates are reduced. As a result,
LD is decreased while s is increased (Table 1). The decreased LD
combined with increased s leads to a signicant drop in diffu-
sivity D as the temperature is lowered.

Having examined the temperature dependence, we next
study the energy dependence of exciton diffusion. In Fig. 4(a),
we present the energy of the S3 exciton at 300 K as a function of
time, with each data point representing the energy of the
diffusing exciton at a given time. Two processes can be identi-
ed: (1) a downhill diffusion process in which the exciton
energy drops from 2.1 eV to 1.5 eV in less than 3 ps (red); (2)
a thermally activated process with a minor energy uctuation
between 1.2 and 1.5 eV aer 3 ps (blue). The timescale of the
rst process (�3 ps) is much smaller than the exciton lifetime
(�1 ns), and the excess energy (�0.6 eV) of the S3 exciton is
dissipated as heat, leading to the cooling of the “hot” exciton.
The second process involves the dynamics of the thermally
equilibrated exciton. In Fig. 4(b), we show the energy variation
of the S3 exciton as a function of its diffusion distance, with
a positive (negative) DE representing an energy gain (loss). The
red color with negative DE indicates the cooling process while
the blue color with oscillating DE corresponds to the thermally
activated process. We nd that the cooling process has little
contribution to exciton diffusion (�5 nm), which is primarily
accomplished by the longer and thermally activated process (up
to 60 nm). Thus, over-gap excitations are not expected to yield
a much increased LD. While the exciton diffusion processes are
not new,23,64 the rst-principles simulations offer quantitative
insights absent in the previous studies.

Next, we address the questions of whether and how LD, s and
Dmay change quantitatively as a result of charge-separation. To
this end, we compare exciton diffusion among IDIC, poly(3-
hexylthiophene) (P3HT) and 3,6-bis(5-(benzofuran-2-yl)thio-
phen-2-yl)-2,5-bis(2-ethyl-hexyl)pyrrolo[3,4-c]pyrrole-1,4-dione
[DPP(TBFu)2]. P3HT is a conjugated polymer whereas
DPP(TBFu)2 is a small molecule, and both have been used
extensively as donor materials in OPVs.65,66 They are chosen here
because they have been studied previously with the similar rst-
principles framework.42,67 The lowest energy excitons in P3HT
and DPP(TBFu)2 have intramolecular character with the electron
and hole residing on the same molecule or backbone, in
contrast to IDIC. Table 2 summarizes the values of LD, s and D
for the lowest energy excitons in disordered IDIC, P3HT and
DPP(TBFu)2 lms at 300 K; other relevant quantities are also
This journal is © The Royal Society of Chemistry 2020



Fig. 4 (a) The energy evolution of the S3 exciton at 300 K from 104 MC trajectories. (b) The exciton energy difference between two adjacent
diffusion moves as a function of exciton diffusion distance.

Table 2 Exciton lifetime s (ns), diffusivity D (10�4 cm2 s�1) and diffu-
sion length (LD) of the lowest energy exciton at 300 K for different
materials. The lowest exciton energy �ES1 (eV) averaged during the
BOMD simulations, its standard deviation s (meV) and DOS at S1 are
also included. IDIC (75%) and IDIC (50%) represent diluted IDIC films
with 75% and 50% mass density of the undiluted IDIC, respectively

s D LD �ES1 s DOS

IDIC 0.95 31 14.7 1.35 74 8.9
IDIC (75%) 3.6 5.8 12.5 1.30 101 4.4
IDIC (50%) 5.5 6.9 16.5 1.26 97 2.8
P3HT 2.3 1.5 5.1 2.67 192 1.5
DPP(TBFu)2 0.5 37.3 11.5 1.67 50 3.8

Paper Journal of Materials Chemistry A
included for comparison. Since LD ¼ ffiffiffiffiffiffi
Ds

p
, we will focus on D

and s in the following comparison.
We nd that D of IDIC is comparable to that of DPP(TBFu)2,

but is one order of magnitude greater than that of P3HT. D
depends on the excitonic transition rates (GI,J) and the exciton
DOS; the greater the transition rates and the DOS, the greater
the exciton diffusivity. Both GI,J and DOS can be computed from
the rst principles. In particular, as shown in eqn (1), GI,J is
proportional to the Boltzmann factor and the phonon-assisted
transition rate gphonon

I,J . The Boltzmann factor depends on the
energetic disorder (i.e., the thermal uctuation of exciton
energies), which can be estimated as the standard deviation (s)
or the Gaussian width of the exciton energies at different BOMD
time steps. The phonon-assisted transition rates, determined by
the overlap between the excitonic wavefunctions, are in general
of the same order of magnitude among organic semiconductors
due to their common p–p stacking. Hence, the difference in GI,J

stems primarily from the energetic disorder. As shown in Table
2, the standard deviation of the lowest energy exciton in IDIC at
300 K is 74 meV, which is comparable to that of DPP(TBFu)2 (50
meV), but much smaller than that of P3HT (192 meV). P3HT has
the greatest energetic disorder because it can adopt different
conjugation lengths in its backbone and more exible molec-
ular structures thanks to the rotation of the thiophene ring.68,69

In contrast, as small molecules, IDIC and DPP(TBFu)2 have
dened structural units and less exible molecular structures.
This journal is © The Royal Society of Chemistry 2020
We have also estimated DOS at S1 whose energy is �ES1. As shown
in Table 2, IDIC has a larger DOS than DPP(TBFu)2 and P3HT,
indicating that more excitonic states are available for S1 to hop
into. Therefore, the higher DOS combined with the lower
energetic disorder in IDIC yields greater D over P3HT. As GI,J

depends exponentially on s, but linearly on DOS, D of IDIC is
smaller than that of DPP(TBFu)2.

The exciton lifetime s is determined from the phonon-
assisted nonradiative recombination rate gJ0 (which is orders
of magnitude higher than the spontaneous recombination rate)
using the following expression:

1

s
¼ gJ0fħ

�
FJ

���� vvt
����F0

�
¼ hFJ|VRH |F0i

EJ

R
�

(2)

Here, FJ and F0 are the wavefunctions of the J-th excitonic state
and the ground state, respectively; ħ is the Planck constant and
_R is the average nuclear velocity. Thus, s is roughly proportional
to the exciton energy EJ, and inversely proportional to the
overlap coupling matrix and the nuclear velocity. In terms of the
Slater determinants, we have shown that the overlap coupling
between the excited and the ground states can be represented by
the overlap coupling between the electron and hole wave-
functions of the exciton;42 the nuclear velocity can be estimated
using the average phonon frequency associated with the exci-
tonic decay. Fourier transforming the time-evolution of the
exciton energy, we can estimate the average phonon frequency
leading to the exciton decay (Fig. S7†). It is found that all three
materials share similar average phonon frequencies; thus their
contrasting lifetimes are primarily caused by differences in the
overlap coupling and the exciton energy. Owing to the presence
of charge-separated excitons, the electron–hole wavefunction
overlap is the smallest in IDIC, and so is the overlap coupling.
Thus, IDIC has a longer lifetime, double that of DPP(TBFu)2. On
the other hand, P3HT has the largest exciton energy ES1,
resulting in the longest s among the three materials. Hence,
despite the low bandgap, the charge-separated excitons in IDIC
enjoy long lifetimes. The calculated s in IDIC at 300 K is 0.95 ns,
comparable to the experimental values in similar fused-ring
electron acceptors with the A–D–A structure, such as ITIC (0.8
ns),62 TACIC (1.59 ns),70 BTP-M (1.57 ns)71 and Y6 (1.8 ns).71
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Therefore, the combination of low energetic disorder, high
exciton DOS, and the presence of charge-separated excitons in
IDIC endows its excitons with high diffusivity, long lifetimes,
and large diffusion lengths.

Our prediction that charge-separated excitons can be
generated in IDIC is consistent with the transient absorption
spectroscopy measurements of FTAZ:IDIC blends which sug-
gested that exciting the acceptor component could efficiently
generate mobile charges.40 Similarly, there was a recent report72

on the observation of very slow (100 ps to 1 ns) and yet efficient
photoinduced hole transfer in polymer/NFA blends, which led
to a hypothesis that charge-transfer excitons might be gener-
ated in the A–D–A NFA (4TIC). This hypothesis also agrees with
our prediction that charge-separated excitons can be formed in
other A–D–A NFAs. In both cases, the photoinduced hole can
diffuse across the interface within the lifetime of the exciton
(0.95 ns for IDIC), leading to ground-state bleaching of the
polymers.

Dilution is a common strategy to engineer exciton diffusion
in organic materials.73 To examine the dilution effect in IDIC,
we study the diffusion of the lowest energy exciton in disordered
IDIC lms with lower mass densities (0.87 g cm�3 and
0.58 g cm�3), corresponding to 75% and 50% of the undiluted
lm, respectively. We keep the same number of IDIC molecules
in the simulation box, but increase the dimensions of the box
accordingly, before a full relaxation of the molecular structure.
We nd that the lowest energy exciton remains charge-
separated, but its spatial separation increases as the mass
density is lowered (Fig. S8†). The increased charge separation
yields a longer exciton lifetime, and s increases from 0.95 to 3.6
and 5.5 ns as the mass density decreases from 100% to 75% and
50%, as shown in Table 2. This trend is similar to that of diluted
SubPc whose exciton lifetime increases from 0.5 to 3.0 ns.73

Thanks to the increased s, dilation of 50% in IDIC could boost
the exciton diffusion length by �12%. However, the dilation
lowers the exciton diffusivity due to reduced DOS and increased
energetic disorder in the diluted lms. In other words, LD does
not vary monotonically with the mass density.73 Nevertheless,
tuning the mass density appears to be a useful strategy to boost
exciton diffusion in IDIC lms.

Conclusion

Based on the rst-principles framework, we have studied
exciton diffusion in disordered IDIC, which is a promising NFA
for OPVs. We predict that the low energy excitons in IDIC are
charge-separated with photo-excited electrons and holes
residing on neighboring molecules. The charge-separated
excitons are found to have longer lifetimes thanks to reduced
exciton recombination rates. In addition, the disordered IDIC
lm is shown to have low energetic disorder and high exciton
DOS. Combined with the long lifetime, the disordered IDIC is
predicted to have a large exciton diffusion length (�16 nm) at
300 K and a quantum efficiency of 56% in bilayer hetero-
junctions. We have examined the temperature and energy
dependence of exciton diffusion in IDIC and by comparing to
P3HT and DPP(TBFu)2, we elucidate how various physical
23310 | J. Mater. Chem. A, 2020, 8, 23304–23312
quantities, such as exciton energy, DOS, energetic disorder, and
phonon frequency, may affect exciton diffusion. Finally, we
show that dilation could be a useful means to increase the
exciton diffusion length in IDIC. This work provides critical
insights into exciton properties and their diffusion in NFAs,
which may lead to future materials development for highly
efficient OPVs.
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K. Müllen, J.-L. Brédas and D. Beljonne, J. Am. Chem. Soc.,
2005, 127, 4744–4762.

32 W. A. Luhman and R. J. Holmes, Adv. Funct. Mater., 2011, 21,
764–771.

33 S. Raisys, K. Kazlauskas, M. Daskeviciene, T. Malinauskas,
V. Getautis and S. Jursenas, J. Mater. Chem. C, 2014, 2,
4792–4798.

34 R. Priestley, A. D. Walser and R. Dorsinville, Opt. Commun.,
1998, 158, 93–96.

35 J. E. Kroeze, T. J. Savenije, M. J. Vermeulen and
J. M. Warman, J. Phys. Chem. B, 2003, 107, 7696–7705.

36 C. L. Yang, Z. K. Tang, W. K. Ge, J. N. Wang, Z. L. Zhang and
X. Y. Jian, Appl. Phys. Lett., 2003, 83, 1737–1739.
This journal is © The Royal Society of Chemistry 2020
37 C. Sun, F. Pan, H. Bin, J. Zhang, L. Xue, B. Qiu, Z. Wei,
Z.-G. Zhang and Y. Li, Nat. Commun., 2018, 9, 743.

38 X. Li, F. Pan, C. Sun, M. Zhang, Z. Wang, J. Du, J. Wang,
M. Xiao, L. Xue, Z.-G. Zhang, C. Zhang, F. Liu and Y. Li,
Nat. Commun., 2019, 10, 519.

39 Q. Fan, Y. Wang, M. Zhang, B. Wu, X. Guo, Y. Jiang, W. Li,
B. Guo, C. Ye, W. Su, J. Fang, X. Ou, F. Liu, Z. Wei,
T. C. Sum, T. P. Russell and Y. Li, Adv. Mater., 2018, 30,
1704546.

40 Y. Lin, F. Zhao, S. K. Prasad, J. D. Chen, W. Cai, Q. Zhang,
K. Chen, Y. Wu, W. Ma, F. Gao, J.-X. Tang, C. Wang,
W. You, J. M. Hodgkiss and X. Zhan, Adv. Mater., 2018, 30,
1706363.

41 J. D. Chen, Y. Q. Li, J. Zhu, Q. Zhang, R. P. Xu, C. Li,
Y. X. Zhang, J. S. Huang, X. Zhan, W. You and J.-X. Tang,
Adv. Mater., 2018, 30, 1706083.

42 X. Zhang, Z. Li and G. Lu, Phys. Rev. B: Condens. Matter Mater.
Phys., 2011, 84, 235208.

43 X. Zhang, Z. Li and G. Lu, Phys. Rev. B: Condens. Matter Mater.
Phys., 2010, 82, 205210.

44 G. Wu, Z. Li, X. Zhang and G. Lu, J. Phys. Chem. Lett., 2014, 5,
2649–2656.

45 X. Zhang, Z. Li and G. Lu, J. Phys.: Condens. Matter, 2012, 24,
205801.

46 E. K. U. Gross and W. Kohn, Phys. Rev. Lett., 1985, 55, 2850.
47 M. A. Marques, N. T. Maitra, F. M. Nogueira, E. K. Gross and

A. Rubio, Fundamentals of time-dependent density functional
theory, Springer Science & Business Media, 2012.

48 S. Refaely-Abramson, M. Jain, S. Sharifzadeh, J. B. Neaton
and L. Kronik, Phys. Rev. B: Condens. Matter Mater. Phys.,
2015, 92, 081204(R).

49 S. Refaely-Abramson, S. Sharifzadeh, M. Jain, R. Baer,
J. B. Neaton and L. Kronik, Phys. Rev. B: Condens. Matter
Mater. Phys., 2013, 88, 081204(R).

50 S. Refaely-Abramson, S. Sharifzadeh, N. Govind,
J. Autschbach, J. B. Neaton, R. Baer and L. Kronik, Phys.
Rev. Lett., 2012, 109, 226405.

51 L.-y. Huang, X. Zhang, M. Zhang and G. Lu, Phys. Rev. Mater.,
2018, 2, 054003.

52 L.-y. Huang, X. Zhang, M. Zhang and G. Lu, J. Phys. Chem. C,
2017, 121, 12855–12862.

53 Y. Gao, M. Zhang, X. Zhang and G. Lu, J. Phys. Chem. Lett.,
2019, 10, 3820–3827.

54 J. Liu, X. Zhang and G. Lu, Nano Lett., 2020, 20, 4631–4637.
55 A. K. Dhara and S. K. Ghosh, Phys. Rev. A: At., Mol., Opt. Phys.,

1987, 35, 442.
56 P. V. Parandekar and J. C. Tully, J. Chem. Phys., 2005, 122,

094102.
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