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Abstract
We consider the equation

�xu + uyy + f (u) = 0, x = (x1, . . . , xN ) ∈ R
N , y ∈ R, (1)

where N ≥ 2 and f is a sufficiently smooth function satisfying f (0) = 0, f ′(0) < 0,
and some natural additional conditions. We prove that equation (1) possesses uncountably
many positive solutions (disregarding translations) which are radially symmetric in x ′ =
(x1, . . . , xN−1) and decaying as |x ′| → ∞, periodic in xN , and quasiperiodic in y. Related
theorems for more general equations are included in our analysis as well. Our method is
based on center manifold and KAM-type results.

Keywords Elliptic equations · Entire solutions · Quasiperiodic solutions · Partially
localized solutions · Center manifold · KAM theorems

Mathematics Subject Classification 35J61 · 35B08 · 35B09 · 35B10 · 35B15

1 Introduction

We consider the semilinear elliptic equation

�u + uyy + f (u) = 0, (x, y) ∈ R
N × R, (1.1)
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where N ≥ 2 and f : R → R is a Ck function, k ≥ 1, satisfying

f (0) = 0, f ′(0) < 0. (1.2)

We generally use the symbol � for the Laplace operator in the variables x = (x1, . . . , xN ),
sometimes, when indicated, only with respect to some of these variables. We are particularly
interested in the more specific equation

�u + uyy − u + u p = 0, (x, y) ∈ R
N × R, (1.3)

with p > 1.
Equations of the above form, frequently referred to as nonlinear scalar field equations,

have been extensively studied from several points of view. Nonnegative solutions, which we
focus on in this paper, are often the onlymeaningful solutions from themodeling viewpoint—
thinking of population densities, for example—and also they are the only relevant solutions,
playing the role of steady states, in the dynamics of the nonlinear heat equation ut = �u +
uyy + f (u) with positive initial data. In other applications—for example, solitary waves or
stationary states of nonlinear Klein-Gordon and Schrödinger equations [4]—finite energy
solutions are more relevant.

Best understood among positive solutions of (1.1) are the solutions which are (fully)
localized in the sense that they decay to 0 in all variables x, y. A classical result of [24] says
that such solutions are radially symmetric and radially decreasing with respect to some center
inRN+1. For a large class of nonlinearities, including the nonlinearity in (1.3), it is also known
that the localized positive solution is unique, up to translations, see [11,12,34,35,41,56]. For
general results on the existence and nonexistence of localized positive solutions of (1.1) we
refer the reader to [4]. We note that, by Pohozaev’s identity, equation (1.3) belongs to the
existence class if and only if p < (N + 3)/(N − 1) [4,43].

If no decay constraints are imposed, a variety of positive solutions with rather complex
structure is known to exist, including saddle-shaped and multiple-end solutions [9,15,19,
20,33] or solutions with infinitely many bumps and/or fronts (transitions) formed along
some directions [36,53]. Such a diverse set of solutions is hardly amenable to any general
classification or description. One then naturally tries to understand various smaller classes of
solutions characterized by some specific symmetry, periodicity, or decay properties. Similarly
as in our previous work, [48], in the present paper we are concerned with solutions with
some predetermined structure with respect to the variables x = (x1, . . . , xN ), that is, all but
one variable y. One can think of solutions which are periodic in x1, . . . , xN , localized in
x1, . . . , xN , or a combination of these two structures. The basic question then is: What can
be said about the behavior of such solutions in the remaining variable y?

There is vast literature on solutions which are periodic in all x-variables and in the remain-
ing variable y they exhibit one or multiple homoclinic or heteroclinic transitions between
periodic solutions (see [39,51] and references therein; for related studies of solutions with
symmetries instead of the periodicity in the x variables see [3] and references therein).

There is also a number of results concerning positive solutions u localized in all of the
x-variables:

lim|x |→∞ sup
y∈R

u(x, y) = 0. (1.4)

Any such solution is likely radially symmetric in x about some center in R
N , cp. [8,21,27],

although this has not been proved in the full generality yet. As for the behavior in y, solutions
that are periodic (and nonconstant) in ywere first found in [14] and later, by differentmethods,
in [2,36]. This has been done for a large class of nonlinearities f , including f (u) = −u+u p
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with suitable p > 1. (There is much more to the results in [2,14,36] than the existence
of periodic solutions; for example, certain global branches of such solutions were found in
[2,14].) In [48], we addressed the questionwhether positive solutions which are quasiperiodic
(and not periodic) in y and satisfy (1.4) exist. We proved that this is indeed the case if N ≥ 2
and the nonlinearity f is chosen suitably. Unfortunately, for a reason that we explain below,
the method used in [48] is not applicable in some important specific equations, such as (1.3).
The existence of y-quasiperiodic solutions satisfying (1.4) for such equations is an open
problem which we find very interesting, but will not address here. Note, however, that our
results in the present paper do yield y-quasiperiodic positive solutions of (1.3), albeit they
have a different structure in terms of the behavior in x .

The structure of solutions that we examine in this paper is “midway” between full period-
icity and full decay in x : the solutions are periodic in some of the x-variables and decay in all
the others (this is whywe need to assume N ≥ 2). For definiteness and simplicity of the expo-
sition, we specifically postulate the following condition on u: writing x ′ = (x1, . . . , xN−1),

lim
|x ′|→∞

sup
xN ,y∈R

u(x ′, xN , y) = 0, u is periodic in xN , (1.5)

that is, there is just 1 periodicity variable. Other splits between the decay and periodicity
variables can be treated by our method in a similar way.

We are mainly concerned with the existence of positive solutions satisfying (1.5) which
are quasiperiodic in y. We prove the existence of such solutions for a fairly general class of
equations. Our conditions on f require, in addition to (1.2) and sufficient smoothness, that
the (N − 1)-dimensional problem

�u + f (u) = 0, x ′ ∈ R
N−1, (1.6)

possesses a ground state which is nondegenerate and has Morse index 1. Let us recall the
meaning of these concepts. By a ground state of (1.6) we mean a positive fully localized
solution of (1.6). From [24] we know that any ground state u∗ of (1.6) is radially sym-
metric, possibly after a shift in R

N−1, so we can write u∗ = u∗(r), r = |x ′|. Consider
now the Schrödinger operator A(u∗) = −� − f ′(u∗(r)), viewed as a self-adjoint oper-
ator on L2

rad(R
N−1), the space consisting of all radial L2(RN−1)-functions. Its domain is

H2(RN−1)∩ L2
rad(R

N−1). Since the potential f ′(u∗(r)) has the limit f ′(u∗(∞)) = f ′(0) <

0, the essential spectrum of A(u∗) is contained in [− f ′(0),∞) (cp. [52]). So the condition
f ′(0) < 0 implies that the spectrum in (−∞, 0] consists of a finite number of isolated eigen-
values; these eigenvalues are all simple due to the radial symmetry. We say that the ground
state u∗ is nondegenerate if 0 is not an eigenvalue of A(u∗). TheMorse index of u∗ is defined
as the number of negative eigenvalues of A(u∗). By a well known instability result, theMorse
index of any ground state is always at least one.

The two conditions, the nondegeneracy and theMorse index equal to 1, are usually satisfied
in equations which have a unique ground state, up to translations (see [11,12,34,35,41,56]).
A typical example is equation (1.6) with f (u) = −u + u p if p > 1 is Sobolev-subcritical in
dimension N − 1:

p < (N + 1)/(N − 3)+ =
{

(N + 1)/(N − 3) if N > 3,

∞ if N ∈ {2, 3}.
The subcriticality condition is necessary and sufficient for the existence of a ground state
of (1.6), see [4]. The uniqueness and the other stated properties of the ground state are
proved in [34]. Thus our result applies to equation (1.3) in the subcritical case whenever
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f (u) = −u + u p meets our regularity requirement, which is the case if p is an integer or
if it is large enough. If N = 2, the ground state of the one-dimensional problem (1.6) is
nondegenerate, if it exists, and has Morse index 1 for any f satisfying (1.2). For N > 2 and
general nonlinearities satisfying (1.2), if ground states on R

N−1 exist, it is not necessarily
true that all of them have Morse index 1 (see [13,16,44]). However, under rather general
conditions on f , one can find a ground state with this property as a mountain-pass critical
point of the associated energy functional (see [13,30]). The nondegeneracy condition is not
guaranteed in general either, but it is not difficult to show that it holds “generically” with
respect to f (cp. [14, Section 4]).

Thus, in comparison with our previous results in [48], the theorems of the present paper
apply to a much wider class of nonlinearities f in homogeneous equations (1.1), although,
again, the present results deal with a different class of quasiperiodic solutions than [48].

As in [48], ourmethod of proving the existence of quasiperiodic solutions has its grounding
in our earlier work [46,47]. It builds on spatial dynamics and center manifold techniques for
elliptic equations (see [32] or the origins of this method, and, for example, [10,17,22,23,26,
28,37,38,42,45,59] and references therein for further developments) and KAM-type results
in a finite-differentiability setting. We remark that related results can be found in [54,58],
where quasiperiodic solutions for elliptic equations on the strip in R2 have been found. The
center manifold techniques allow us to relate a class of solutions of the elliptic problem to
solutions of a finite-dimensional Hamiltonian system, where the variable y plays the role of
time. This is an important step before an application of KAM results, as the original elliptic
equation itself is not a well-posed evolution problem when y is viewed as time. Different
approaches to partial differential equations which are ill-posed, from the KAM perspective,
can be found in [18,54].

In general terms, our method consists in the following. We consider equations of the form

�u + uyy + a(x)u + f1(x, u) = 0, (x, y) ∈ R
N × R = R

N+1, (1.7)

where f1(x, u) = u2g(x, u) and all the listed functions are sufficiently smooth. The
Schrödinger operator −(�+ a(x)) considered on a suitable space of functions of x ∈ R

N—
the space reflects the structure of the solutions one looks for, cp. (1.4) or (1.5)—is assumed
to have n ≥ 2 negative eigenvalues, all simple, with the rest of its spectrum located in the
positive half-line. An application of the center-manifold theorem shows that equation (1.7)
admits a class of solutions comprising a finite dimensional manifold. These solutions are in
one-to-one correspondence with solutions of an ordinary differential equation (ODE) onR2n ,
the reduced equation, in which the variable y plays the role of time. The reduced equation has
a Hamiltonian structure and after a sequence of transformations—a Darboux transformation,
a normal form procedure, and action-angle variables—it can be written in a neighborhood
of the origin as a small perturbation of an integrable Hamiltonian system. The main issue in
applying a suitable KAM theorem is then the verification of a nondegeneracy condition for
the integrable Hamiltonian system.

In [48], where we examined solutions localized in all x-variables, we proved that for
suitable nonlinearities f = f (u) all the above requirements are satisfied by the functions
a(x) = f ′(ϕ(x)), f1(x, u) = f (ϕ(x)+u)−a(x)u, where ϕ is a ground state of the equation

�u + f (u) = 0, x ∈ R
N . (1.8)

Thiswaywehaveproved the existence of positive y-quasiperiodic solutions of (1.1) satisfying
(1.4). Now, when a(x) in (1.7) is obtained by the linearization at the ground state, the
assumption that the operator −(� + a(x)) on L2(RN ) has two negative eigenvalues is of
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utmost importance. Equivalently stated, the assumption requires the ground state ϕ to have
Morse index greater than 1. As mentioned above in connection with the (N −1)-dimensional
problem (1.6), for many nonlinearities, including f (u) = u p − u, it is known that no such
ground state can exist. Examples of nonlinearities f for which a ground state of (1.8) has
Morse index greater than 1 do exist, however (see [13,16,44]), and to some of those the results
of [48] apply.

In our present quest, seeking y-quasiperiodic solutions satisfying (1.5), we choose a(x) =
f ′(ϕ(x)) as the linearization at a ground state ϕ of the equation �u + f (u) = 0 in R

N−1,
rather than R

N . Viewing ϕ as a function on R
N constant in xN , we consider the operator

−(� + a(x)) on a suitable space of functions periodic in xN . In this setting, it is relatively
easy, even for f (u) = u p − u, to arrange that −(� + a(x)) has two negative eigenvalues by
means of a suitable scaling. Applying then the general scheme described above, we obtain
a Hamiltonian reduced equation in a form suitable for an application of theorems from the
KAM theory. Here we quickly run into a difficulty, and a major difference from [48]: the
integrable part of this Hamiltonian is necessarily degenerate. This is due to the symmetries
in the problem, regardless of the choice of the nonlinearity f = f (u). To deal with this
difficulty, we use KAM type results for Hamiltonian systems with “external parameters” as
given in [7,29]. It turns out that a scaling parameter which we introduce in (1.1) and which
plays the role of an external parameter in the reduced Hamiltonian gives us enough control
over the linear part of the Hamiltonian for the KAM type results to apply. This new technique
is quite flexible, and it is mainly on that account that we are able to prove our results for a
large class of equations (1.1), including in particular (1.3) for some values of p.

We formulate our main result, Theorem 2.1, on the existence of y-quasiperiodic solutions
satisfying (1.5) in the next section. In the same section, we also state two other new theorems,
Theorem 2.3 and 2.5, concerning elliptic equations with parameters. Section 3 contains the
proof of Theorem 2.3, which after minor modifications also gives the proof of Theorem 2.5.
We will later show how (1.1) can be put in the context of such equations by introducing a
scaling parameter and thus derive Theorem 2.1 from Theorem 2.3 (see Sect. 4).

2 Statement of theMain Results

In this section, we first introduce some terminology and notation, then state our main results.
Given integers n ≥ 2, k ≥ 1, a vector ω = (ω1, . . . , ωn) ∈ R

n is said to be nonresonant
up to order k if

ω · α 	= 0 for all α ∈ Z
n\{0} such that |α| ≤ k. (2.1)

Here |α| = |α1| + · · · + |αn |, and ω · α is the usual dot product. If (2.1) holds for all
k = 1, 2, . . . , we say that ω is nonresonant, or, equivalently, that the numbers ω1, . . . , ωn

are rationally independent.
A function u : (x, y) �→ u(x, y) : RN × R → R is said to be quasiperiodic in y if there

exist an integer n ≥ 2, a nonresonant vector ω∗ = (ω∗
1, . . . , ω

∗
n) ∈ R

n , and an injective
function U defined on T

n (the n-dimensional torus) with values in the space of real-valued
functions on RN such that

u(x, y) = U (ω∗
1 y, . . . , ω

∗
n y)(x) (x ∈ R

N , y ∈ R). (2.2)

The vector ω∗ is called a frequency vector and its components the frequencies of u. Obvi-
ously, there are always countably many frequency vectors of a given quasiperiodic function,
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and translations (in x or in y) of quasiperiodic functions are quasiperiodic with the same
frequencies.

We emphasize that the nonresonance of the frequency vector is a part of our definition. In
particular, a quasiperiodic function is not periodic and, if it has some regularity properties,
its image is dense in an n-dimensional manifold diffeomorphic to Tn .

We formulate the following hypotheses on the function f : R → R.

(S) f ∈ C�(R), for some integer � > 14 + N/2, and f (0) = 0 > f ′(0).
(G) Equation (1.6) has a nondegenerate ground state ϕ of Morse index 1.

It is well known that the decay of ϕ to zero as |x ′| → ∞ is exponential and ϕ is radial
about some center inRN−1 (see [24]). Choosing a suitable translation, wewill always assume
that it is radially symmetric about the origin. We will often view ϕ as a function of x ∈ R

N

independent of the last variable xN .
Our main result reads as follows.

Theorem 2.1 Assume that N ≥ 2 and (S), (G) hold. Then there exists an uncountable family
of positive solutions of equation (1.1) satisfying (1.5) such that each of these solutions is
radially symmetric in x ′, even in xN , and quasiperiodic in y with two (rationally independent)
frequencies. The frequency vectors of these quasiperiodic solutions form an uncountable set
in R

2.

Remark 2.2 (i) Our proof shows that the family of solutions as in Theorem 2.1 can be found
in any given uniform neighborhood of ϕ; see Remark 2.4(iii) below. Note, however, that
we cannot guarantee that all these solutions have the sameperiod in xN ; seeRemark 2.4(ii)
for an explanation of this.

(ii) As mentioned in the introduction, our theorem applies to equation (1.3) if p < (N +
1)/(N − 3)+ is an integer or is sufficiently large. Specifically, if p is not an integer, for
hypothesis (S) to be satisfied it is sufficient that p > 14 + N/2. Note that exponents
p satisfying both relations 14 + N/2 < p < (N + 1)/(N − 3)+ exist only if N ≤ 3.
Integers p > 1 satisfying p < (N + 1)/(N − 3)+ exist if N ≤ 6. We remark that the
smoothness in (S) is just a technical, and by no means optimal, requirement.

Although the values of f (u) for u < 0 are irrelevant for the statement of Theorem 2.1, it
will be convenient to assume that

f (u) > 0 (u < 0). (2.3)

In view of the conditions f (0) = 0 > f ′(0), this can be arranged, without affecting the
smoothness of f , by modifying f in (−∞, 0).

We will show that Theorem 2.1 is a consequence of a more general theorem dealing with
the equation depending on a parameter s ∈ R

d , s ≈ 0:

�u + uyy + a(x; s)u + f1(x, u; s) = 0, x ∈ R
N , y ∈ R. (2.4)

Here f1 is a nonlinearity satisfying

f1(x, 0; s) = ∂

∂u
f1(x, u; s)⏐⏐u=0 = 0 (x ∈ R

N , s ≈ 0), (2.5)

and the functions a, f1 are assumed to be radially symmetric in x ′, and even and 2π-periodic
in xN . To indicate the 2π -periodicity in xN , we usually consider a, f1(·, u) as functions on
R

N−1 × S, with S = R mod 2π . We formulate the precise hypotheses on a, g shortly, after
introducing some notation.
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We denote by Cb(R
N ) the space of all continuous bounded (real-valued) functions on

R
N and by Ck

b (R
N ) the space of functions on R

N with continuous bounded derivatives up
to order k, k ∈ N := {0, 1, 2, . . . }. The spaces Crad,e(R

N−1 × S) and Ck
rad,e(R

N−1 × S)

are the subspaces of Cb(R
N ) and Ck

b (R
N ), respectively, consisting of the functions which

are radially symmetric in x ′, and 2π -periodic and even in xN . When needed, we assume
that Cb(R

N ), Ck
b (R

N ) are equipped with the usual norms and take the induced norms on the
subspaces. For k ∈ N, the spaces L2

rad,e(R
N−1 × S) and Hk

rad,e(R
N−1 × S) are the closed

subspaces of L2(RN−1 × S) and Hk(RN−1 × S), respectively, consisting of all functions
which are radially symmetric in x ′ and even in xN . We assume the standard norms on (the
real spaces) L2(RN−1 × S) and Hk(RN−1 × S)—for example, for v ∈ L2(RN−1 × S), ‖v‖2
is the integral of v2 over RN−1 × (−π, π)—and take the induced norms on the subspaces.

Fix integers n > 1 (for the number of frequencies of quasiperiodicity) and d ≥ n − 1
(for the dimension of the parameter space), and let B be an open neighborhood of the origin
in R

d . We assume that the functions a and f1 satisfy the following hypotheses with some
integers

K > 4n + 1, m >
N

2
. (2.6)

(S1) a(·; s) ∈ Cm+1
rad,e(R

N−1 × S) for each s ∈ B, and the map s ∈ B �→ a(·; s) ∈
Cm+1
rad,e(R

N−1 × S) is of class CK+1.

(S2) f1 ∈ CK+m+4(RN−1 × S ×R× B), and for all ϑ > 0 the function f1 is bounded on
R

N−1×S×[−ϑ, ϑ]×B together with all its partial derivatives up to order K +m+4.
Also, (2.5) holds and f1(x, u; s) is radially symmetric in x ′ and even in xN .

The next hypotheses concern the Schrödinger operator A1(s) := −� − a(x; s) acting on
L2
rad,e(R

N−1 × S) with domain H2
rad,e(R

N−1 × S).

(A1)(a) There exists L < 0 such that

lim sup
|x ′|→∞

a(x ′, xN ; s) ≤ L, uniformly in xN , s.

(A1)(b) For all s ∈ B, A1(s) has exactly n nonpositive eigenvalues,

μ1(s) < μ2(s) < · · · < μn(s),

all of them simple, and μn(s) < 0.

Hypotheses (A1)(a) and (A1)(b) will sometimes be collectively referred to as (A1). Hypoth-
esis (A1)(a) guarantees that for all s the essential spectrum σess(A1(s)) is contained in
[−L,∞) [14,52]. Since −L > 0, hypothesis (S1) and the simplicity of the eigenvalues in
(A1)(b) imply that μ1(s), . . . , μn(s) are CK+1 functions of s (see [31]). This justifies the
use of the derivative in our last hypothesis (ND). Let ω(s) := (ω1(s), . . . , ωn(s))T (so ω(s)
is a column vector), where

ω j (s) :=
√

|μ j (s)|, j = 1, . . . , n. (2.7)

(ND) The n × (d + 1) matrix
[ ∇ω(0) ω(0)

]
has rank n.

We can now state our theorem concerning (2.4).

Theorem 2.3 Suppose that hypotheses (S1), (S2) (with K , m as in (2.6)), (A1), and (ND)
are satisfied. Then there is an uncountable set W ⊂ R

n consisting of rationally independent
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vectors, no two of them being linearly dependent, such that for every (ω̄1, . . . , ω̄n) ∈ W the
following holds: equation (2.4) has for some s ∈ B a solution u such that (1.5) holds, and
u(x, y) is radially symmetric in x ′, even and 2π -periodic in xN , and quasiperiodic in y with
frequencies ω̄1, . . . , ω̄n.

Remark 2.4 (i) Similarly as theorems in [46,47], Theorem 2.3 gives sufficient conditions in
terms of the coefficients and nonlinearities in a given elliptic equation, presently equation
(2.4), for the existence of solutions quasiperiodic in y and satisfying required decay and/or
symmetry conditions in x . The conclusions of the results in [46,47] are in some sense
stronger: they yield uncountably many quasiperiodic solutions for every value of the
parameter in a certain range (which may be required to be small enough). In contrast,
Theorem 2.3 yields quasiperiodic solutions for some values of s ∈ B, possibly leaving
out a large set of other values. On the other hand, the present theorem has a weaker
nondegeneracy condition than the theorems in [46,47]. The nondegeneracy conditions in
[46,47] involve some nonlinear terms (quadratic or cubic) in the equation, whereas our
present nondegeneracy condition, (ND), is a condition on the coefficient a in the linear
part of the equation alone. This makes (ND) much easier to use in applications. Indeed,
while the nondegeneracy conditions involving nonlinear terms are “generic” if the class
of admissible nonlinearities is large enough, their verification in specific equations, such
as the spatially homogeneous equation (1.1), presents a substantial technical hurdle (cp.
[48]). The verification of the present condition (ND) is, in principle, simpler; it amounts to
showing that one has “good enough” control over the eigenvalues of a linearized problem
when parameters are varied.

(ii) When applying Theorem 2.3 in the proof of Theorem 2.1, we introduce a parameter
s ∈ R in (1.1)—so (1.1) can be viewed in the context of (2.4)—by scaling the variables
(x, y). Therefore, the y-quasiperiodic solutions which we find using Theorem 2.3 for
some values of s will in fact yield, after the inverse rescaling, y-quasiperiodic solutions
of the same original equation (1.1) and, due to the properties of the setW , the frequencies
of these quasiperiodic solutions will form an uncountable set. Note, however, that the
rescaling changes the period in xN . This is why we are not able to prescribe the period,
say 2π , for the solutions u in Theorem 2.1, with a fixed nonlinearity f .

(iii) The conclusion of Theorem 2.3 (as well as the conclusion of Theorem 2.5 below)
remains valid if the solutions u are in addition required to be small in the sense that for
an arbitrarily given ε > 0 one has sup(x,y)∈RN+1 |u(x, y)| < ε. This follows from the
proof, where the solutions are found on a local center manifold of (2.4). Accordingly,
for any ε > 0 one can find a solution u as in Theorem 2.1 with the property that
sup(x ′,xN ,y)∈RN+1 |u(x ′, xn, y) − ϕ(x ′)| < ε, where ϕ is the ground state as in (G).

(iv) Evenness with respect to xN can be dropped in the assumptions on a and g, and in the
definition of the domain and the target space of the operator A1(s) = −�−a(x; s) (and
then it has to be dropped in the conclusion of Theorem 2.3). Note, however, that if a, g
are even—as will be the case in an application of Theorem 2.3 below—the eigenvalues
μ2(s), . . . , μn(s) of the operator −� − a(x; s) may be simple in the space of even
functions but not in the full space. Similarly, it is possible to drop the assumption of
radial symmetry in x ′, but the simplicity of the eigenvalues may fail to hold in the full
space.

(v) A nondegeneracy condition of the same form as (ND) appears in Scheurle’s paper
[55] on bifurcations of quasiperiodic solutions in analytic reversible ODEs. He used
techniques similar to [55] in the paper [54], already mentioned in the introduction, on
(analytic) elliptic equations on the strip {(x, y) : x ∈ (0, 1), y ∈ R} .
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The localized-periodic setting in which we consider equation (2.4) reflects our goal to
study solutions satisfying (1.5). However, our present techniques can be used in other settings;
for example, one can consider a different split between periodicity and decay variables in
x1, . . . , xN . Straightforward, mostly notational, modifications of the arguments below apply
in any such setting. As an illustration, we formulate a theorem analogous to Theorem 2.3 in
but one different setting: the symmetry and decay (and no periodicity) in all variables x .

We need the following spaces: Crad(R
N ), Ck

rad(R
N ) consist of all radially symmetric

functions in Cb(R
N ) and Ck

b (R
N ), respectively; L2

rad(R
N ) is the space of all radial L2(RN )-

functions, and for k ∈ N, Hk
rad(R

N ) := Hk(RN ) ∩ L2
rad(R

N ) is the space of all radial
Hk(RN )-functions.

Theorem 2.5 Let K and m be as in (2.6). Assume that hypotheses (S1), (S2), (A1), (ND) are
satisfied with Cm+1

rad,e(R
N−1 × S) replaced by Cm+1

rad (RN ), CK+m+4(RN−1 × S ×R× B) by

CK+m+4(RN ×R×B), L2
rad,e(R

N−1×S) by L2
rad(R

N ), and H2
rad,e(R

N−1×S) by H2
rad(R

N );
and the last assumption in (S2) (radial symmetry in x ′ and periodicity in xn) replaced by
the assumption that f1 is radially symmetric in x. Then there is an uncountable set W ⊂ R

n

consisting of rationally independent vectors, no two of them being linearly dependent, such
that for every (ω̄1, . . . , ω̄n) ∈ W the following holds: equation (2.4) has for some s ∈ B a
solution u such that (1.4) holds, and u(x, y) is radially symmetric in x and quasiperiodic in
y with frequencies ω̄1, . . . , ω̄n.

For the proof of this theorem, one just needs to make obvious changes in the proof of
Theorem 2.3 consistingmostly of replacements of the underlying spaces as in the formulation
of the theorem.

Remark 2.6 If one considers periodicity in two or more variables (say, (x1, . . . , x j )), the
dependence of a and f1 on those variables may also impose some additional restrictions on
the setting, for instance, if a1 and f do not depend on (x1, . . . , x j ), then the corresponding
periods must be chosen suitably to keep the simplicity of the eigenvalues of −� − a(x; s).

3 Proof of Theorem 2.3

We use the notation introduced in the previous section and assume hypotheses (S1), (S2),
(A1), (ND) to be satisfied. Let Bδ := {s ∈ R

d : |s| < δ}, where we take δ > 0 so that
Bδ ⊂ B (below we will make δ > 0 smaller several times).

For s ∈ Bδ and j = 1, . . . , n, we denote by ϕ j (·; s) an eigenfunction of the operator
A1(s) associated with the eigenvalue μ j (s) normalized in the L2-norm. For the principal
eigenfunction ϕ1(·; s), we may assume that it is positive which determines it uniquely, and
it is then of class CK+1 as a H2

rad,e(R
N−1 × S)-valued function of s (see [31]). The same

applies to ϕ j (·; s), provided it is chosen suitably (the normalization determines it uniquely
up to a sign). Since μ1(s) < · · · < μn(s) are simple isolated eigenvalues of A1(s), the
eigenfunctions ϕ1(·; s), . . . , ϕn(·; s) have exponential decay as |x ′| → ∞ [1,52].

Since the essential spectrum of A1(s) is contained in [−L,∞), the eigenvalues in
(−∞,−L) are isolated in σ(A1(s)) and hypotheses (A1)(a), (A1)(b) imply that there is
γ > 0 such that (0, γ ) ∩ σ(A1(s)) = ∅ for all s ∈ Bδ .

Hypotheses (S1), (S2), (A1)(a), (A2)(b), (NR) are analogous to some hypotheses in our
previous papers [46,47]. In those papers we mainly focused on solutions which are radially
symmetric and decaying in all variables x and, accordingly, the assumptions on the functions
a, f1 involved radial symmetry in x . In the present setting, we assume radial symmetry in
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x ′ and periodicity in xN . As noted in [46, Remark 2.1(v)], [47, Remark 2.1(ii)], the general
technical results from [46,47] apply in the present setting with straightforward modifications
of the proofs. In the next subsection, we recall the needed results from [46,47].

3.1 Center Manifold and the Structure of the Reduced Equation

Here we essentially just reproduce Section 3 of [47] (which in turn is an extension of results
in Sections 3 and 4 of [46]) with minor adjustments in the notation on the account of the
present periodicity-decay setting. The fact that s ∈ Bδ ⊂ R

d , whereas in [47] we had
s ∈ (−δ, δ) ⊂ R, makes no nontrivial difference in the proofs.

We begin with the center manifold reduction. For that we first write equation (2.4) in an
abstract form, using the spaces X := Hm+1

rad,e (R
N−1 × S) × Hm

rad,e(R
N−1 × S), and Z :=

Hm+2
rad,e (RN−1 × S) × Hm+1

rad,e (R
N−1 × S). Let f1 be as in (2.5). Its Nemytskii operator f̃ :

Hm+2
rad,e (RN−1 × S) × Bδ → Hm+1

rad,e (R
N−1 × S) is given by

f̃ (u; s)(x) = f1(x, u(x); s),
and it a well defined map of class CK+1 (see [46, Theorem A.1(b)]). The abstract form of
(2.4) is

du1
dy

= u2,

du2
dy

= A1(s)u1 − f̃ (u1; s).
(3.1)

We rewrite this further as

du

dy
= A(s)u + R(u; s), (3.2)

where u = (u1, u2)T ,

A(s)u = (u2, A1(s)u1)
T ,

R(u; s) = (0, f̃ (u1; s))T .
(3.3)

Here, for each s ∈ Bδ , A(s) is considered as an operator on X with domain D(A(s)) = Z ,
and R as a CK+1-map from Z × Bδ to Z . The notion of a solution of (3.2) on an interval I
is as in [28,59]: it is a function in C1(I, X) ∩ C(I, Z) satisfying (3.2).

Recall that ϕ j (·; s), j = 1, . . . , n, are the eigenfunctions of A1(s) := −� − a(x; s)
corresponding to the eigenvalues μ1(s), . . . , μn(s), and they have been chosen so that they
are of class CK+1 as H2

rad,e(R
N−1 × S)-valued functions of s. By elliptic regularity, for

j = 1, . . . , n, ϕ j (·; s) ∈ Hm+2
rad,e (RN−1 × S) and it is of class CK+1 as a Hm+2

rad,e (RN−1 × S)-
valued function of s. Define the space

Xc(s) := {
(h, h̃)T : h, h̃ ∈ span{ϕ1(·; s), . . . , ϕn(·; s)}

} ⊂ Z ,

the orthogonal projection operator

�(s) : L2
rad,e(R

N−1 × S) → span{ϕ1(·; s), . . . , ϕn(·; s)},
and let Pc(s) : X → Xc(s) be given by Pc(s)(v1, v2) = (�(s)v1,�(s)v2). As shown in [46,
Section 3.2], Pc(s) is the spectral projection for the operator A(s) associated with the spectral
set {±iω j (s) : j = 1, . . . , n} (with ω j (s) as in (2.7))—the spectrum of A(s) is the union of
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this set and a set which is at a positive distance from the imaginary axis. The smoothness of
the maps s �→ ϕ j (·; s) implies that s �→ Pc(s) is of class CK+1 as anL (X , Z)-valued map
on Bδ .

Also define Ph(s) = IX − Pc(s), IX being the identity map on X , and, for j = 1, . . . , n,

ψ j (·; s) = (ϕ j (·; s), 0)T , ζ j (·; s) = (0, ϕ j (·; s))T . (3.4)

A basis of Xc(s) is given by

B(s) := {ψ1(·; s), . . . , ψn(·; s), ζ1(·; s), . . . , ζn(·; s)}.
For z ∈ Xc(s), we denote by {z}B the coordinates of z with respect to the basisB(s). Denote
further

ψ(s) := (ψ1(·; s), . . . , ψn(·; s)),
ζ(s) := (ζ1(·; s), . . . , ζn(·; s)). (3.5)

The following result is a part of [47, Proposition 3.1], adjusted to the present setting.

Proposition 3.1 Using the above notation, the following statement is valid, possibly after
making δ > 0 smaller. There exist a map σ : (ξ, η; s) ∈ R

2n × Bδ �→ σ(ξ, η; s) ∈ Z of
class CK+1 and a neighborhood N of 0 in Z such that for each s ∈ Bδ one has

σ(ξ, η; s) ∈ Ph(s)Z ((ξ, η) ∈ R
2n), (3.6)

σ(0, 0; s) = 0, D(ξ,η)σ (0, 0; s) = 0, (3.7)

and the manifold

Wc(s) = {ξ · ψ(s) + η · ζ(s) + σ(ξ, η; s) : (ξ, η) = (ξ1, . . . , ξn, η1, . . . , ηn) ∈ R
2n} ⊂ Z

has the following properties:

(a) If u(y) is a solution of (3.1) on I = R and u(y) ∈ N for all y ∈ R, then u(y) ∈ Wc(s)
for all y ∈ R; that is, Wc(s) contains the trajectory of each solution of (3.1) which stays
in N for all y ∈ R.

(b) If z : R → Xc(s) is a solution of the equation

dz

dy
= A(s)

∣∣
Xc(s)

z + Pc(s)R(z + σ({z}B ; s); s) (3.8)

on some interval I, and u(y) := z(y) + σ({z(y)}B ; s) ∈ N for all y ∈ I, then
u : I → Z is a solution of (3.1) on I.

In the sequel, Wc(s) is called the center manifold and equation (3.8) the reduced equation.
Next, we examine the Hamiltonian structure of the reduced equation. For (u, v) ∈ Z and

any fixed s ∈ Bδ , let

H(u, v) =
∫
RN−1×S

(−1

2
|∇u(x)|2 + 1

2
a(x; s)u2(x) + F(x, u(x); s) + 1

2
v2(x)

)
dx,

(3.9)

where

F(x, u; s) =
∫ u

0
f1(x, ϑ; s)dϑ.

Equation (3.1) has a formal Hamiltonian structure with respect to the functional H and this
structure is inherited in a certain way by the reduced equation. More specifically, denoting
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by � the composition of the maps (ξ, η) → σ(ξ, η; s) : R
2n → Z and H : Z → R,

(3.8) is the Hamiltonian system with respect to the Hamiltonian � and a certain symplectic
structure defined in a neighborhood of (0, 0) ∈ R

2n . This is a consequence of general
results of [37]; in [46] we gave a proof, with some additional useful information, using
direct explicit computations. We have then transformed the system by performing several
coordinate changes. By the first one, we achieve that, near the origin, in the new coordinates
(ξ ′, η′) the system is Hamiltonian with respect to (the transformed Hamiltonian) and the
standard symplectic form onR2n ,

∑
i ξ

′
i ∧η′

i . The existence of such a local transformation is
guaranteed by the Darboux theorem, but in [46] we took some care to keep track of how the
symplectic structure and the Darboux transformation depend on the parameters. We showed
in particular that the Darboux transformation can be chosen as aCK map in ξ , η, and s, which
is the sum of the identity map on R

2n and terms of order O(|(ξ, η)|3). In the coordinates
(ξ ′, η′) resulting from such a transformation, the Hamiltonian takes the following form for
(ξ ′, η′) ≈ (0, 0):

�(ξ ′, η′; s) = 1

2

n∑
j=1

(−μ j (s)(ξ
′
j )
2 + (η′

j )
2) + �′(ξ ′, η′; s). (3.10)

Here, μ j (s) are the negative eigenvalues of A1(s), as above, and �′ is a function of class
CK in all its arguments and of order O(|(ξ ′, η′)|3) as (ξ ′, η′) → (0, 0). We remark that the
formulas given for � in [46,47] are a bit longer, specifying in particular the cubic terms of
�, but those more precise expressions are not needed here.

We now make a canonical (that is, symplectic form preserving) linear transformation
defined by

ξ ′
j = 1√

ω j (s)
ξ j , η′

j =
√

ω j (s) η j ( j = 1, . . . , n), (3.11)

where ω j (s) := √|μ j (s)|, j = 1, . . . , n, are as in (2.7). (The coordinates ξ and η used here
are not the same coordinates as in Proposition 3.1.) This transformation puts the quadratic
part of � in the “normal form:” in the coordinates (ξ, η),

�(ξ, η; s) := 1

2

n∑
j=1

ω j (s)(ξ
2
j + η2j ) + �̂(ξ, η; s), (3.12)

where �̂ is a function of class CK and of order O(|(ξ, η)|3) as (ξ, η) → (0, 0).
Later, we will also use the action-angle variables J = (J1, . . . , Jn) ∈ R

n , θ =
(θ1, . . . , θn) ∈ T

n . They are defined by

(ξ j , η j ) = √
2J j (cos θ j , sin θ j ) (3.13)

in regions where J j = (ξ̄2j + η̄2j )/2 > 0 for all j ∈ {1, . . . , n}. In these coordinates, the
Hamiltonian � in (3.12) takes the form

�(θ, J ; s) = ω(s) · J + �̂(θ, J ; s) (3.14)

(with the usual abuse of notation: �̂(θ, J ; s) actually stands for �(ξ(θ, J ), η(θ, J ); s)).
The change of coordinates from (ξ j , η j ) to (θ, J ) is also canonical. In particular, in these
coordinates the reduced equation reads as follows:

θ̇ = ∇J�(θ, J ; s),
J̇ = −∇θ�(θ, J ; s). (3.15)
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The above Hamiltonian structure is the structure we use below in the proof of Theo-
rem 2.3. We remark that another structure we could use instead is the reversibility of (3.1): if
(u1(x, y), u2(x, y)) a solution, so is (u1(x,−y),−u2(x,−y))). This reversibility structure
is also inherited by the reduced equation (see [28,37]).More specifically, writing the equation
as an ODE onR2n , there is a transformation D onR2n such that D2 is the identity map onR2n

and D anticommutes with the right-hand side of the ODE. (See Remark 3.5 for additional
comments on the reversibility structure).

3.2 KAM-Type Results for Systems with Parameters and Completion of the Proof of
Theorem 2.3

To prove Theorem 2.3, we apply a KAM-type result from [7,29] to the reduced Hamiltonian
(3.14). To recall that result, consider, for some positive integers n and d , a Hamiltonian
H : Tn × � × B → R given by

H(θ, I ; s) = H0(I ; s) + H1(θ, I ; s), (3.16)

where T
n = R

n/(2πZn) is the n-dimensional torus (so H1(θ, I ; s) is 2π-periodic in
θ1, . . . , θn), and �, B are bounded domains in R

n , Rd , respectively; s ∈ B acts as a param-
eter. We assume that H0 is (real) analytic on � × B and H1 : Tn × � × B → R is of class
Ck for some k ≥ 2.

The Hamiltonian system corresponding to H is

θ̇ = ∇I H(θ, I ; s),
İ = −∇θ H(θ, I ; s), (3.17)

and the one corresponding to H0,

θ̇ = ∇I H
0(I ; s),

İ = 0.
(3.18)

We denote by ω∗ the frequency map of H0:

(I ; s) �→ ω∗(I ; s) := (∇I H
0(I ; s))T : � × B → R

n . (3.19)

Here and below we view the gradient as a row vector, so ω∗(I ; s) is a column vector.
For each s ∈ B, the system (3.18) is completely integrable. Its state space is covered by

invariant tori Tn ×{I0}, I0 ∈ �, and any such torus is filled with trajectories of quasiperiodic
solutions whenever the vector ω∗(I0; s) is nonresonant. As usual, for the persistence of
some of these quasiperiodic tori under the perturbation in (3.16), we introduce a class of
Diophantine frequencies. A vector ω ∈ R

n is said to be κ, ν-Diophantine, for some κ > 0
and ν > n − 1, if

|ω · α| ≥ κ|α|−ν (α ∈ Z
n\{0}). (3.20)

Fixing ν > n − 1 arbitrarily, for any nonempty bounded open set V ⊂ R
n and κ > 0, we

define

Vκ := {ω ∈ V : dist(ω, ∂V ) ≥ κ and ω is κ, ν-Diophantine}. (3.21)

It is well known that for small κ > 0 the Lebesgue measure, |Vκ |, of Vκ is positive; in fact,
|V \Vκ | → 0 as κ ↘ 0.
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As a nondegeneracy assumption, we shall require the frequency map

ω∗(I , s) = (ω∗
1(I , s), . . . , ω

∗
n(I , s))

T

to have surjective derivative:

(NDsI) The n × (n + d) matrix

∇I ,sω
∗(I , s) =

⎡
⎢⎣

∇I ,sω
∗
1(I , s)
...

∇I ,sω
∗
n(I , s)

⎤
⎥⎦

has rank n for all (I , s) ∈ � × B.

Note that this assumption implies that the range of ω∗, V = ω∗(� × B), is an open set in
R
n .
The perturbation term H1 will be assumed to have a sufficiently small norm Ck-norm

‖H1‖Ck (Tn×�×B) which stands for the smallest upper bound, over Tn × � × B, on the
moduli of all derivatives of H1 of orders 0 through k.

Theorem 3.2 Let H0, ω∗ be as above and V := ω∗(� × B). Assume that (NDsI) holds
and let ν > n − 1 be fixed. If k0 = k0(ν) is a sufficiently large integer, then the following
statement holds. For every κ > 0 there is ϑ > 0 such that for an arbitrary Ck-map H1 :
T
n × � × B → R with k ≥ k0 and ‖H1‖Ck (Tn×�×B) < ϑ the Hamiltonian H0 + H1 has

the following property. There is a C1 map

� : Tn × � × B → T
n × R

n × R
d

of the form

�(θ, I , s) = (T (θ, I , s), ϒ(I , s)), T (θ, I , s) ∈ T
n × R

n, ϒ(I , s) ∈ R
d , (3.22)

which is a near-identity diffeomorphism onto its image and such that for any (I0, s0) ∈ T
n×�

with ω∗(I0, s0) ∈ Vκ the manifold

T̃(I0,s0) := {T (θ, I0, s0) : θ ∈ T
n} (3.23)

is invariant under the flow of (3.17) with s = ϒ(I0, s0) and the solution of (3.17) with
the initial condition T (θ0, ω

∗(I0, s0)), θ0 ∈ T
n, is given by T (θ0 + ω∗(I0, s0)t, ω∗(I0, s0)),

t ∈ R.

This is a special case of a theorem from [7]: see Corollary 5.1 and Section 5c in [7] for
a version of the theorem for analytic Hamiltonians; the adjustments needed in the proof
for finitely differentiable Hamiltonians are indicated in the appendix of [7] (see also [29];
statements of the theorem and related results can also be found in [5,57]). The theorem is an
extension of a result of [49] for a Hamiltonian without parameters (that is, d = 0), in which
case condition (NDsI) is the same as the Kolmogorov nondegeneracy condition.

Remark 3.3 (i) By saying that � is a near-identity diffeomorphism we mean that the C1

norm of the difference of � and the identity on T
n × � × B is less than 1. One can

additionally say that the norm becomes arbitrarily small as ϑ → 0.
(ii) Since Vκ consists of nonresonant vectors, the solution

t �→ T (θ0 + ω∗(I0, s0)t, ω∗(I0, s0))

is quasiperiodic with the frequency vector ω∗(I0, s0). The set of the frequencies of these
solutions, Vκ , has positive measure if κ is sufficiently small.
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(iii) Specific estimates as to how large k0 = k0(τ ) has to be are available. As noted in [7,
Appendix], a sufficient but not optimal condition is k0 > 4ν + 2. Thus, if a regularity
class Ck with k > 4n − 2 is given upfront, one can always pick k0 ≤ k and ν > n − 1 so
that k0 > 4ν + 2 and then Theorem 3.2 applies with such choices of ν and k0. We also
remark that the diffeomorphism � is more regular than C1 and its smoothness increases
with k (see [49] for more precise differentiability assumptions on the Hamiltonian and
the corresponding regularity properties of the map T in the case d = 0).

In our application of Theorem 3.2, we consider a Hamiltonian G : Tn × � × B → R

given by

G(θ, I ; s) = ω(s) · I + G1(θ, I ; s), (3.24)

where s �→ ω(s) : B → R
n is a C1 map satisfying the following condition.

(NDs) The n × (d + 1) matrix

[ ∇ω(s) ω(s) ]

has rank n for all s ∈ B.

Note that this is the type of condition satisfied locally by the frequencies in our elliptic
problem, see condition (ND) in Sect. 2.

We will take the linear function G0(I ; s) = ω(s) · I as the unperturbed integrable Hamil-
tonian and view G1 as a small Ck perturbation. We relate the Hamiltonians G and H—and
conditions (NDs) and (NDsI)—in the following lemma. In the simplest case, when s �→ ω(s)
is analytic and ∇ω(s) alone has rank n, we can simply take H0 = G0. This leads to a very
similar setup, with the frequencies serving as parameters, as in [50] where a parametrization
by frequencies is used in the proof of a classical KAM theorem (see also [40] for an earlier use
of a “parametrization” technique). In other cases, some “tricks” will be used to accommodate
G0 in the setting of Theorem 3.2.

Lemma 3.4 Fix ν > n − 1 and let k0 = k0(ν) be as in Theorem 3.2. Given any k ≥ k0,
assume that s �→ ω(s) : B → R

n is a Ck map satisfying (NDs). Then there is ϑ > 0
such that for an arbitrary Ck-map G1 : Tn × � × B → R with ‖G1‖Ck (Tn×�×B) < ϑ the
Hamiltonian G := G0+G1 has the following property. There is an uncountable set W ⊂ R

n

consisting of rationally independent vectors, no two of them being linearly dependent, such
that for every ω̄ ∈ W the Hamiltonian system

θ̇ = ∇I G(θ, I ; s),
İ = −∇θG(θ, I ; s) (3.25)

has for some s ∈ B a quasiperiodic solution of the form Ts(ω̄t), t ∈ R, where Ts : Tn →
T
n × � is a C1 imbedding of the torus Tn.

Proof First assume that ∇ω(s) has rank n for all s ∈ B and s �→ ω(s) is analytic. Taking
H0(I ; s) := G0(I ; s) = ω(s) · I for all I ∈ �, s ∈ B, we immediately see that condition
(NDsI) is satisfied with ω∗(I , s) = ω(s) (cp. (3.19)). Let V be the image of B under the
map s → ω(s). This is an open set in R

n , hence for κ > 0 small enough, the set Vκ has
positive measure. Fix such κ and let ϑ = ϑ(κ) be as in Theorem 3.2. We claim that the
conclusion of Lemma 3.4 holds with this ϑ . Indeed, if G1 satisfies the smallness condition,
then Theorem 3.2 with H1 = G1 tells us that the conclusion of Lemma 3.4 regarding (3.25)
holds for any ω̄ ∈ Vκ : we simply choose s0 with ω(s0) = ω̄ and then, with an arbitrary
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I0 ∈ �, take s = ϒ(s0, I0) and define Ts := T (·, I0, s0). So to complete the proof in
the present case, we just need find an uncountable subset W of Vκ such no two vectors of
W are linearly dependent. Such a set exists because, as Vκ has positive measure, there are
uncountably many lines through the origin that intersect Vκ . Thus, we can pick a unique
vector from Vκ in any such line to form the set W .

Next, still assuming that ∇ω(s) has rank n, we remove the analyticity assumption: ω(s)
is now of classCk . We make, without loss of generality, a simplifying assumption that d = n
and ω is a diffeomorphism of B onto its image V . This can always be achieved by replacing
B by a small neighborhood of some arbitrarily fixed s0 ∈ B and dropping some “disposable”
parameters. More precisely, relabeling the parameters s1, . . . , sd , we may assume that the
matrix [

∂s1ω(s) . . . ∂snω(s)
]

has rank n for all s ≈ s0. Then, if d > n, we consider only those s ∈ B whose last
d − n components, sn+1, . . . , sd , are fixed and equal to the last d − n components of s0.
Accordingly, we replace B by a neighborhood B̃ of s0 in the corresponding n-dimensional
affine space. With the number of parameters equal to n, the rank condition implies that ω

is a diffeomorphism, possibly after the neighborhood B̃ of s0 is made smaller. Of course,
proving the statement of the lemma with B replaced by the smaller set B̃ trivially implies
the original statement.

The assumption that ω : B → V is a diffeomorphism allows us to reparameterize the
problem, using the frequency vectors as parameters, in such a way that the linear integrable
part becomes analytic in the parameters. For that we denote by υ : V → B the inverse to
ω(s); this is a Ck map. Let again κ > 0 be so small that Vκ has positive measure. Clearly,
Theorem 3.2 applies to the integrable Hamiltonian H0(I , ω̄) := ω̄ · I , I ∈ �, ω̄ ∈ V , and
the perturbation H1(θ, I , ω̄) := G1(θ, I , υ(ω̄)), provided G1 : T

n × � × B → R has
sufficiently small Ck-norm. This implies the conclusion of Lemma 3.4 (we choose a subset
W ⊂ Vκ with the required properties as in the first part of the proof). Thus Lemma 3.4 is
proved in the case that ∇ω(s) has rank n.

Finally, we take on the case of the rank of ∇ω(s) being less than n; by (NDs), the rank
has to be equal to n− 1, with the vector ω(s) outside the range of ∇ω(s) for each s ∈ B. We
introduce an extra real parameter β ≈ 1, so the parameter set becomes B × (1 − ε, 1 + ε)

for a small ε > 0. Consider the linear integrable Hamiltonian G̃0(I ; s, β) := βω(s) · I and
the perturbation G̃1(I , θ; s, β) := βG1(θ, I , s). Due to (NDs), the gradient matrix

∇s,β(βω(s)) = [ β∇sω(s) ω(s) ]

has rank n for all (s, β) ∈ B × (1 − ε, 1 + ε) if ε > 0 is small enough, which we will
henceforth assume.

Thus, the part of the statement of Lemma 3.4 already proved above applies to G̃0, G̃1,
provided G1 : Tn × � × B → R has sufficiently small Ck-norm. This yields a set W̃ ⊂ R

n

consisting of rationally independent vectors, no two of them being linearly dependent, such
that for every ω̄ ∈ W̃ the Hamiltonian system

θ̇ = β∇I G(θ, I ; s),
İ = −β∇θG(θ, I ; s), (3.26)

has for some s ∈ B, β ∈ (1 − ε, 1 + ε) a quasiperiodic solution with frequency vector ω̄.
Noting that (3.26) is just (3.25) with rescaled time, we get the desired conclusion for (3.25)
with a setW obtained from W̃ bymultiplying each element ω̄ ∈ W̃ by a scalarβ = β(ω̄) ≈ 1.
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The vectors obtained this way are mutually distinct, due to the properties of W̃ , so W is still
uncountable, and the pairwise linear independence is obviously preserved aswell. The lemma
is proved. ��

We remark that for the matrix ∇ω(s) to have rank n, we would need d ≥ n. Hypothesis
(NDs), on the other hand, only requires d ≥ n − 1, which “saves” us one parameter.

We are now ready to complete the proof of Theorem 2.3.

Proof (Proof of Theorem 2.3) We return to the Hamiltonian of the reduced equation (see
(3.12) and (3.14)). In the coordinates (ξ, η),

�(ξ, η; s) := 1

2

n∑
j=1

ω j (s)(ξ
2
j + η2j ) + �̂(ξ, η; s), (3.27)

and in the action-angle variables J = (J1, . . . , Jn) ∈ R
n , θ = (θ1, . . . , θn) ∈ T

n (cp. (3.13)),

�(θ, J ; s) = ω(s) · J + �̂(θ, J ; s). (3.28)

Here, J is taken near the origin and such that J j > 0 for all j ∈ {1, . . . , n}, and s ∈ Bδ ⊂ R
d ,

for some δ > 0.
Recall that �̂(ξ, η; s) is of class CK on a neighborhood of the origin in R

2n × R
d and

of order O(|(ξ, η)|3) as (ξ, η) → (0, 0). Therefore, by Taylor’s theorem, �̂(ξ, η; s) can be
written as the sum of finitely many terms, each of them being the product of a degree-three
monomial in ξ, η and a CK−3 function of ξ , η, s. The function �̂(θ, J ; s) is obtained from
this sum by substituting

(ξ j , η j ) = √
2J j (cos θ j , sin θ j ) ( j = 1, . . . , n)

(which introduces some singular behavior in the derivatives of �̂(θ, J ; s) as J → 0). In
these action-angle variables, �̂ is of order O(|J |3/2) as |J | → 0.

Recall also that ω(s) ∈ R
n is as in (2.7) and it is of class CK+1 as a function of s.

Fix constants k0 ≤ K − 3 and ν > n − 1, k0 being an integer, such that k0 > 4ν + 2.
This is possible due to (2.6). According to Remark 3.3(iii), Theorem 3.2 applies with these
choices of ν and k0. We introduce the scaling J = ε I with ε ∈ (0, 1), I ∈ �, where

� := {I ∈ R
n : q ≤ I j ≤ 2q ( j = 1, . . . , n)} (3.29)

and q is some positive constant, which we fix for the rest of the proof. Now define G0, G1

on T
n × � × Bδ by

G0(I ; s) := ω(s) · I ,
G1(θ, I ; s) := 1

ε
�̂(θ, ε I ; s), (3.30)

which is legitimate for all sufficiently small ε > 0 (below we will make an additional
smallness requirement on ε). We set G := G0 + G1.

Observe that G(θ, I ; s) = �(θ, ε I ; s)/ε, which is the right Hamiltonian for the rescaled
reduced equation (3.15): the Hamiltonian system corresponding to the Hamiltonian G in the
standard symplectic form is the same as the system obtained from (3.15) after the substitution
J = ε I (and it is of course the same as the Hamiltonian system of � with respect to the
transformed symplectic form corresponding to the noncanonical coordinate transformation
(I , θ) = (ε J , θ)).
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We are now going to apply Lemma 3.4 to the Hamiltonian G = G0 + G1, with ε > 0
sufficiently small. Take k := K − 3 ≥ k0. The smoothness hypotheses of Lemma 3.4 on
s → ω(s) andG1 are then satisfied.Hypothesis (NDs) is verified, possibly after δ > 0 ismade
smaller, due to hypothesis (ND) in Sect. 2. It remains to verify that the smallness requirement
onG1 is met if ε > 0 is small enough. Consider any derivative Dα�̂(θ, J ; s) of order at most
k. Here α is a multiindex in N2n+d . We denote by αJ the total number of derivatives in Dα�̂

taken with respect to the J -variables. Using our previous observations on the asymptotic
behavior of �̂ as J → 0 and taking into account the maximal singularity possibly introduced
by differentiating one of the roots J 1/21 , . . . , J 1/2n , we obtain that Dα�̂(θ, J ; s) is of order
|J |3/2−αJ as |J | → 0. Therefore, taking the corresponding derivative Dα in the variables
(θ, I ; s), we discover that for some constant Cα

|Dα
θ,I ;sG

1(θ, I ; s)| = 1

ε
εαJ |Dα

θ,J ;s�̂(θ, ε I ; s)| ≤ Cαε1/2 ((θ, I , s) ∈ T
n × � × Bδ).

This implies that if ε > 0 is sufficiently small, the condition ‖G1‖Ck (Tn×�×B) < ϑ of
Lemma 3.4 is satisfied.

Having verified all the hypotheses, and fixing a small enough ε > 0, we obtain that the
system (3.25) has quasiperiodic solutions with frequencies covering the set W , as stated in
Lemma 3.4. The trajectories of these solutions are contained in T

n × �. Undoing the ε-
scaling, we obtain quasiperiodic solutions of the reduced equation (3.15) whose trajectories
are contained in Tn × ε�. If so desired, we can adjust ε > 0 to guarantee that the trajectories
are contained in any given neighborhood of Tn × {0}.

We now reverse the transformations made in Sect. 3.1, namely, the passage to the action-
angle variables, transformation (3.11), and the Darboux transformation, to get back to the
reduced equation (3.8). This yields quasiperiodic solutions of (3.8), for the same values of s
as in (3.25), whose frequencies vectors cover the same setW . Moreover, we can assume that
the trajectories of these solutions are all contained in a small neighborhood of the origin (we
may need to adjust ε > 0 for this, as noted above). In particular, if z is any of these solutions,
then z(y) ∈ N for all y ∈ R, N being the neighborhood of 0 ∈ Z from Proposition 3.1.
Then, by Proposition 3.1(b),

U (y) = (U1(y),U2(y))
T = z(y) + σ({z(y)}B ; s) ∈ Z

is a solution of system (3.1). Letting

u(x, y) = U1(y)(x), (3.31)

we obtain a solution of (2.4). This solution is quasiperiodic in y, 2π-periodic and even in
xN , and radially symmetric in x ′ (the periodicity and symmetry come from the definition
of the space Z ). The frequencies of the solutions obtained this way still cover the same
set W , which has the properties required in Theorem 2.3. It remains to show that each
solution u(x, y) obtained this way decays to 0 as |x ′| → ∞, uniformly in xN and y. This
is a direct consequence of the fact that the set {u(·, y) : y ∈ R} is contained in a compact
set—continuous image of a torus—in Hm+2

rad,e (RN−1 × S), with m > N/2. ��
Remark 3.5 As noted at the end of Sect. 3.1, the reduced equation is reversible and this
structure can be used instead of the Hamiltonian structure in the proof of Theorem 2.3.
Theorems for reversible systems analogous to Theorem 3.2 can be found in [5,6,57], for
example, and a result analogous to our Lemma 3.4 can be derived from those. For analytic
reversible systems, Scheurle has proved the existence of quasiperiodic solutions under the
same nondegeneracy condition as (NDs), see [55].
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4 Proof of Theorem 2.1

Assume the hypotheses of Theorem 2.1 to be satisfied. We derive the conclusion of the
theorem from Theorem 2.3 with n := 2, K := 10 > 4n + 1, m := � − 14 > N/2, with � as
in hypothesis (S). Note that f is of class CK+m+4.

To put equation (1.1) in the form (2.4), we linearize a rescaled equation (1.1) about a
ground state. Here we initially follow [14]. Let ϕ be a (radially symmetric) ground state of
(1.6), as in hypothesis (G). As assumed in (G), the operator −� − f ′(ϕ(x ′)) considered
on L2

rad(R
N−1) with domain H2

rad(R
N−1) has exactly one nonpositive eigenvalue, further

denoted byμ0, and this eigenvalue is negative and simple. For λ > 0 set ϕλ(x ′) := ϕ(
√

λx ′).
This is a ground state of the rescaled equation

�u + λ f (u) = 0, x ′ ∈ R
N−1. (4.1)

In the following, we view ϕλ as a function of x ∈ R
N , independent of xN . Set

aλ(x) := λ f ′(ϕλ(x)).

We examine the Schrödinger operator Aλ := −� − aλ(x) acting on L2
rad,e(R

N−1 × S) with

domain H2
rad,e(R

N−1 × S). The function aλ has the limit λ f ′(0) as |x ′| → ∞, which is
negative due to hypothesis (S). As noted in Sect. 2, this implies that the essential spectrum of
Aλ is contained in [−λ f ′(0),∞). Scaling and separation of variables show, as in [14], that
the following statements hold. The principal (minimal) eigenvalue of Aλ is λμ0 < 0 with
eigenfunction independent of xN , and it is a simple eigenvalue. If λ is greater than but close
to −1/μ0 > 0, then the second eigenvalue is λμ0 + 1 < 0 with eigenfunction of the form
ς(|x ′|) cos xN and it is also a simple eigenvalue. All other eigenvalues (as well as the essential
spectrum) of Aλ are positive. Fix any λ > −1/μ0, λ ≈ −1/μ0, with these properties and set

a(x; s) := aλ+s(x) = (λ + s) f ′(ϕλ+s(x)), (4.2)

f1(x, u; s) := (λ + s) f (ϕλ+s(x) + u) − a(x; s)u. (4.3)

Here s ∈ (−δ, δ) =: B, where we take δ ∈ (0, λ) so small that for all s ∈ [−δ, δ]
μ1(s) := (λ + s)μ0 < μ2(s) := (λ + s)μ0 + 1 < 0 (4.4)

and μ1(s), μ2(s) are the only nonpositive eigenvalues of −� − a(x; s). Thus, the function
a(x; s) satisfies hypotheses (A1)(a) (with L := (λ − δ) f ′(0)) and (A2)(b) (with n = 2).

Obviously, f1 satisfies (2.5), and the symmetry requirements in (S1), (S2) follow from
the definitions of a, f1, and the symmetry of ϕλ+s(x ′) = ϕ(x ′(λ + s)1/2). The verification
of the smoothness requirements in (S1), (S2), with d = 1, is straightforward (and is left to
the reader) when one uses the following claim: ϕ is of class CK+m+5 and all its derivatives
up to order K + m + 5 decay exponentially as |x ′| → ∞. To prove this claim, we first note
that, since f is of class CK+m+4, the fact that ϕ is of class CK+m+5 (with locally Hölder
derivatives of order K + m + 5) is a standard elliptic regularity result. Now, since ϕ(x ′)—
and consequently f (ϕ(x ′))— decays exponentially, the equation �ϕ(x ′) = − f (ϕ(x ′)) and
local elliptic estimates [25] imply that the same is true for the first order derivatives of ϕ.
Differentiating the equation and iterating the estimates afinite number of times, one eventually
obtains that all derivatives of ϕ up to order K +m+5 decay exponentially, proving the claim.

Finally, to verify hypothesis (ND) with n = 2, we take

ω1(s) := √
(λ + s)|μ0|, ω2(s) := √

(λ + s)|μ0| + 1,
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ω(s) := (ω1(s), ω2(s))T , and compute the determinant of the 2 × 2 matrix
[
ω′(0) ω(0)

]
:

det
[
ω′(0) ω(0)

] = |μ0|
2

(√
λ|μ0| + 1√

λ|μ0| −
√

λ|μ0|√
λ|μ0| + 1

)

= |μ0|
2

1√
λ|μ0|(λ|μ0| + 1)

	= 0.

Hence, (ND) holds as well and we may now apply Theorem 2.3 with n = 2.
Let W ⊂ R

2 be as in the conclusion of Theorem 2.3. Thus for any ω̄ ∈ W there exist
s ∈ (−δ, δ) and a solution v(x, y) of the equation

�v + vyy + a(x; s)v + f1(x, v; s) = 0 (x ∈ R
N , y ∈ R),

such that (1.5) holds with u replaced by v, and v(x, y) is radially symmetric in x ′, even and
2π-periodic in xN , and quasiperiodic in y with the frequency vector ω̄. By the definition of
a and f1, ũ = ϕλ+s + v is a solution of

�ũ + ũ yy + (λ + s) f (ũ) = 0 (x ∈ R
N , y ∈ R),

with the same properties as v. Using the rescaling u(x, y) = ũ(x(λ+s)−1/2, y(λ+s)−1/2)we
obtain a solution of the original equation (1.1) which satisfies (1.5), and is radially symmetric
in x ′, even and 2π(λ + s)-periodic in xN , and quasiperiodic in y with the frequency vector
(λ + s)ω̄ (obviously, any such vector is nonresonant, just as ω̄). Since no two vectors in (the
uncountable set) W are linearly dependent, the set of frequency vectors obtained this way
is uncountable. So we have a family of solutions of (1.1) with the desired properties, we
just need verify that they are all positive. This follows from (2.3). Indeed, let u be any of
these solutions. Since it is quasiperiodic (in the sense of our definition), it is not periodic in
y and in particular u 	≡ 0. By the strong maximum principle, either u > 0 or u is negative
somewhere. In the latter case, quasiperiodicity and (1.5) imply that u has a local negative
minimum at some point. But at that point equation (1.1) cannot be satisfied when (2.3) holds.
Thus u > 0.

The proof of Theorem 2.1 is now complete.
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