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VIA THE MORI-ZWANZIG FORMALISM*
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Abstract. The Mori—Zwanzig formalism is applied to derive an equation for the evolution of
linear observables of the overdamped Langevin equation. To illustrate the resulting equation and
its use in deriving approximate models, a particular benchmark example is studied both numerically
and via a formal asymptotic expansion. The example considered demonstrates the importance of
memory effects in determining the correct temporal behavior of such systems.
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1. Introduction. Molecular dynamics (MD) is a widely used simulation tech-
nique which captures the atomistic details of material systems, allowing the prediction
of their properties and behavior [19, 51]. However, despite the vast increases in com-
putational capacity over recent decades, it is still not always possible to work with MD
models at full resolution, particularly when studying large, complex systems over long
timescales. Fortunately, in many cases, the objectives of a simulation occur within
a small region of interest. This observation has led to the development of coarse-
grained MD (CGMD) models, in which excess degrees of freedom are incorporated
implicitly [16, 17, 18, 20, 27, 29, 49, 55, 62].

Building reliable and efficient CGMD models attuned to the quantities of inter-
est is a difficult problem. First, the simulator must find appropriate variables which
capture the quantities of interest [24], often termed reaction coordinates or resolved
variables. Once these are fixed, an appropriate proxy model for the reaction coor-
dinates must be obtained which implicitly incorporates the interaction between the
reaction coordinates and unresolved degrees of freedom [16, 17, 34, 39, 51, 65]. If
the objectives of a simulation are “static” macroscopic equilibrium properties such as
free energy or reaction rates, then a wide variety of choices of proxy dynamics which
appropriately sample the relevant measures are available. However, if the objective
is to capture a dynamical property of the physical system such as kinematic viscosity
or a diffusion rate, then it is important to capture the correct effective dynamics of
the reaction coordinates arising due to the relevant dynamics of the full system over
moderate timescales [9, 19, 25, 47, 51, 64].

In recent years, a variety of studies of CGMD schemes have been undertaken,
aiming to analyze the predictions of such schemes. In all cases, the ultimate goal is
to obtain verifiable, statistically accurate predictions of the true dynamics for various
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applications. The wide variety of mathematical techniques used includes

e optimal prediction techniques [8, 10, 11, 21];
information-theoretic tools [5, 15, 28, 48, 49];
statistical filtering and ensemble methods [1, 6, 45];
identification of an appropriate parametrization [12, 23, 38, 50];
series expansion [37, 60, 69];
pathwise estimates [30, 35, 36, 40];

o conditional expectations [33].
Here, our focus is on the Mori—Zwanzig approach to the CGMD benchmark problem
[3, 4, 32, 54, 57, 71, 72]. The Mori-Zwanzig formalism provides an exact expression of
the dynamics for a CGMD scheme and is governed by three terms which separate out
different contributions to the true dynamics, each of which has a different statistical
physical meaning. This decomposition allows a study of the sources of error: The first
term accounts for a conservative dynamics due to the effective interactions between
the coarse-grained variables, the second term is a history-dependent term determined
by a time integral of a memory kernel which represents the interactions between the
resolved and unresolved variables, and the third term represents the random thermal
fluctuations arising from unresolved variables. In different situations, each of these
terms may have a more or less important role, but to correctly capture the dynamical
properties and validate an effective model, it is critical to measure the relative size
and behavior of these terms accurately.

Our study concentrates particularly on the memory term, which may heuristically
be thought of as measuring the extent to which the set of reaction coordinates is
decoupled from the unresolved degrees of freedom. In recent years, there have been
tremendous efforts to investigate memory terms from Mori—Zwanzig projections for
a variety of classes of dynamics; see, for example, [3, 7, 10, 13, 24, 41, 42, 43, 63,
66, 67, 68]. One common approach is to hope that a timescale separation between
the resolved and unresolved variables occurs; i.e., the fluctuations of the unresolved
variables occur on a much faster timescale than those of the resolved variables, and
therefore the two sets of variables are weakly correlated. In such cases, the memory
kernel decays rapidly, approximating a delta function in time [9].

Our aim in this paper is to demonstrate that while such delta approximations
of the memory kernel are appropriate in many situations, it is not generally to be
expected that the memory kernel is independent of the value of the reaction coordi-
nate, even in the simple situation where the chosen reaction coordinates are linear.
To capture the correct dynamics, further careful analysis and sampling of the memory
is therefore required.

As an illustration of this issue, we consider the dynamical behavior of a gradi-
ent flow with stochastic forcing (often called the overdamped Langevin equation),
demonstrating that at least in this case, a naive approach to approximating the mem-
ory kernel yields a poor approximation of the dynamics. We hope that the benchmark
problem we consider here will provide insight which will enable the study of CGMD de-
rived from full Langevin dynamics based on reliable asymptotic analysis in the future.

1.1. Outline. This paper is organized as follows. In section 2, we review the
Mori—Zwanzig formalism applied to general gradient flow systems and in Theorem 2.1
derive an exact equation for the evolution of linear observables within an abstract
framework. Our benchmark example is discussed in section 3, and an asymptotic
analysis is performed to obtain approximations of the various terms in the Mori-
Zwanzig equation. Finally, we study this particular example numerically in section 4.
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Throughout the rest of this paper, we choose to refer exclusively to resolved degrees
of freedom as reaction coordinates and to unresolved degrees of freedom as orthogonal
variables.

2. Formulation of the problem. As our reference fine-scale dynamical system,
we consider the following overdamped Langevin dynamics defined on R¥:

(2.1) dX; = —VyV(X,)dt + /23 1dB,.

Here, B; denotes a standard vector-valued Brownian motion, V'(-) is a potential en-
ergy, and 3 is the inverse temperature. Throughout this work, we assume that V is
at least of class C? and satisfies the following conditions:

1. V(x) — +o0 as x| — +oo and e~ #V ) ¢ LY(RV).

2. The gradient VV (x) is globally Lipschitz; i.e., there exists o > 0 such that

VV(x) = VV(y)| < alx—yl.

Under the regularity assumption and condition (1), it is well known (see, for example,
Proposition 4.2 in [59], Theorem 2.1 in [61], or the general results of [52, 53]) that the
dynamics defined by (2.1) are ergodic with respect to the Gibbs measure, p, given
by dpg(x) = £e#V®dx, where Z is the partition function

Z = /eiﬁv(x)dx.

Given a regular function F : RY — R™, which may be thought of as describing a
family of reaction coordinates which are our variables of interest, we may apply Itd’s
formula to deduce that the value of F(X;) is governed by the 1t6 SDE

(2.2) dF(X,) = ( —VV(Xy)  VF(X,) + ﬂ*lAF(Xt))dt + V26 VF(X,) - dB,.

To be compatible with the notion that we are interested only in the dynamics of F(X;),
we will assume throughout that the initial conditions X, for (2.1) are distributed
according to the marginal of the Gibbs measure conditioned on the value of the
reaction coordinates at time zero, F(Xj).

In particular, if we consider a linear coarse-graining selector F(x) := ®x, where
® € R™*V is a constant matrix, (2.2) becomes

(2.3) dF (X,) = —®VV (X,)dt + /28~ 1® dB,.

Such linear coordinates are commonly used in CGMD schemes, particularly for large
molecules such as polymers [14, 18, 58]. If we are interested in the value of the reaction
coordinates described by F alone, then (2.3) provides an equation for their evolution.
In general, however, since the first term on the right-hand side of the equation depends
on the full process Xy, this is not a closed equation for the value of F(X).

In order to formulate a closed approximate equation for F(X;), we use the Mori—
Zwanzig formalism, which uses projection operators to decompose the equations de-
scribing observables of a dynamical system into terms involving the value of the ob-
servables alone and “error” terms describing the contribution of variations of X; which
do not directly change the value of the observable.

In this case, the natural projection operator we choose to apply is the Zwanzig
projection, which involves taking a conditional expectation with respect to the Gibbs
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distribution, i.e.,

fF—l(h) g(X) 675V(x>dx
= BV (X dx

(2.4) Pg=E,,[g|F(x)=h]: T
F1(h)

note that in the above formula, we have canceled the common factor % from the
numerator and denominator.! It may be verified that P is an orthogonal projection
on the space of square-integrable observables, i.e., L>(RY;e=#V®)dx), and we can
therefore define its orthogonal counterpart,

Q. =7T-7P.

In particular, we note that the evolution of (2.3) can be divided into the stationary,
mean-zero process induced by the Brownian motion and the evolution of the mean
value of F(X;). To consider the behavior of the latter quantity given knowledge of
Xg, we define

(2.5) h(x) = E[F(X;) | F(Xo) = x].
The evolution of this quantity is governed by the usual generator of the SDE (2.1),
(2.6) L:=-VV.V+5A.

Using this definition, the Feynmann-Kac formula governing the evolution of h states
that the function h solves the PDE

Using the definition of P, we apply the Mori-Zwanzig formalism to provide a different
expression of (2.7), stated in the following theorem.

THEOREM 2.1. Let X, satisfy the SDE on RY,
dX, = —VV(X,)dt + /26 1dB,,
and given a constant matriz of full rank ® € RN*™  the observable
(2.8) hi(x) = E[F(X,) | F(X,) = x

satisfies the following integro-differential equation:
t

(29) o) =007 VS(h(x) + [ M.(hio() - VS (i (x)
0

. %div M (he—s(x))ds + Fi(x),

where
1. §: R™ — R is the effective potential, defined to be
1

(2.10) S(h) := —= log Zg(h) with Zg(h) := / e PV gx;
B F—1(h)

INote that to be completely technically correct, the right-hand side should be understood in the

sense of Radon-Nikodym differentiation of measures.
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2. M, : R™ — R™*™ jg the memory kernel, defined to be
(2.11)
M, (h) := BE[e*®*QLF ® OLF |F(x) = h] = BE[F, @ Fy | F(x) = h];

3. Fi : RN — R is the fluctuating force, defined to be
(2.12) Fi = e'2FQLF.

A proof of this result is given in Appendix A and involves adapting standard vari-
ants of the Mori—Zwanzig formalism already present in the literature to this stochastic
setting.

Remark 2.1. The Mori-Zwanzig formalism [54, 56, 70, 71] uses projection oper-
ators to rewrite the equations governing observables of a dynamical system. Various
formulations have been developed in recent years with a variety of applications in
mind and influence our own derivation, including [41], treating crystalline solids via
the harmonic approximation; [69], for the harmonic oscillators based on operator se-
ries expansions of the orthogonal dynamics propagator; [46], for the full Langevin
dynamics model based on reduced-order modeling; [26], for a model based on dissipa-
tive particle dynamics; and [58], for a “hybrid” coarse-graining map of a Hamiltonian
model.

Recombining the evolution of the mean h, given by (2.9) and adding back the
Brownian motion, we find that (2.3) can be written as

t
dF(X;) = —®d” VS(F(Xt))dt+/ M (F(X¢—s)) - VS(F(X¢—s))ds dt
(2.13) - 0
— / Bdiv MS(F(Xt_S))ds dt + dF; + /28~ 1®dB,.
0
It is important to note at this point that (2.13) is equivalent to considering the full
evolution (2.3), in particular because F; (which appears in (2.13) through the defini-
tion of M) is unknown. Equation (2.13) therefore remains unclosed; however, the
power of this formulation is that if F; has statistics which are well captured by some
proxy process JF; and S is either known or accurately approximated, then we can
obtain a closed-form approximate dynamics

t — —_—
dh; = —®dTVS(h,)dt + (/ M(h—s)VS(h_s) — ;div/\/ls(ht_s)ds) dt
0

+ dF; + /28" 1®dBs,

where Mvs(h) is the autocovariance function of F;(h) (see, for example, section 1.3.1
of [44]).

To explore this formulation and better understand the relationship between the
terms involved, the remainder of the paper is devoted to an exploration of a particular
illustrative example where an accurate approximation of the terms within (2.9) can
be performed.

3. A benchmark problem. In this section, we will consider the overdamped
Langevin equation (2.1) in the particular case where x € R? and the potential energy
is defined to be

2 /\ . 2
(3.1) Vix,y) = gx + 5(7 sin(wz) — y)

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.
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(a) p=2,A=20,w=10,7 =2 b) p=2,2=20,w=4,7=0.2

Fic. 1. Contour plots of the potential energy V(x,y) defined in (3.1): A/p > 1 and wrt is
chosen to be > 1 for (a) and < 1 for (b), respectively.

with g, A, 7, w > 0 being parameters. Specifying even further, we will focus on the
case where A > p, so that there is a separation between the timescale of relaxation
for the z and y variables. Here and throughout the paper, the symbols <, >, and
~ are all intended in the formal asymptotic sense, as described in section 3.4 of [2].
Typically, if we require that f < g, then f < 1—10 g is usually sufficient to provide a
good approximation.

As such, z is a “slow” variable and is a natural candidate for a reaction coordinate
of the system; as in section 2, we therefore consider

F(x) = ®x, where D= ( 1 0 ) .

The second term in (3.1), i.e., 5 (7 sin(wa:)—y)Q, has been chosen to emulate a form
of free energy barrier to the dynamics since when 7 ~ 1, w > 1, and 8 > 1, we expect
trajectories of the dynamics to remain close to the manifold y = sin(wz); see Figure 1
for representations of different energy landscapes. As a consequence, we expect that
as 7 and w increase with 2 > 1, the dynamics should take progressively longer to
approach a fixed neighborﬁood of the global equilibrium at 0 from a generic initial
condition since the dynamics must effectively “travel farther” along the meandering
valley in the potential to get there.

3.1. Derivation of approximate dynamics. Under the assumptions described
above, we compute PLF and QLF and use these to derive formal approximations of
the terms involved in (2.9).

1. Computation of PLF. The effective potential S(x) defined in (2.10) is equal
to

(3.2) S(z) =— 1 log / e PVEY gy ) = B2t const,
B R 2

as the orthogonal variable y follows normal distribution y ~ N (7 sin(wz), 5—1/\),

and hence

(3.3) PLF = ( ’6“” ) .

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.
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2. Computation of QLF. Clearly QLF = LF — PLF, so using (3.3), we have

an ()= ()

3. Formal approximation of M. Recalling the definition of the memory func-
tion M (F) from (2.11), we must compute or otherwise approximate the
expression QLeSLF ® QLF. To do so, we define characteristic curves of the
orthogonal dynamics, X, = (T, 7s) = %X, and find that

QLe* R (%) @ QLF (X)) = X, ® PX

3.4
(34 = A27%0% (Tsin(wTy) — 7)) cos(wTs) - (Tsin(wZo) — Yo ) cos(wp).

We now change variable with the intention of linearizing, setting us := T, — ¢
and s := g5 — 7 sin(wp). Expressed in these new variables, the action of the
orthogonal dynamics is equivalent to solving the ODE system

( iy ) _ < —Arw (7 sin(w(Fo + Ts)) — 7 sin(wio) — T) cos (w(Fo + ) >

5 —\ (7sin(wio) + Us — 7sin (w(Fo + Us)))

Since we have assumed that A > u, given knowledge of zo alone, we expect
that initial conditions for the orthogonal dynamics to be concentrated near
(To, ¥o) = (To, T sin(wTy)), and so linearizing on this basis, we obtain

(3.5)

~ 2,02 a2 = P~
( Us ) _ A( T2w? cos?(wTg) Tw cos(wy) ) ( us ) + OG22, 0,7,).

Vs Tw cos(wZp) -1 s

Noting in particular that g = 0 since us = T, — Zo and neglecting higher-
order terms in (3.5), the solution is approximately

Us '\ 1 VoTw cos(wTp)
Us ) T 1+ 72w? cos?(wTg) \ VoTw? cos? (wo)

2 2 2 =~
N efA(lJrT w? cos (wxg))s —Tl\)l()Tw COS((UE())
1+ 72w? cos?(wTp) Vo ’
and therefore
(3.6) Ty =1y ~ A\Twlp cos(cuio)e_’\(HT%2 COS?(“’%))S.

When conditioning on knowledge of Ty, it follows that 7o ~ N (7 sin(wZy), A—lﬂ),

and therefore 7y ~ N (0, A—lﬁ) The memory kernel is therefore approximately
M(h) = BE[QLeSCF ® QLF |F(x) = h]
(3.7) ~ 5/ i (h, §o) @ tio (h, o )e A Fo=Tsinlwh) g,
R

= \r2w? cos2(wh)e_>‘(1+72“’2 COSQ(“h)) s

)

where in the above formula iy = limg o4 Us. Recalling the form of (2.9),
we note that we must also approximate the divergence of Mg; using the
expression derived in (3.7), in this case we obtain

(3.8)

divM,(h) ~ —A7%w? sin(2wh) (1 — A7?w? cos®(wh)s) 67)\(1+T2w2 COSQ(“}h))S.

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.
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4. Formal approximation of memory integral. Our next step is to approximate
the first integral term involving the memory kernel in (2.9). Noting the form
of (3.7), we see that this is an integral of exponential type, and therefore we
apply the method of steepest descent (also known as Laplace’s method) to
derive a formal approximation of the memory integral (see Chapter 6 of [2]).
Viewing A as a large parameter, using (3.7) and (3.2) we note that

/ Mi(by_y) - VS(h,_)ds

/ )\7_ w COS Wht—s) ,U/ht—se_)\(l—i_‘rzwa COSQ(whf,—s))SdS.

Setting

p(s) := 72w cos®(why—s) phy_s  and  q(s) := — (1 + 7°w? cos®(why_))s,

this integral takes the general form

I(\) = /t Ap(s)er)ds.

0

Noting that ¢(s) is maximal on the domain of integration at s = 0, since
—(1+ 7%w? cos?(why_s))s < 0 for all s > 0,

the main contribution to the integral therefore comes from the interval s €

[0,¢), and arguing as in section 6.4 of [2] and noting ¢(0) =0, ¢’(0) = —(1 +

72w? cos?(why)) and |p(0)] ~ p, we have

/Ot Ap(s)er P ds ~ /000 Ap(0)e?d (@5 1 (9(&&) = 5,(5))) + O(i)

This approximation therefore yields

¢
/Ms(ht,5)~V8(ht,s)ds
0

/ A72w? cos®(why) phye™ (1+72“’26052(“h‘))8ds+(’)<'§>

72w? cos?(why) 1
~ h, +0(E2
1+ 72w? COSQ((JJht)'u et <)\ ’

and via a similar procedure applied to the divergence term, we have

/—fd.v J(hy_))ds

1 72w? sin(2why) Lo 1
T B (1 + 72w cos?(why))? BX)

Combining these expressions, we obtain a final approximation of the memory

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.
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contributions in (2.9) as

(3.9)
t
1
/ Ms(hi—g) - VS(hy—s) — Ediv./\/ls(ht_s)ds
0
72w? cos? (why) 1 72w3sin(2why) u o1
~ by + = oL ).
1+ 72w? cos? (why) B (1 + T2w? cos?(why))? AT BA

Notably, if 7 ~ 1, the second term is negligible compared with the first both
when w < 1 and when w > 1. We will therefore discard the second term in
these cases.

. Formal approzimation of fluctuating force. Above, we have shown that the

memory kernel can be approximated as

M. (h) ~ 72w? cos?(wh)

1+ 7202 cos?(wh)

50(8).

Indeed, defining
v(h) = 1 4 7%w? cos®(wh)

with the delta approximation of the memory derived above and neglecting
the term arising from the divergence of M, we may combine the first three
terms in (2.13) to obtain

(3.10)

t
1. _
—VS(ht)—f—/ Ms(ht,S)~VS(ht,s)—Bd|v M (he_s(x))ds~ —y ' (hy) VS (hy).
0
We next note that since the dynamics of X; are ergodic with respect to the
Gibbs measure p under assumption (1) given in section 2, it follows that
F(X};) is ergodic with respect to the pushforward F .y, which in this case has
a density proportional to e ~#S() If we wish to maintain this property in our

choice of approximate dynamics, it is natural to approximate the combination
of the fluctuating force and the Brownian drift by

(3.11) AF; + /28~ 10dB,; ~ /28~ 17 (hy)dW},

where W, is a one-dimensional Brownian motion. This choice ensures that
the infinitesimal generator of the process is

Of = 'VS - Vf+ 5 AS
with formal adjoint
Vg=~"" div(gVS + 571Vg),

and hence the unique invariant measure under this dynamics remains propor-
tional to e A5 as in the case of the true dynamics.
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Alternatively, a physical justification for this choice arises from the fluctuation-
dissipation theorem, which in the case of overdamped Langevin dynamics (see,
for example, section 3 of [31]) requires that if

th = —’7_1VU(Q1§) dt + O'th,

where —VU are forces derived from a potential energy U, then at thermal
equilibrium it must hold that o> = 2371y~!. The choice made in (3.11)
indeed therefore satisfies this relation.
Combining the approximations above, in the case where w > 1, we obtain the closed-
form approximate equation

phy 261
3.12 dh; = — dt dW.
(3.12) ¢ 1+ 72w? cos?(why) + \/1 + 72w cos?(why)

Notably, the drift term in this equation is independent of 5.

We remark that the derivation given above relies on formal asymptotic methods
and arguments, and we will assess the approximation numerically in section 4, leaving
a rigorous treatment of our approach in a more general setting for future study.

3.2. Other choices of approximate dynamics. The derivation of the effec-
tive dynamics (3.9) was informed by the Mori—Zwanzig formalism, but other choices
could be made and may be more appropriate in other circumstances.

1. Discarding memory and fluctuating force. In [33], the authors consider an-
other choice of effective dynamics, which in our setting amounts to considering

(3.13) d¢, = —ddTVS(&,)dt + /26~ 10DTdB;.

This is equivalent to (2.13), where the memory and fluctuating force terms
have been neglected entirely. For the evolution of the mean h;, this choice of
dynamics yields

(3.14) Oih; = —®dTVS(hy)dt

as the effective equation for the observable we consider. The authors have
proved error bounds on the time marginals of the resulting probability dis-
tribution when compared the true dynamics captured by (2.3); applying [33,
Proposition 3.1] to our case gives the bound

ﬂT2w2
4

(3.15) H(e|r) < [H (Yo|p) — H (r]p)]

where
(a) H(p|v) is the relative entropy of a measure p with respect to v, i.e.,

() = [ 1o (51 ) di

(b) p is the Gibbs measure;
(¢) 4y is the distribution of the “true” dynamics at time ¢;
(d) ¢ is the distribution of solutions to (3.13) at time ¢.

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.
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Clearly, the constant in (3.15) is large when 7w > 1; this reflects the fact
that neglecting the memory in this case is not sufficient to accurately capture
the dynamical properties of the system, and a more sophisticated approach
is needed.

2. A more naive memory approzimation. To highlight the need to conduct
dynamical sampling to approximate Mg correctly, we remark that the ap-
proximation of the memory terms obtained in (3.9) is notably not the same
as simply choosing to approximate

Ms(h)
~ M,(h) := BE[QLx ® QLx|F(x) = h] §y(s)

(\/ /B/\2 2(rsin(wh) — y)? cosz(wh)eéﬂ’\(”i“(“’h)y)zdy> do(s)

= A7%w? cos? (wh)dop(s).
Using MVS would result in the approximate dynamics

(3.16) dthy = (A\?w? cos®(why) — 1) phy + %7—20.)3 sin(2why).
Since we have chosen A > 1, we see that this approximation will yield qual-
itatively different dynamics to both the true dynamics for F, (2.3), and the
approximate dynamics given by (3.9); we investigate this numerically in sec-
tion 4.
The remarks above suggest that in general, careful dynamical sampling of the mem-
ory kernel is required to accurately capture the interaction between chosen reaction
coordinates and the neglected degrees of freedom.

4. Numerical simulations. In this section, we conduct a numerical study of the
various choices of approximate effective dynamics for the observable in the benchmark
example considered in section 3. We first study the temporal and spatial behavior
of the memory kernel and the approximation derived in (3.7) and propose a possible
measure for the quality of the chosen reaction coordinate based on the covariance of
the orthogonal dynamics. We then compare different approximation strategies for the
full dynamics, both with and without thermostat.

4.1. Investigation of the memory kernel.

1. Time decay and spatial oscillation of the memory kernel. The derivation

of the effective dynamics for h; made in section 3.1 relies crucially upon a
series of formal approximations to both the orthogonal dynamics and the
memory integral in (2.9); we therefore first numerically test the validity of
these assumptions by computing the memory kernel empirically.
To do so, trajectories of the orthogonal dynamics were statistically sampled.
The results of these simulations are shown in Figure 2 and are compared
to the explicit approximate form derived in (3.7). The empirical memory
exhibits rapid exponential decay in time for all values of xzy considered, in
agreement with (3.7).

2. Assessing the choice of reaction coordinate. For practical applications, it is
difficult to compute and then integrate over long trajectories of the memory
term, so a well-chosen coarse-graining selector should lead to both a small
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empirical memory at s=0
empirical memory at s=2e-4

empirical memory at s=4e-4 T

— — —analytic form (3.7) at s=0
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300 H | | | 4

memory
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100 fa .

50 3 [ -0: e, O N A

Fi1G. 2. Empirical computation of the memory kernel Ms(h) for various values of s and h =
F(Xo) compared with the approzimate h-dependent form of the memory (3.7) evaluated at s = 0.
The empirical memory clearly shows rapid decay with increasing s and oscillates strongly in space.
Parameters for V in this case are w = 10, 7 =2, A = 20, and p = 2.

correlation between the reaction coordinate and the orthogonal dynamics and
a rapid decay of the memory kernel [24].

With this in mind, we set X = V®®T and consider the covariance matrix
(4.1)

M, (h)

= BE[e*P*OLX ® QLX | ®X = h]

eSLLQLYIPX QALY TIPX L QLY 1OX ® QLIX
= fB K LOLUX ® QLY 1BX ' LQLUX ® QLUX )“I’X = h}
_ (Ms(h)ll Ms(h)12>

= \M.(h)s M,(h))

We see that Mg (h)y; = X7 M (h)X L, recalling the definition of M, from
(2.11). We also note that if dynamical sampling of the orthogonal dynamics is
used to approximate M in practice, all of the information needed to compute
M, is available.

Intuitively, the off-diagonal blocks of My describe the correlation between
the action of the fluctuating force on the reaction coordinates and orthogonal
variables, and in particular, M (h)12 describes the influence of the orthogonal
variables ¥X at the current time on the dynamics of the reaction coordinates
®X at later times. We can therefore test the strength of the “coupling”
between the reaction coordinates and the other degrees of freedom by con-
sidering the magnitude of M, (h)s.

In Figure 3, we perform such a comparison for our benchmark example, pro-
viding a log scale plot of M (h)15 for two different initial conditions. In both

S
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F1G. 3. Empirical computation of log |Ms(h)12]| to assess the coupling between reaction coordsi-
nate and orthogonal variable for different initial values of the reaction coordinate h = F(Xg); 2000
compatible samples of the orthogonal variable as prescribed in (4.5) have been used. In both cases
parameters of V are A =20, p =2, 7 = 2, and w = 10, and we observe exponential decay but with
stgnificantly different initial magnitude.

cases, we observe exponential decay of the corresponding entry, although the
initial value is significantly different. Despite the considerable spatial oscil-
lation of the memory kernel, the exponential decay in time indicates rapid
decorrelation between the reaction coordinate and orthogonal variable and
hence suggests that the formula derived in (3.7) provides a good approxima-
tion uniformly in space.

4.2. Comparison of different effective dynamics.

1. Simulations without thermostat. To compare the different approximation
strategies proposed in section 3, we first simulate the evolution of the mean
value of the observable F(X;) for various choices of dynamics without ther-
mostat. For convenience, we recall the following relevant governing equations:

(4.2)
Effective system: 0hy = —uhy,

. phy
1+ 7202 cos?(why)’

(4.3) Approach 1: 0/h; =

(4.4) Approach 2:  9;hy = (Ar%w? cos®(why) — 1) phy + %Tzw3 sin(2why),
where the Effective system is driven by the effective potential only, Approach
1 is based on the approximation of MZ derived in section 3.1, and Approach 2
is based on the naive approximation of the memory proposed in (3.16). In each
case, we fix an initial condition hg = ¢ and compare with the full dynamics
also without thermostat; i.e., we consider h; := E[F(X;)|F(Xy) = xo] by
sampling

(4.5) dF(X,) = —®VV(X,)dt, where F(Xo) = 0,
and ¥Xy~N (7’ sin(wzg), /TlA) ,
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FiGc. 4. Mean trajectories of hy computed over 1000 realizations of the full dynamics (4.5),
the Effective system (4.2), approzimation Approach 1 (4.3), and approzimation Approach 2 (4.4).
Parameters of V are A\ = 20, p = 2, and the time step was At = 10~°% and T = 80.

where as before X, denotes the orthogonal variables. This corresponds
to the assumption that initial conditions are distributed according to the
marginal of the Gibbs distribution conditioned on the value of F(X), as
assumed in section 2. Here, we choose 5 = 10.

Figure 4 shows the results of these simulations and indicates that the average
trajectories of (4.3) and (4.5) closely correspond. On the other hand, the
Effective system (4.2) in which the memory contribution is neglected relaxes
much faster than the full dynamics, and the naive choice of memory made to
arrive at (4.4) yields qualitatively incorrect behavior.

. Simulations with thermostat. As a second comparison of our approximation

strategies, we now include the thermostat once more and consider sample
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averages of the different dynamics, which are governed by, respectively,

(4.6)

Effective system: dhy; = —ph; + /287 100TdW,,
(4.7)

iy 28~ 10T
A h1: dh, =— dt dW:.
pproac t 1 + 72w? cos?(why) " \/1 + 2w2cos?(why)

These choices are again compared with the full dynamics of h; including the
thermostat, which is driven by

(4.8) dF(X,) = —®VV (X,)dt + /25~ 10dB,.

Simulations are performed at different choices of inverse temperature, and
averages are taken over 500 identical realizations of the Brownian motion,
aiming to minimize statistical error. In each case, initial conditions are ran-
domly chosen such that

cos(wdXp) =0, WX ~ N(7sin(wdXy), ﬁ—l)\)
The results of these simulations are shown in Figure 5.
We note the surprising level of agreement between the results obtained using
Approach 1 (4.7) and those using the full dynamics (4.8) for both choices of 8
shown here. Moreover, we also observe improving accuracy as § — oco. This
seems to be consistent with the observation that the factor v which appears
in (3.10) is independent of 8 and that some of the error terms in the formal
expansion derived in (3.9) are (9()\—15) In comparison, the results obtained
using the Effective system (4.6) again poorly reflect the dynamical properties
of the system in all cases.

5. Conclusion. In this paper, we have employed the Mori—Zwanzig framework
to rigorously derive an effective equation for linear reaction coordinates, describing
features of an underlying overdamped Langevin dynamics. Such models are appro-
priate for a variety of applications where we wish to capture only limited aspects of
a complex model, such as MD systems in the high friction limit. The equation we
derived enables us to understand the sources of error and thereby inform a choice of
effective dynamics which better captures dynamical features of the evolution which
are not well represented by the dynamics of the effective potential alone. We hope
that this approach can serve to aid practitioners in understanding the sources of error
in a coarse-grained model, particularly in the presence of entropic barriers.

We validated our analytic results by considering a benchmark example of an
overdamped Langevin system in a case where relaxation is impeded by a winding free
energy barrier. This necessitated the careful asymptotic treatment of interactions
between reaction coordinates and orthogonal variables in order to correctly capture
the dynamical behavior of the system. In particular, although a timescale separation
occurs within the system we considered, we nevertheless showed that careful asymp-
totic analysis or dynamical sampling is required in general to ensure accuracy. The
approximate model we constructed based upon the equations we derived exhibited
a drastic improvement in predicting the dynamical behavior of the reaction coordi-
nates over the common approach of using the effective potential alone to describe the
dynamics.
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Fic. 5. Mean trajectories of hy averaged over 500 realizations for two different values of B,
respectively computed via the full overdamped Langevin dynamics (4.8), the Effective system (4.6),
and the approzimation Approach 1 (4.7). Identical realizations of Brownian motion are used in each
case. Parameters of V are A = 20 and p = 2, 7 = 2, w = 10, and the time step was At = 107°;
total time was T = 320.

Our work prompts several questions which we hope to address in future:

1. Practical sampling algorithms and error analysis. It would be of practical
interest to devise an algorithm to generate effective dynamics based on the
asymptotic approximation we considered here and conduct a rigorous error
analysis in this case.

2. Extensions to nonlinear coarse-grained variables and full Langevin dynamics.
In this work, we have considered the overdamped Langevin setting with lin-
ear reaction coordinates. It would be of significant interest to extend this
analysis to nonlinear variables and full Langevin dynamics using our reliable
asymptotic analysis approach in the future.
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Appendix A. Proof of Theorem 2.1. In this section, we provide a proof of
our main mathematical result, Theorem 2.1. The proof follows a similar strategy to
other derivations using the Mori—Zwanzig formalism given in the literature, notably
[11, 22, 26].

A.1. Construction of “orthogonal” variables. Our first step to construct
variables which capture directions in phase space which are “orthogonal” to those
captured by the reaction coordinates F, i.e., a foliation of the phase space.

Recall that ® € R™*¥ is a matrix of full rank by assumption, and therefore it
follows that the symmetric strictly positive definite square root matrix ¥ := v®®7T €
R™*™ exists. Recalling the construction of the singular value decomposition, we find
that there exist orthogonal matrices U € R™*™ and V € RY*¥ such that

27'® =UDV”, where D= (1, 0)eR™N,
where I,,, € R™*™ is the identity matrix and 0 denotes a submatrix of zeros. Defining
E:=(0 Iy, )eRWN-mxN

where again Iy_,, € RN=m)x(N=m) i5 an identity matrix and 0 denotes a matrix of
zeros, we set

U :=FEVT e RW=mXN  and & = dTR "2 e RV,
and it follows that
(A1) *O+ UTU =TIy, pn.

From the construction above, we see that ®*® € RY*¥ is an orthogonal pro-

jection acting on the phase space RN and that the matrix U “selects” exactly the
orthogonal variables, so that if ®x = h and ¥x = X, we have

x = ®*Pdx + VT Ix = &*h + UTx.

Given ®, we may use the construction of ¥ in order to define the partition function
Zg : R™ — R:

Zp(h) := /e*ﬁv(q’*h+‘I’T§)di.
A.2. Dyson—Duhamel principle. Next, we define
hy(x) = E[F(Xy) | Xo = x].
Applying the Feynman—Kac formula, we recall that h; solve the PDE
8tht = Eht =-VV. Vht + BilAht with ho(X) = F(X)

In semigroup notation, we will write h; = e’*F, and so the Feynman-Kac formula
becomes

(A?) 8tht = BtLLF.
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Given mutually orthogonal projection operators P and Q, applying the Dyson-Duhamel
principle entails that we have the identity

t
(A.3) et = / eEPLesLhis 4 ¢t 9L
0

which can be verified by differentiation with respect to t. Writing LF = PLF + OLF
in (A.2) and applying (A.3), we find that

t
(A.4) ohy = e“PLF + / =P LesCEQLF ds + !X QLF.
0

Our main focus will now be on the first two terms in (A.4) since the latter term is F;
as defined in (2.12). To rewrite the former term, we apply the definition of projection
operator P; the definitions of ®, ¥, and Zg; and the chain rule, giving

PLF(x) = ?E[ - £ 2@VV | F(x)]
2 / ~ * Tg) o~
= [ —(@)TVV(* F(x)+ V%) AV FOOTV X g% = _$2VS(F(x)),
Zarea) ] @ V@ RS (F(x)
where we recall the definition of the effective potential S given in (2.10).

A.3. Orthogonal dynamics. Next, we consider the action of e*<*, which will

subsequently allow us to treat the integral term in (A.4). We begin by noting that
QLF(x) = LF(x) — PLF(x) = —®VV (x) + £*VS(F(x))

and define g; : RV — R™ to be the solution to

digr(x) = QLF(x) - Vg (x),  go(x) = QLF(x);

using semigroup notation, we write this as g, = e*24QLF.

Under assumptions (1) and (2) made in section 2, it can be verified that $?VSoF
is globally Lipschitz. Using this fact, it can therefore be shown using the method of
characteristics that g, exists and is a C' diffeomorphism on RY; for similar results in
the Hamiltonian setting, see [22].

Moreover, defining a; := gs(x) € R™ and b, := g.(y) € R™, we use the fact that
VS and VV are Lipschitz along with Young’s inequality to deduce that

S ((I)VV((I)*aS + 0T 0x) — BVV(®*b, + UL Ty)

— ¥2VS(a,) + EQVS(bS)) - (as — by)
S (197 (@, = by) + 97¥(x — )| + Ja, — b|)la, = by|
< las — by + x —y[*.

Applying Gronwall’s inequality in the usual way, it follows that there exists o > 0
such that

(A.5) |gs(x) —gs(y)| < x —ylV/se™,  andthus  |Vgs(x)| < Vs
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A.4. Memory integral. Now that we have established properties of g, we
return to the integral term in (A.4). For now, we fix x € R" and set h := F(x).

Consider PLgs; using the partition of the identity constructed in (A.1), we may
write

PLgs(x)

N
N
E
—

( Vg (®*h+ UTR) - VV(®*h + UTR) + 5 Ag,(®*h + \IlTi))

% 6*ﬁV(<I>*h+\IJT>~c)d)~<

= / ( — Vg (®*h+ U'%)0*oVV(®*h + ¥'x) + 3 ' Ags(®*h + ¥'x)D*

— Vg (®*h + U'x) 0T UVV(d*h + U'%) + 71 Ag,(®*h + \IJTE)\IJT\I/)

X ¢V g

We collect terms involving matrix products with & and ¥ separately, and using the
chain rule, we find that

1 1 _ i . B
PLgs(x) = M/diV§ (szgs(é*h—k @Tx)e—ﬁv(é h+¥ x)) d%

:2T1

1 1 g Te
—— [ divy [ = Vpe(®@*h + UTx)02eAV(@ h+¥7X) ) g%
+ Za () / iVh <ﬂvhg ( + ¥ x)¥% X,

::T2

where subscripts denote the variable with respect to which derivatives are taken.
In particular, in the formula above, g,(®*h 4+ ¥7x) is treated as a composition of
functions. We now consider each of the terms 77 and T3 separately.

To treat 17, we apply the divergence theorem. Truncating the domain of integra-
tion to Br(0) C RV=™_ a ball of radius R centered at 0, and considering the limit as
R — oo, we have

1 1 N . S\
T = lim divg (Vggs(é*h + 0Tx)e=AV(® h”T")) dx
(A.6) Zgp(h) R=cc 5,0 B
' 1 1 T -
- lim ZVzgs(®*h + UTx)e AV (S h+¥ X>) - 7dS.
Zo(h) R=c Jop,(0) (5 gl )

Applying (A.5) and the growth assumptions on V' to pass to the limit, we see that
T, =0.

For T,, we note that we may commute differentiation and integration, and so
multiplying and dividing by Zg(h), we obtain

T, = Ldivh ( / lvhgs(cp*h + \IfTi)EQeBV(q’*M‘I’T*)di)
Zgp(h) B
(A7)
1 Zs(h) 1

:Zq><h>d”h( 5 Za(h)

/ths(@*h i \I/T)~()2266V(‘1>*h+\1/Ti)di> _
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A.5. Memory kernel. To complete our analysis, we must show the identity
1 - « =\
(A.8) My(h) = ———— / Vhgs(®*h + UT5)52e AV (e h V"5 gz
Zg(h)

where we recall that M was defined in (2.11).
Since we may again commute differentiation and integration, we use the product
rule to write

1 . T
- S(®*h + UTx)N2e AV h %) gz
Za () /th ( + U'x)E% X
1 . T4
N <(®*h PT%)e AV (@ h+¥7 X)) y2 7=
Za () /Vh (g ( + ¥ X)e ) X

/gS(CI)*h +07%) @ B(2*)TVV (& h + BTR)e AV h+07%) 912 %

 Zs(h)
_ L g (/g,(cp*h + \IJTi)eﬁV@’*hWT*)di)
Zs(h) °
- o | (8@ B+ TR © FIVV (@ WO o5
1
= 7oty Y (Ze(WEIIF(0) = 1) + Elg, © LFIF(x) = h.

=:T1 =:Th2
Next, we recall that g, = e*¢*F and PQ = 0, so
(A.9) Elgs|F(x)] = E[e*®* QLF|F(x)] = (PQLe*P“F) (x) =0,

and therefore T7; = 0. To treat T2, we note that since P + Q = Z, we may split T}
into
Ti» = BE[e*2“QLF ® QLF|F(x) = h] + BE[e** QLF ® PLF|F(x) = h]
= M,(h) + BPe* € QLF @ PLF.
E)nce; again, the latter term vanishes thanks to (A.9), and so we have proved identity
A8).

A.6. Conclusion of the proof. Applying identity (A.8) to (A.7) and using the
product rule and the definition of the effective potential given in (2.10), we find that

T, = Z;(h)div (— Z‘I’ﬁ(h)Ms(h)) = M;(h)VS(h) — %diVMs(h)-

Combining our analysis of each of the terms, we have therefore shown that

t
1
Oihy = —¥2VS(hy) +/ M(h—)VS(h;_s) — Ediv/\/ls(ht_s) ds + Fy.
0

Hence, we prove the theorem.

Acknowledgments. We would like to thank Dr. Xiantao Li for helpful sugges-
tions and encouragement during this project. Our thanks also go to the two anony-
mous referees, whose suggestions helped us to significantly improve and clarify many
aspects of this paper.

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 05/06/21 to 188.92.139.228. Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/page/terms

COARSE-GRAINING OF OVERDAMPED LANGEVIN DYNAMICS 1133

REFERENCES

R. V. ABRAMOV AND A. J. MAJDA, Quantifying uncertainty for non-Gaussian ensembles in
complez systems, STAM J. Sci. Comput., 26 (2004), pp. 411-447.

C. M. BENDER AND S. A. ORSzAG, Advanced Mathematical Methods for Scientists and Engi-
neers I: Asymptotic Methods and Perturbation Theory, Springer, New York, 1999.

M. BERKOWITZ, J. MORGAN, AND J. A. McCAMMON, Generalized Langevin dynamics simula-
tions with arbitrary time-dependent memory kernels, J. Chem. Phys., 78 (1983), p. 3256.

B. J. BERNE AND R. PECORA, Dynamic Light Scattering: With Applications to Chemistry,
Biology, and Physics, Dover, New York, 2000.

M. BRANICKI AND A. J. MAJDA, Quantifying uncertainty for predictions with model error in
non-Gaussian systems with intermittency, Nonlinearity, 25 (2012), pp. 2543-2578.

M. BRANICKI AND A. J. MAIDA, An information-theoretic framework for improving imperfect
dynamical predictions via multi-model ensemble forecasts, J. Nonlinear Sci., 25 (2015),
pp. 489-538.

M. CHEN, X. L1, AND C. Liu, Computation of the memory functions in the generalized Langevin
models for collective dynamics of macromolecules, J. Chem. Phys., 141 (2014), 064112.

A. CHORIN AND P. STINIS, Problem reduction, renormalization, and memory, Commun. Appl.
Math. Comput. Sci., 1 (2006), pp. 1-27.

A. J. CHORIN AND O. H. HALD, Stochastic Tools in Mathematics and Science, Springer, New
York, 2013.

A. J. CHORIN, O. H. HALD, AND R. KUPFERMAN, Optimal prediction and the Mori—Zwanzig
representation of irreversible processes, Proc. Natl. Acad. Sci. USA, 97 (2000), pp. 6253—
6257.

A. J. CHORIN, O. H. HALD, AND R. KUPFERMAN, Optimal prediction with memory, Phys. D,
166 (2002), pp. 239-257.

A. J. CHORIN AND F. Lu, Discrete approach to stochastic parametrization and dimension
reduction in nonlinear dynamics, PNAS, 112 (2015), pp. 9804-9809.

E. DARVE, J. SOLOMON, AND A. KiA, Computing generalized Langevin equations and general-
ized Fokker—Planck equations, Proc. Natl. Acad. Sci. USA, 106 (2009), pp. 10884-10889.

N. b1 PASQUALE, D. MARCHISIO, AND P. CARBONE, Mizing atoms and coarse-grained beads in
modelling polymer melts, J. Chem. Phys., 137 (2012), 164111, https://doi.org/10.1063/1.
4759504.

M. DOBSON, Information Theoretic Fitting for Coarse-Grained Molecular Dynamics, preprint,
2016.

W. E, Principles of Multiscale Modeling, Cambridge University Press, Cambridge, 2011.

W. E, B. Encquist, X. Li, W. REN, AND E. VANDEN-ELINDEN, Heterogeneous multiscale
methods: A review, Commun. Comput. Phys., 2 (2007), pp. 367-450.

P. EspANOL AND P. WARREN, Statistical mechanics of dissipative particle dynamics, Europhys.
Lett., 30 (1995), p. 191.

D. J. EvanNs AND G. MORRISs, Statistical Mechanics of Nonequilibrium Liquids, Cambridge
University Press, Cambridge, 2008.

G. W. ForD, M. KAC, AND P. MAZUR, Statistical mechanics of assemblies of coupled oscilla-
tors, J. Math. Phys., 6 (1965), pp. 504-515.

M. FRANK AND B. SEIBOLD, Optimal prediction for radiative transfer: A new perspective on
moment closure, Kinet. Relat. Models, 4 (2011), pp. 717-733.

D. GivoNn, R. KUPFERMAN, AND O. H. HALD, Euxistence proof for orthogonal dynamics and
the Mori-Zwanzig formalism, Israel J. Math., 145 (2005), pp. 221-241, https://doi.org/10.
1007/BF02786691.

I. Grooms AND A. J. MAIDA, Efficient stochastic superparameterization for geophysical tur-
bulence, Proc. Natl. Acad. Sci. USA, 110 (2013), pp. 4464-4469.

N. GUTTENBERG, J. F. Dama, M. G. SAUNDERS, G. A. VotH, J. WEARE, AND A. R.
DINNER, Minimizing memory as an objective for coarse-graining, J. Chem. Phys., 138
(2013), 094111.

C. HARTMANN, Model Reduction in Classical Molecular Dynamics, Ph.D. thesis, Freie Univer-
sitdt Berlin, Berlin, 2007.

C. Hun, P. EspaoL, E. VANDEN-EIJNDENC, AND R. DELGADO-BUSCALIONI, Mori—-Zwanzig for-
malism as a practical computational tool, Faraday Discuss., 144 (2010), pp. 301-322.

S. Izvekov AND G. A. VOTH, Modeling real dynamics in the coarse-grained representation of
condensed phase systems, J. Chem. Phys., 125 (2006), pp. 151101-151104.

M. A. KATSOULAKIS AND P. PLECHAC, Information-theoretic tools for parametrized coarse-
graining of non-equilibrium extended systems, J. Chem. Phys., 139 (2013), pp. 74-115.

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.


https://doi.org/10.1063/1.4759504
https://doi.org/10.1063/1.4759504
https://doi.org/10.1007/BF02786691
https://doi.org/10.1007/BF02786691

Downloaded 05/06/21 to 188.92.139.228. Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/page/terms

(48]

wQ = >

wn

H =

wn

THOMAS HUDSON AND XINGJIE H. LI

. KiNnjo AND S. HYopo, Equation of motion for coarse-grained simulation based on micro-
scopic description, Phys. Rev. E, 75 (2007), 051109.

. Krus, F. NUskg, P. Kovrar, H. Wu, 1. KEvRekipIS, C. SCHUTTE, AND F. NoOE, Data-

driven model reduction and transfer operator approzimation, J. Nonlinear Sci., 28 (2018),
pp. 985-1010.

. KuBo, The fluctuation-dissipation theorem, Rep. Progr. Phys., 29 (1966), pp. 255-284,
https://doi.org/10.1088,/0034-4885/29/1/306.

. KUPFERMAN, Fractional kinetics in Kac—Zwanzig heat bath models, J. Stat. Phys., 114
(2004), pp. 291-326.

. LEGoLL AND T. LELIEVRE, Effective dynamics using conditional expectations, Nonlinearity,

23 (2010), pp. 2131-2163.

. LEcoLL AND T. LELIEVRE, Some remarks on free energy and coarse-graining, in Numer-

ical Analysis and Multiscale Computations, B. Engquist, O. Runborg, and R. Tsai eds.,
Springer Lect. Notes Comput. Sci. Eng. 82, Springer, New York, 2012, pp. 279-329.

. LEGoLL, T. LELIEVRE, AND S. OLLA, Pathwise estimates for an effective dynamics, Stoch.

Process. Appl., 127 (2017), pp. 2841-2863.

. LEGoLL, T. LELIEVRE, AND U. SHARMA, Effective Dynamics for Non-Reversible Stochastic

Differential Equations: A Quantitative Study, manuscript.

. LE1, N. BAKER, AND X. L1, Data-driven parameterization of the generalized Langevin equa-
tion, Proc. Natl. Acad. Sci. USA, 113 (2016), pp. 14183-14188.

. LEL, B. CASWELL, AND G. E. KARNIADAKIS, Direct construction of mesoscopic models from
microscopic simulations, Phys. Rev. E; 81 (2010), 026704.

. LELIEVRE, M. ROUSSET, AND G. STOLTZ, Free Energy Computations: A Mathematical
Perspective, Imperial College Press, London, 2010.

. LELIEVRE AND W. ZHANG, Pathwise Estimates for Effective Dynamics: The Case of Non-
linear Vectorial Reaction Coordinates, arXiv:1805.01928[mathPR], 2018.

. L1, A coarse-grained molecular dynamics model for crystalline solids, Internat. J. Numer.
Methods Engrg., 83 (2010), pp. 986-997.

. L1, X. Bian, X. L1, AND G. E. KARNIADAKIS, Incorporation of memory effects in coarse-

grained modeling via the Mori-Zwanzig formalism, J. Chem. Phys., 143 (2015), 243128.

. L1, H. S. LEg, E. DARVE, AND G. E. KARNIADAKIS, Computing the non-Markovian coarse-

grained interactions derived from the Mori—Zwanzig formalism in molecular systems: Ap-
plication to polymer melts, J. Chem. Phys., 146 (2017).

. LINDGREN, Stationary Stochastic Processes: Theory and Applications, Chapman and
Hall/CRC, Boca Raton, FL, 2012.

. Lu, X. Tu, AND A. J. CHORIN, Accounting for model error from unresolved scales in en-

semble Kalman filters by stochastic parameterization, Monthly Weather Rev., 145 (2017),
pp- 3700-3723.

. Ma, X. L1, aND C. Liu, Coarse-Graining Langevin Dynamics Using Reduced-Urder Tech-

niques, https://arxiv.org/abs/1802.10133, 2018.

. MAJDA AND X. WANG, Nonlinear Dynamics and Statistical Theories for Basic Geophysical
Flows, Cambridge University Press, Cambridge, 2006.

. J. MAJDA, Introduction to Turbulent Dynamical Systems in Complex Systems, Front. Appl.
Dyn. Syst. Rev. Tutor., Springer, New York, 2016.

. J. Maipa, R. V. ABRAMOV, AND M. J. GROTE, Information Theory and Stochastics for
Multiscale Nonlinear Systems, American Mathematical Society, Providence, RI, 2005.

. J. MAJDA, M. BRANICKI, AND Y. FRENKEL, Improving compler models through stochastic
parameterization and information theory, ECMWF-WCRP, Thorpex Workshop on Model
Uncertainty, 2011.

. F. MAZENKO, Nonequilibrium Statistical Mechanics, Wiley, New York, 2006.

P. MEYN AND R. L. TWEEDIE, Markov Chains and Stochastic Stability, Communications and
Control Engineering, Springer, London, 1993, https://doi.org/10.1007/978-1-4471-3267-7.

. P. MEYN AND R. L. TWEEDIE, Stability of Markovian processes I11: Foster-Lyapunov criteria

for continuous-time processes, Adv. Appl. Probab., 25 (1993), pp. 518-548, http://www.
jstor.org/stable/1427522.

. Mort1, Transport, collective motion, and Brownian motion, Progr. Theor. Phys., 33 (1965),
pp. 423-455.

. MUNAKATA, Generalized Langevin-equation approach to impurity diffusion in solids: Per-
turbation theory, Phys. Rev. B, 33 (1985), p. 8017.

. NORDHOLM AND R. ZWANZIG, A systematic derivation of exact generalized Brownian motion

theory, J. Statist. Phys., 13 (1975), pp. 340-370.

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.


https://doi.org/10.1088/0034-4885/29/1/306
https://arxiv.org/abs/1802.10133
https://doi.org/10.1007/978-1-4471-3267-7
http://www.jstor.org/stable/1427522
http://www.jstor.org/stable/1427522

Downloaded 05/06/21 to 188.92.139.228. Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/page/terms

COARSE-GRAINING OF OVERDAMPED LANGEVIN DYNAMICS 1135

M. OTTOBRE AND G. A. PAVLIOTIS, Asymptotic analysis for the generalized Langevin equation,
Nonlinearity, 24 (2011), pp. 1629-1653.

. D. PAsQuALE, T. HUDSON, AND M. ICARDI, Systematic Derivation of Hybrid Coarse-Grained
Models, preprint, https://arxiv.org/abs/1804.08157, 2018.

G. A. PAVLIOTIS, Stochastic processes and applications: Diffusion Processes, the Fokker-Planck
and Langevin Equations, Texts Appl. Math. 60, Springer, New York, 2014, https://doi.org/
10.1007/978-1-4939-1323-7.

F. Pinski, G. SIMPSON, A. M. STUART, AND H. WEBER, Algorithms for Kullback-Leibler ap-
proximation of probability measures in infinite dimensions, STAM J. Sci. Comput., 37
(2014), pp. 2733-2757.

G. O. ROBERTS AND R. L. TWEEDIE, Fxponential convergence of Langevin distributions and
their discrete approzimations, Bernoulli, 2 (1996), pp. 341-363, https://projecteuclid.org:
443 /euclid.bj/1178291835.

z,

I. SNOOK, The Langevin and Generalised Langevin Approach to the Dynamics of Atomic,
Polymeric and Colloidal Systems, Elsevier, Amsterdam, 2017.
P. STiNis, Renormalized Mori—Zwanzig-reduced models for systems without scale separation,

Proc. Roy. Soc. A, 471 (2015), 20140446.

T. D. SWINBURNE, Stochastic Dynamics of Crystal Defects, Ph.D. thesis, Imperial College
London, London, 2015.

M. E. VELINOVA, ED., Coarse-Grained Molecular Dynamics, Delve Publishing, Burlington, ON,
Canada, 2017.

D. VENTURI, H. CHO, AND G. E. KARNIADAKIS, Mori-Zwanzig approach to uncertainty quan-
tification, in Handbook of Uncertainty Quantification, Springer, New York, 2016, pp. 1-36.

Y. Yosummoto, I. KINEFucHI, T. MiMA, A. FUKUSHIMA, T. TOKUMASU, AND S. TAKAGI,
Bottom-up construction of interaction models of non-Markovian dissipative particle dy-
namics, Phys. Rev. E, 88 (2013), 043305.

Y. Znau, J. DoMINY, AND D. VENTURI, On the estimation of the Mori- Zwanzig memory integral,
J. Math. Phys., 59 (2018), 103501.

Y. ZHu AND D. VENTURI, Faber approzimation to the Mori-Zwanzig equation, J. Comput.
Phys., 372 (2018), pp. 694-718.

R. ZWANZIG, Memory effects in irreversible thermodynamics, Phys. Rev., 124 (1961), pp. 983~
922.

R. ZWANZI1G, Nonlinear generalized Langevin equations, J. Statist. Phys., 9 (1973), pp. 215-220.

R. ZwaNz1G, Nonequilibrium Statistical Mechanics, Oxford University Press, Oxford, 2001.

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.


https://arxiv.org/abs/1804.08157
https://doi.org/10.1007/978-1-4939-1323-7
https://doi.org/10.1007/978-1-4939-1323-7
https://projecteuclid.org:443/euclid.bj/1178291835
https://projecteuclid.org:443/euclid.bj/1178291835

	Introduction
	Outline

	Formulation of the problem
	A benchmark problem
	Derivation of approximate dynamics
	Other choices of approximate dynamics

	Numerical simulations
	Investigation of the memory kernel
	Comparison of different effective dynamics

	Conclusion
	Appendix A. Proof of Theorem 2.1
	Construction of ``orthogonal'' variables
	Dyson–Duhamel principle
	Orthogonal dynamics
	Memory integral
	Memory kernel
	Conclusion of the proof

	Acknowledgments
	References

