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ABSTRACT: Vibrational spectroscopy is an essential tool in chemical analyses, biological assays, and
studies of functional materials. Over the past decade, various coherent nonlinear vibrational
spectroscopic techniques have been developed and enabled researchers to study time-correlations of
the fluctuating frequencies that are directly related to solute—solvent dynamics, dynamical changes in
molecular conformations and local electrostatic environments, chemical and biochemical reactions,
protein structural dynamics and functions, characteristic processes of functional materials, and so on.
In order to gain incisive and quantitative information on the local electrostatic environment, molecular
conformation, protein structure and interprotein contacts, ligand binding kinetics, and electric and
optical properties of functional materials, a variety of vibrational probes have been developed and site-
specifically incorporated into molecular, biological, and material systems for time-resolved vibrational
spectroscopic investigation. However, still, an all-encompassing theory that describes the vibrational
solvatochromism, electrochromism, and dynamic fluctuation of vibrational frequencies has not been completely established mainly
due to the intrinsic complexity of intermolecular interactions in condensed phases. In particular, the amount of data obtained from
the linear and nonlinear vibrational spectroscopic experiments has been rapidly increasing, but the lack of a quantitative method to
interpret these measurements has been one major obstacle in broadening the applications of these methods. Among various
theoretical models, one of the most successful approaches is a semiempirical model generally referred to as the vibrational
spectroscopic map that is based on a rigorous theory of intermolecular interactions. Recently, genetic algorithm, neural network, and
machine learning approaches have been applied to the development of vibrational solvatochromism theory. In this review, we
provide comprehensive descriptions of the theoretical foundation and various examples showing its extraordinary successes in the
interpretations of experimental observations. In addition, a brief introduction to a newly created repository Web site (http://
frequencymap.org) for vibrational spectroscopic maps is presented. We anticipate that a combination of the vibrational frequency
map approach and state-of-the-art multidimensional vibrational spectroscopy will be one of the most fruitful ways to study the
structure and dynamics of chemical, biological, and functional molecular systems in the future.
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1. INTRODUCTION

The vibrational spectra of a polyatomic molecule, which
depend strongly on its chemical structure and interactions with
the surrounding environment and dynamical transformations
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between multiple conformations, can be accurately measured
with linear absorption and inelastic light scattering spectros-
copy in both the gas and condensed phases.”” As such,
Fourier-transform IR absorption and Raman scattering spec-
troscopy have become essential tools in chemical analyses,
biological assays, and studies of functional materials. Over the
past decade, we have witnessed revolutionary developments in
coherent nonlinear vibrational spectroscopy such as multi-
dimensional electronic, IR, THz, IR-Raman, IR-vis, vis-IR, and
THz-Raman techniques.”~*” From the coherent multidimen-
sional spectroscopy measurements, researchers have extracted
the solvation-induced frequency shifts and the time-correla-
tions of the fluctuating frequencies and provided crucial
insights into the spontaneously fluctuating motions of solvent
molecules, dynamical changes in molecular conformations and
local electrostatic environments, chemical and biochemical
reactions, protein structural dynamics and functions, character-
istic processes of functional materials, and so on.

To quantitatively analyze and interpret the spectroscopic
observations, researchers have site-specifically introduced
vibrational probes into molecular, biological, and material
systems usin§ a variety of organic and biochemical
techniques.”®™>" Such vibrational probes could be invasive
when they are added to a solvated molecular system via their
hydrogen-bonding interactions with surrounding solvent
molecules or biomolecular residues. However, they are still
significantly smaller than fluorophores, which makes them
attractive probes for studying local environments. These IR-
probe-labeled molecules, proteins, nucleic acids, functional
materials, and chemically reactive systems have been subject to
linear and nonlinear vibrational spectroscopic investigations to
gain incisive and quantitative information on the local electric
field, molecular conformation, protein contacts, energy trans-
ter, ligand binding kinetics, and function-defining features of
materials. This rapidly expanding library of experimental
results has been reviewed recently by a few groups of
researchers.>*™** However, the data generated through these
experiments have inevitably required an interpretive method
with atom-level chemical accuracy. Despite prolonged efforts
in this area, an all-encompassing theory that describes the
vibrational solvatochromism, electrochromism, and dynamic
fluctuation of vibrational frequencies and how they reflect the
chemistry and biology of the molecules has not been
established. This is not only because the intermolecular
interactions in the condensed phases are intrinsically
complex”>~®° but also because the vibrational frequency shifts
induced by the varying intermolecular interactions are very
small quantities, e.g.,, fractions of thermal energy, and are
difficult to model even with high-level quantum chemistry
calculation methods.

To describe vibrational solvatochromic effects on molecular
spectra quantitatively, a community of researchers have worked
assiduously to find systematic and theoretically sound
approaches by considering electric potential and field
expansion of intermolecular interaction, distributed multipole
analysis, effective fragment potential, and/or hybrid quantum
chemistry—molecular mechanics simulation methods. They
have designed a series of ab initio, semiempirical, or empirical
models for specific IR probes of interest and referred to them
as vibrational spectroscopic maps, which we will abbreviate
jointly as the VSMs in this review. Using a rigorous theory of
intermolecular interactions, extensive ab initio calculation
results, and sometimes experimentally measured spectroscopic
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data, a variety of VSMs have been developed and successfully
used to interpret the linear and nonlinear vibrational
spectroscogic signals of complex systems at the molecular
level ***%°°~% An example of such a vibrational frequency
map is schematically depicted in Figure 1. The vibrational

IR probe

o=a,+ Y Aq, $(r,)-D A, -E(r))
X J

Figure 1. Vibrational frequency mapping with solvent electric
potential and field. The vibrational frequency @ of a normal mode
of an IR probe is mapped onto a set of points, called distributed sites,
that interact with the electrostatic potential ¢ and electric field E
exerted by the molecular environment. Note that the map parameters
Agq,, which are vibrational solvatochromic charges, are scalar
quantities whereas Ay, which are vibrational solvatochromic dipoles,
are Cartesian vectors. The vibrational reference frequency, @,, which
could also be a part of the map, corresponds to that of the IR probe in
the absence of solvent electrostatic potential and electric field.

frequency of a localized vibrational mode is mapped onto a set
of points, called the distributed sites, which are located within
the IR chromophore and sense the spatial distribution of local
electrostatic potential and electric field around it much like an
antenna. Therefore, the VSMs correctly capture the sensitivity
of the IR chromophores to their electrostatic environment and
can be readily applied to study spontaneous fluctuation-
induced chemical and physical processes in the condensed
phases with unprecedented time and spatial resolution, in
conjunction with the coherent nonlinear vibrational spectros-
copy experiments.

To demonstrate the working principles of linear and
nonlinear vibrational spectroscopy techniques, we first note
that molecular spectroscopy involves an interaction of the
oscillating charged particles in a molecule with an external
electromagnetic field whose frequency is close to one of the
vibrational or electronic oscillations. Upon resonance between
the molecular vibrations and the electromagnetic waves, the
quantum transition amplitude becomes very large, which
results in a high transition probability between two vibrational
eigenstates of the molecule. IR absorption spectroscopy
measures the distribution of these transition probabilities by
detecting the attenuation of the incident IR beam, and Raman
spectroscopy probes the inelastic light scattering cross-section
of the molecule of interest.

As one of the recent additions to the inventory of molecular
spectroscopic techniques, coherent multidimensional vibra-
tional spectroscopy”’’ can be considered as a vibrational
analog of multidimensional NMR spectroscopy.””’* In general,
such an experiment involves multiple ultrashort pulses with
controlled delay times. More specifically, a series of coherent
laser pulses with specific relative phases are used to interrogate
the molecular system and to probe the correlation between
distinctive vibrational transitions at different times. These
pulses induce multiple transitions in the molecule, create
nonlinear polarization in the system, and generate the electric
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field that carries the quantitative information about the
multipoint time correlations of these vibrational transitions.
Thus, the detected signal is intrinsically multidimensional in
the time domain, and its Fourier transforms with respect to the
judiciously chosen delay times give the time-resolved multi-
dimensional spectra. For example, coherent two-dimensional
(2D) vibrational spectroscopy employs three femtosecond
laser pulses in the IR frequency range to induce the third-order
polarization in molecular systems, which produces the third-
order electric field oscillating with a frequency determined by
the molecular vibrational frequency. As demonstrated in Figure
2, the generated signal electric field can be measured and

Wemission
Wemission

Wexcitation Wexcitation

Figure 2. Schematic diagram of the 2D IR spectra of two oscillators.
The x and y axes represent the excitation (pump) and emission
(probe) frequencies, respectively. Here, it should be mentioned that
sometimes 2D spectra are plotted with the two axes swapped. Two
diagonal peaks with positive (red) amplitudes originate from the
ground-state bleach and stimulated emission, whereas those with
negative (blue) amplitudes are from the excited-state absorption. The
center line slope (CLS) and nodal line slope (NLS) are related to the
frequency—frequency correlation function and the inhomogeneity of
the transition frequencies.”® If the two oscillators are coupled with
each other via wave function overlap, one can find cross-peaks at zero
waiting time. If the two oscillators exchange energy or undergo
chemical exchange, the cross-peaks in the off-diagonal region of the
2D IR spectrum appear as the waiting time, T, increases.

presented in two frequency dimensions that are conjugate to
the time intervals between the first and second pulses, 7, and
between the third pulse and the detection, t. One can then plot
a series of 2D IR spectra with respect to the waiting time, T,,
which is defined as the time interval between the second and
the third pulses, to track the time evolution of the vibrational
excitations.

Clearly, 2D vibrational spectroscopy is an ultrafast measure-
ment technique. In a 2D spectrum, the changes of the diagonal
and off-diagonal peaks provide unique information on the
molecular vibrations, which cannot be extracted from the
conventional one-dimensional vibrational spectroscopy. To
name a few, these include the homogeneous and inhomoge-
neous line-broadenings, the anharmonic frequency shift of a
given normal mode, the solute—solvent interaction induced
spectral diffusion, and mode—mode vibrational coupling
constants. As a result, 2D IR and other multidimensional
spectroscopy techniques have been used as powerful tools for
studying (i) the structure and dynamics of Eﬁ)eptides,m_82
proteins,”***7%% protein—ligand complexes,”” DNA,”*™"’
RNA,” and lipid bilayers,””'% (i) the energy transfer
dynamics between coupled oscillators in condensed
phases,23’101_103 (iii) the hydrogen-bonding (H-bonding)
structure and dynamics of liquid water and its isotopo-

https://dx.doi.org/10.1021/acs.chemrev.9b00813
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logues,'**'% (iv) the configurational and H-bonding dynamics

of biomolecules,'””'%” (v) the molecular exciton dynamics in
photovoltaic materials,'*® etc.

The amount of data obtained from the linear and nonlinear
vibrational spectroscopic experiments has been rapidly
increased, but the lack of a quantitative method to interpret
various vibrational spectroscopic observations has often been
one major obstacle in broadening the applications of these
methods. Motivated by experimental needs, there has been
rapid development of vibrational frequency maps of localized
modes of molecules in the condensed phases, vibrational
coupling maps for interacting vibrational modes, and vibra-
tional transition dipole/polarizability maps for determining the
corresponding IR/Raman transition amplitudes over the past
decades. To collect all those vibrational spectroscopy maps
reported and to make them available to everyone who is
interested in utilizing such maps or developing a new map for
different vibrational probes, a repository Internet site (http://
frequencymap.org/) has been created. We thus anticipate that
the marriage of the vibrational frequency map approach with
state-of-the-art multidimensional vibrational spectroscopy will
be one of the most fruitful ways to study the structure and
dynamics of chemical, biological, and functional molecular
systems in the future.

2. BRIEF THEORETICAL ACCOUNT OF VIBRATIONAL
SPECTROSCOPY

2.1. Radiation—Matter Interaction and Time-Dependent
Perturbation Theory

In molecular spectroscopy,” the system of interest interacts
with the incident electric field. In the electric dipole
approximation, the interaction Hamiltonian can be written as

Hint(t) = —ﬁ'E(l‘, t) (1)

where I is the electric dipole operator and E(r, t) is the electric
field. In the case of inelastic scattering spectroscopy utilizing
spontaneous Raman, stimulated Raman, or coherent anti-
Stokes Raman scattering processes of polyatomic molecules
induced by electronically nonresonant electric fields, the
effective field—matter interaction Hamiltonian is approximately
given by —a:E(r, t)E(r, t), where @ is the electric polarizability
operator.” In the semiclassical approximation where the
external electromagnetic field is treated classical mechanically,
whereas the molecular system is treated quantum mechan-
ically, the total Hamiltonian of the composite system is
assumed to be the sum of the material Hamiltonian in the
absence of radiation and the interaction Hamiltonian, H, (t).
More specifically, the total Hamiltonian is given by

H(t) = Hg + Hp,y, + Hpyg + Hy_p + Hy, (t) ()

where Hy is the molecular Hamiltonian of the system, Hy,, is
the bath Hamiltonian, Hy,,; is that of the radiation, and Hg_g
represents the solute—bath interaction energy. Hereafter, the
radiation Hamiltonian is ignored, and the zeroth-order
Hamiltonian H, is assumed to be the sum of the solute,
bath, and solute—bath interaction energies.

The system evolves in time according to the quantum
Liouville equation for the density operator p(t) of the system
as follows

ap(r, t) _

i
o _E[Ho + Him(r; t)) p(r, t)]

(3)
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Quantitative information about physical observables of the
system, denoted as A(t), can be obtained through the
expectation value Tr[Ap(t)] where Tr denotes the trace of a
matrix and A is the corresponding quantum operator
associated with observable A. A diagonal element p,, of the
density matrix in a basis set {la>} represents the probability
that the system is in state g, or the population of the system in
state a. The off-diagonal element p,, of the density matrix,
which is related to coherence or superposition state evolution of
two states a and b, gives rise to the temporal oscillation of the
aforementioned probability with a frequency @ ~ w,, = (E, —
E,)/h determined by the energy difference of the two states.

Treating H;,(t) as the perturbation to the reference
molecular Hamiltonian Hy, eq 3 can be formally solved by
applying the time-dependent perturbation theory. The solution
is, in general, expressed as a power series expansion of p(t) in
interaction Hamiltonian,‘z’4 ie, p(r, t) = p(o) (r, t) + p(l)(r, )+
-+, where the zeroth-order term is just the equilibrium density
operator for the unperturbed system p©(t) = Peq in the
absence of external radiation. The nth-order correction term
denoted as p(t) contains H;,(t) in the nth power in a time-
ordered Dyson integral accounting for all possible field—matter
interactions.

From the perturbation expansion form of the system density
operator p(t), one can calculate the material polarization
induced by field—matter interactions and the nth-order
polarization P"(x, t), which is given by P (r, t) = Tr[ﬁp(")(r,
B)], as

P (r, t) = f dt, - / dtR™(t, -, t)E(r, t — t)
0 0

S B(r, £t 1) (4)

where the nth-order molecular response function is defined as

R, ) = (£ 000 060t + -+ 1)

[ﬂ(tn— +o tl); ["'[ﬂ(ﬁ): [1(0), Peq]]]D (5)
with the Heaviside step functions 6(t) due to the causality
principle. Here, u(t) = exp(iHt/h)jt exp(—iHyt/h) is the
dipole operator in the interaction picture, and the angular
bracket denotes the trace of a matrix. The linear response
corresponds to the case of n = 1 in eqs 4 and S. The second-
and third-order polarizations that are related to the surface
vibrational spectroscopy and four-wave-mixing-type time-
resolved vibrational spectroscopy, respectively, are determined
by the corresponding second- and third-order response
functions. Note that R is a real function because P"" (r, t)
and E(r, t) in eq 4 are both real quantities, even though
individual terms comprising R™ are complex in general and
represent different quantum transition pathways.

2.2. Linear Response Vibrational Spectroscopy

The IR absorption (Raman scattering) spectroscopy can be
fully described by considering the expectation value of the
time-evolved electric dipole (polarizability) operator.”* Using
the cumulant expansion technique,” one can obtain an
approximate expression for the linear response function,
which is given by

https://dx.doi.org/10.1021/acs.chemrev.9b00813
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Wy _ b —iwt—g(t) =yt _
R(t) = hG(t){ﬂge/tege c.c}
__2 —it—g(t) 7t
= h()(t)lm[ﬂgeﬂege ] ©)
where p,, = (elitlg) and @ represent the average transition

frequency determined by the energy difference between the
ground (Ig)) and excited (le)) states. Here, y is the relaxation
constant introduced in an ad hoc manner to take into account
both the finite lifetime of the excited state and the rotational
relaxation time of chromophores in solutions. In eq 6, the line-
broadening function that mainly determines the frequency-
dependent line shape of the absorption spectrum is

80 = [ ar, [ ") o

where the autocorrelation function of fluctuating chromo-
phore-solvent interaction energy can be related to the
fluctuating vibrational frequency-frequency correlation func-
tion (FFCF) as

C(t) = (d(t)éc(0)) (8)

In the above equation, the angle bracket on the right-hand
side of eq 8 represents the classical mechanical average over
the phase space spanned by the bath degrees of freedom. From
eqs 7, we now have the line-broadening function g(t) related to
the FFCF as

s = [ o, [ dagon(a)on(o) .

Note that the instantaneous vibrational frequency of a given
mode of the jth solute molecule at time ¢ can be decomposed
into three terms as

wt) = oy + Aw + dwt) (10)
where @, is the vibrational frequency of the IR probe mode
when the solute molecule is in the gas phase, Aw is the average
frequency shift due to the vibrational solvatochromism, and
Sw,(t) is the fluctuating part of the vibrational frequency of the
jth molecule. The average vibrational frequency is given by the
sum of @, and Aw, i.e,, ® = ®y + Aw. From the decomposed
expression (eq 10) for the instantaneous vibrational frequency
of the jth molecule, it becomes clear that the theoretical
description of the solvation-induced vibrational frequency shift,
Aw, in terms of chromophore—solvent interactions is
immensely important to understand the changes in the peak
position of the IR absorption spectrum due to varying solvent
properties such as polarity, hydrophobicity, proticity, and so
on. From the peak frequency @ of the IR absorption spectrum,
one can accurately measure the solvatochromic vibrational
frequency shift Aw within the Condon approximation.

In addition, the width of each IR spectrum is related to the
standard deviation of dw(t), i.e., (6w*)Y?, when the line-
broadening is dictated by pure dephasing process. However, in
general, the width of the IR absorption spectrum is determined
not just by (Sw?)"? but also by the width of the
inhomogeneous distribution of transition frequency and the
rates of vibrational energy and rotational relaxation processes.
If there is no static inhomogeneity in vibrational frequencies
and if the vibrational lifetime-broadening and rotational
relaxation-induced dephasing are negligibly small, the whole
line broadening is determined by the pure dephasing, which
makes the linear response function decay as described by
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exp(—g(t)) in eq 6. Kubo’s exponential model for C(t) has
long been used to describe the line shape of the linear
vibrational spectrum.”® Let us assume that the FFCF is an
exponentially decaying function as

C(t) = (bw*) exp(-Tt) (11)

where the decay constant I' corresponds to the loss rate of
correlation between vibrational frequencies at two different
times. With this exponential FFCF, the correlation time is
given by

- fo dC(t)/C(0) = 1/T (12)

Inserting eq 11 into eq 9, one can find
g(t) = (S0’ )t {exp(~t/1,) + /1, — 1) (13)

If the correlation time £, is much shorter than the inverse of
(6*)'?, that is the case when the vibrational frequency loses
its memory almost instantaneously. This is the Markovian
limit, and the line-broadening function g(t) becomes a linear
function of time as

g(t) = (sw’)tt (14)

and the linear response function decays exponentially with
respect to t. Within this Markovian approximation to the
FFCF, the absorption spectrum in the frequency domain
becomes a Lorentzian function.

If the correlation time f, is much longer than the inverse of
(60*)'?, the line-broadening function in eq 13 can be
approximated as a quadratic function of time, i.e.,

g(t) = (1/2)(60™)t* (15)

Then, the line shape of the absorption spectrum becomes a
Gaussian function with a width determined by (5w?)'/2. If the
line-broadening function g(t) is assumed to be a sum of
exponential and Gaussian functions in the time domain, the
corresponding absorption line shape in the frequency domain
becomes the well-known Voigt profile.

The linear response function that determines the line shape
of the absorption and emission spectra of optical and
vibrational chromophores can be approximately described in
terms of the instantaneous fluctuations of the vibrational
transition frequencies and dipole moments. Therefore, if an
accurate VSM is available for a given set of vibrational modes
of molecules in condensed phases, the center frequencies of
the absorption and emission spectra and their line widths can
be reproduced and even predicted by using MD simulations
combined with the VSM theory. Nevertheless, it should be
emphasized that even though the line shape analysis of linear
spectra provides invaluable information about chromophore—
solvent interaction strength, it is impossible to extract direct
information about the time correlation function of the
chromophore—solvent dynamics from the corresponding 1D
spectrum. Furthermore, if inhomogeneous-broadening effects
are not negligible, one cannot extract quantitative information
about (5w”)'/? from the 1D spectrum because the full-width-
at-half-maximum of the spectrum is determined by both the
standard deviation of fluctuating frequency and the width of
the inhomogeneous frequency distribution. In this respect,
time-resolved vibrational spectroscopy has found its use for
studying such locally heterogeneous environments around IR
probes and for measuring time scales of vibrational energy

https://dx.doi.org/10.1021/acs.chemrev.9b00813
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relaxation, rotational dynamics, transitions from one conformer
to another, chemical exchange dynamics among noncovalently
bonded chemical species, energy or particle transfer processes
from one state to another, and transient dynamics between
different solvation configurations. All these transient processes
involve changes in vibrational frequencies of solute molecules
because any molecular structural changes affect the multi-
dimensional potential energy surface of the molecule, which
then induce changes in vibrational frequencies.

2.3. Time-Resolved Vibrational Spectroscopy

In general, most nonlinear vibrational spectroscopic measure-
ments are conducted in two steps. The first is the preparation
step, where molecular systems under investigation are excited
by incident radiations. The second is the detection step, where
the signal generated through nonlinear field—matter inter-
actions is measured and presented. In time-resolved IR pump—
probe (PP), the first two electric field—matter interactions
occur with the pump pulse. The time-delayed probe pulse
interacts with the molecules in the sample, which generates the
third-order macroscopic polarization in the sample. The
macroscopic material polarization is usually a linear sum of
all the third-order dipole moments of chromophores dissolved
in solutions when their couplings are weak. The generated IR
PP signal field interferes with the same incident probe field,
and the interference term is selectively measured.

For 2D IR spectroscopy, the system is usually irradiated with
three coherent laser pulses. The generated 2D IR signal field is
heterodyne-detected, and the 2D IR spectrum is presented in
two frequency dimensions representing two distinct vibrational
coherence oscillations separated by a waiting (population)
time Tw.4‘5’70 The 2D IR is four-wave-mixing spectroscopy
because the signal field arises from three preceding field—
matter interactions that are each linear in the applied
electromagnetic field. In each of the four field—matter
interaction events, a quantum transition takes place between
vibrational states of the system. Depending on the config-
uration of the optical laser pulses such as the frequency,
direction of propagation (wavevector), and polarization, as well
as on the detection methods, different quantum transition
pathways can be differently generated and selectively
measured.”*

Time-resolved IR spectroscopy, e.g, IR PP and 2D IR,
involves quantum transitions up to the second vibrational
excited state denoted as If). Therefore, a three-level system
with eigenstates lg), le), and If) is a useful model for developing
a theory of nonlinear response function that is directly relevant
to time-resolved four-wave-mixing spectroscopy in general. As
well-known, the third-order vibrational response function
vanishes for a perfect bosonic oscillator; the model system
should represent an anharmonic oscillator where the
fundamental transition frequency w,, differs from @y,

The evaluation of a realistic response function critically
depends on the accurate description of the system—bath
interactions or generally intermolecular interactions that are
responsible for chemical dynamics and spectroscopic phenom-
ena such as dephasing, relaxation, reorientation, spectral
diffusion, and population and coherence transfers. Methods
to incorporate the effect of the environment as well as the
multimode vibrational coupling have been discussed in various
review articles and books.”>””" Here, we briefly outline the
theory of nonlinear vibrational response function and its
interplay with vibrational solvatochromism and vibrational
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frequency-frequency correlation function. We focus on a
simple three-level chromophore interacting with the environ-
ment, where the corresponding Hamiltonian is given by

Hy= ). [h, + V,(q) + Hy(q)llm)(ml

m=g,e,f

(16)

where A, is the energy of state m (m = g, ¢, f) in the absence
of bath, V,,(q) is the chromophore—bath interaction energy of
the state m that depends on the bath degrees of freedom q,
Hg(q) is the energy of the bath, and the basis states Im) are
chosen as eigenstates of an isolated chromophore. Note that
the off-diagonal elements of the chromophore—bath inter-
action such as J,,Im)(nl that approximately describe state-to-
state vibrational energy transfer processes are assumed
negligible for the sake of simplicity. Thus, the chromo-
phore—bath interaction described by eq 16 modulates the
energy gap between two different eigenstates of the target
oscillator.

The third-order signal electric field E*)(r, t) that is under
detection in nonlinear spectroscopy is obtained by solving
Maxwell’s equation taking the nonlinear polarization PO(x, t)
as the radiation source. Often, the following assumptions are
made: (i) the signal field is only weakly absorbed by the
medium, (i) the envelopes of polarization and signal fields
vary slowly in time compared to the optical period, (iii) the
signal field envelope spatially varies slowly compared to its
wavelength, (iv) the frequency dispersion of the medium
refractive index is weak. The approximate solution for the
signal electric field envelope is given by

i,
n(@)

Here n(w) is the refractive index of the medium and P§3)(t)
is the polarization component propagating with wave vector k
and frequency w; that are one of the combinations +k; + k, +
k; and +®, + w, + w3, respectively. Note that eq 17 gives the
approximate signal field arising from a single Fourier
component of the third-order polarization expanded as®*

PO (r, 1) = " PP(t) exp(ikyr — iojt)
] (18)

EX(r) P(t)

(17)

By changing the location of the detector appropriately,
individual components of the polarization with different k, can
be selectively measured. Note that the assumption (ii) known
as slowly varying-envelope approximation becomes invalid for
far-IR and THz spectroscopy because typical pulse duration
time is quantitatively similar to the period of such low-
frequency far-IR and THz radiation. In that case, one should
solve the corresponding Maxwell's wave equation rather
numerically, which is not of major difficulty. In the present
work, we shall focus on IR probes whose oscillation
frequencies are in mid-IR and near-IR domains (>1000
cm™'), so the slowly varying-envelope approximation is still
valid.

The general third-order response function in eq S has three
nested commutators, so it can be expanded and rewritten as
the sum of eight terms™'*’

https://dx.doi.org/10.1021/acs.chemrev.9b00813
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R(s)(t3, ty, t) = (%)3903)9(5)9(5)

DRty 1y, 1) = Rty 1y, )]
i=1 (19)

where the components Ri(t;, t,, t;) are given by

R(t;, 1, 1) = KA, exP[i(_‘T’egta - a_’egtl)]ﬂgege(taf ty )

+ m i expli(agt; — B t)1EE (8, 1, ;)

Rz(t31 ty tl) = ﬂgcﬂegﬂgeﬂzg eXP[i(—(l_’ggfs + F"ggtl)]Fzgegz(ty £y tl)

+ 1t L@t + @) (8, 1, 1)

Ry(t;, 1, 1) = KM expli(—a@,

t+ L‘_’egtl)]Fgcge(ty ty 1)
+ 1t spli(@t + @ty + @015, 1, 1)

Ry(t;, t, t) = Mo 1, expli( =@ty — D)1 (8, 1y, 1,)

TR B, expli(=@,t; — @yt — a_’egtl)]Ffefs(ty ty t)

(20)

Here, p,, is the transition dipole between states a and b,
hoy, = h(w, — o) + (V.(qQ) — V,(q))5 is the energy gap
averaged over bath degrees of freedom, and FE*(ty, t,, t,) is
the line shape function which can be approximated by
exponential functions containing difference potential energies
Uw(q) = U(q) — Uy(q)." Alternatively, one can invoke the
second-order cumulant expansion approximation, which
becomes exact when the fluctuation of the energy gap obeys
the Gaussian statistics, to obtain

Ry (ty, b, 1) = KM, eXP(_ia_)egts - ia_)egtl)

exp[—g™(t;) — g(t,) -1, (ts 1y 1)]

Ryp(ty, b, 1) = Kb iy exp(ia_)fetz, - ia_)egtl)

X exp[—g*(t;) — g(t) + g () — g(t, + t,)
-t +t) + gt + t, + ;)]
Ryt ty, 1) = KM, eXP(_ia_)egts + ia_)egtl)
expl—g™(t;) — g"(t)) + £ (t3, t5, 1))]
R,p(ty, ty, 1) = A exp(id@yt; + id,t)
X exp[—g*(t3) - g*(tl) - g(tz) + g*(tl + tz)
+g(t, + 1) — g5 (t, + t, + ;)]
Ry(ty, by, 1)) = B 1 1, exp(—idgty + idt)
exp[—g(t3) - g*(t1) +fj<(t3) ty t1)]
R4(t3) t2) tl) = ﬂgeﬂegﬂgeﬂeg exp(_imegtS - ia_)egtl)
exp[—g*(t3) - g(tl) -f (t3: t t1)]
(21)

where the auxiliary functions are given by

f+ (ty ty 1) = g*(t) — g*(t, + 1) — g(t; + 1)
+g(t +t, + t3)

f(t by, t) =g(ty) — g(ty, + t5) — g(t; + )
+ g(tl + 1+ ta) (22)

and g(t) is defined by eq 9. The other contributions to Ry and
R,, which involve coherence evolution of |f){gl during t,, are
not included in eq 21, and the energy fluctuation between
states g and f is usually assumed to be twice that between g and
¢ ie., dwp(t) = 25a)eg(t).4

The six response functions in eq 21 can be classified, based
on their physical interpretation, as ground state bleach (GB)
and stimulated emission (SE) that involve transitions between
g and ¢, and excited-state absorption involving transitions
between e and f. They can also be classified into rephasing and
nonrephasing terms, depending on whether the optical
coherence during the times ¢; and t; evolves in the same or
opposite direction. If chromophores have a broad distribution
of heterogeneous environments, which makes the vibrational
transition frequency broadly distributed, the molecular non-
linear response function should be calculated by averaging over
the inhomogeneous distribution f(w) of vibrational frequen-
cies, i.e.,

R(t;, ty, 1)) = fdij(t3, t,, t; w)f (w) (23)

where @ is the variable representing the frequency shift due to
heterogeneously distributed local solute—solvent interaction
environments, solute conformations, phases, or microscopic
states. For instance, the first nonlinear response function after
average over the normalized distribution f(w) is given by

Ryt ty, 1) = f dwR,(t;, t,, t;; ©)f (@)

=Ry, (3, 1y, tl)f (t; + 1) (24)

where }(t) is the inverse Fourier transformation of f(w). As t;
and t; increase, due to the inhomogeneous distribution of
vibrational frequencies, the response function additionally
decays and it does not produce any echo signal. In contrast
with Ry4(t3, t,, t,), the averaged nonlinear response function of
Ry, (ts, t,, t;;@) over @ becomes

RZA(t3I ty t1) = /dwRZA(t3’ ty by w)f(w)

= Ro,(ty, t, )f (55— 1) (28)
Since f(t) peaks at t = 0, f(t; — t,) with respect to t, reaches
its maximum at t; = t;, which is the signature of echo

generation due to an inhomogeneity-induced rephasing
process. Therefore, R, and R; are rephasing terms that are
responsible for the generation of the photon echo (PE) signal
from chromophores having a broad inhomogeneous frequency
distribution, and R; and R, are referred to as nonrephasing
terms.

When the vibrational modes are spectators in chemical
reactions, the Gaussian approximation'*”''" making the
foundation of the line-broadening function breaks down. The
response function formulation presented above is still valid, but
they need to be evaluated explicitly including the resulting
non-Gaussian fluctuations.'''~"*° In these cases, the numerical
integration of the Schrodinger equation (NISE)"*" and the
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nonlinear exciton propagation (NEP) algorithms'** should be
of use.'"”

2.4, Two-Dimensional Line Shape Analysis and Spectral
Diffusion

The average vibrational frequency shift of IR-active modes,
which is induced by solute—solvent interactions, can be
accurately measured by analyzing the FTIR spectra of IR
probes. However, to obtain information on the time scale of
vibrational frequency fluctuation, it is necessary to use
nonlinear vibrational spectroscopic techniques as they are
capable of measuring the frequency-frequency correlation
function. Photon echo spectroscopy has been used as one of
the most popular techniques for studying ultrafast solvent
dynamics, through measuring photon echo peak shift (PEPS)
in the time domain.”'** More recently, 2D vibrational,
electronic, and electronic—vibrational spectroscopy experi-
ments have been extensively performed to extract solvent
dynamics and frequency—frequency correlation function from
the analyses of nodal line slope, center line slope, and ellipticity
of two-dimensional peaks on the diagonal and off-diagonal
regions of the 2D spectra (Figure 2).%>77%7
Using the FFCF formulation to describe the solute—solvent
interaction-induced fluctuation of vibrational frequency, one
can, in principle, calculate the nonlinear response functions in
eq 21. However, more useful information can be extracted by
analyzing the 2D line shape changes in time. To establish the
relationship between the analytical expressions for the
nonlinear response functions and the waiting time-dependent
2D line shape, one can use a short-time approximation to the
line-broadening function.”>””® Assuming that the pulse
envelope function can be approximated as a Dirac delta
function and carrying out the two-dimensional Fourier
transformations of the PE signal field, it was shown that the
complex 2D photon echo spectrum of an anharmonic oscillator
system, which can be approximated as a three-level system, is
given by
EP}E(wt) T; w—;) = E;f;(wu T; w‘[) + E}f}?(wu T) wr)
~EA
+ Ep(o, T, ®,) (26)

where SE, GB, and EA represent the stimulated emission,
ground-state bleaching, and excited-state absorption (EA)
terms, respectively, and they are

ﬂ'[ﬂgeﬂegﬂgeﬂeg Jieqe,e

coJa-am)

{exp<—y2<T>> + %F@(T))}

~SE
EPE(wtf T, w‘r) =

(=%

ﬂ[ﬂge/legﬂgeﬂeg Jiese e,

C(0)y/(1 = CXT))

{exp<—z2<T>) . %F(Z(T))}

~GB
EPE(wN T, w‘:) =

exp(—x”)

ﬂ[ﬂefﬂfeﬂegﬂge]f%eze;k

coya-cam)

, 2i
{exp(—w (1)) + EF(W(T))}

(=%

~EA
Epp(@, T, o) = —

27)
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Here, the vectorial dipole moment associated with the
transition from the ground state g to the first excited state e is
denoted as y1,, and the unit vector of the polarization of the jth
pulsed electric field is as e;. In eq 27, C(t) is the normalized
FFCF defined as

C(t) = C(t)/c(0) (28)

The auxiliary functions in eq 27 are defined as, with f = 1/
kBTy

x = WO)‘Q
¥(T) B B
_ @ = @ +2{2/n}(1 = (1)) — (o, — 3)C(T)
- J2c0)(1 = T(T))
1y = %= % = (0 - @)
2C(0)(1 - TXT))
w(T)

= @ + 2(/h)(1 = TT)) = (@, — @ )T(T)
J2¢(0)(1 = TX(T))

(29)
In eq 27, F(x) is the Dawson integral defined as
F(x) = e_xzfox du ¢ In eq 29, A is the solvent reorganization

energy, and it is related to the variance of fluctuating
vibrational frequency as C(0) = (Sw?) = 24kyT/h*. Typical
vibrational lifetimes and rotational relaxation times of small
molecules are on the order of a few picoseconds, and the
vibrational absorption line width is mainly determined by the
standard deviation of fluctuating vibrational frequency, which
is (6w*)'/? = (24kzT)"?/h. If the line width is 30 cm™), the
solvent reorganization energy A is about 2 cm™ at room
temperature. Therefore, unlike UV—vis spectroscopy involving
electronic transitions of optical chromophores in condensed
phases, the Stokes shift or the vibrational excitation-induced
solvent reorganization energy is negligibly small compared to
the absorption line width and anharmonic frequency shift @,,
— @y, Therefore, in the interpretation of 2D IR spectral
evolution, the Stokes shift or solvation dynamics of the
vibrationally excited state is not taken into consideration.

To obtain the above approximately 2D Gaussian line shape
function expression for the real part of the 2D photon echo
spectrum, we assumed that the coupled bath mode frequencies
are smaller than k3T at room temperature. These approximate
descriptions are not valid at low temperatures. From eqs
26—29, one can predict the time-dependent changes in center
and nodal line slopes of the 2D peak, the frequency difference
between the SE+GB peak and EA peak along the w, axis,
ellipticity of each diagonal peak, and both the diagonal and
antidiagonal line widths of diagonal peak in terms of the
waiting time-dependent FFCF, C(T) (see Figure 2). More
specifically, the nodal and center line slopes, NLS and CLS,
with respect to waiting time T are approximately given by

(30)

The full-width-at-half-maximum (fwhm) of the diagonal
peak along the diagonal line, which is denoted as Aa)d,-ug(T),

NLS(T) = CLS(T) = T(T)
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and that along the antidiagonal line, denoted as A - giag(T),
are also determined by the FFCF as

Ao (T) = 24/C(0)In 2 /1 + C(T)

AGpgiag(T) = 24/C(0)In 21 — T(T). (31)
From eq 31, the ratio of diagonal width to antidiagonal

width becomes a function of waiting time as, at T > 0,73

Ay, (T) _
W~ 14 T(T)

Awanti-diug(T) (32)

Equation 32 clearly shows that the 2D peak-shape at a short
waiting time is diagonally elongated, but the degree of such
diagonal elongation decreases in waiting time and approaches
zero. Therefore, after a long waiting time T > ¢, the 2D peak-
shape becomes round with the same diagonal and antidiagonal
widths. Again, from the waiting time-dependence of diagonal
elongation, it is possible to extract direct information on the
normalized FFCF.

In this section, we specifically discussed how 2D vibrational
spectroscopy can be used to study ultrafast solute—solvent
interaction dynamics through analyzing 2D peak-shape
evolution in waiting time. For certain vibrational modes, e.g.,
OH and OD stretch modes of HDO in water or heavy water,
the FFCF extracted from the 2D IR data was directly
compared with that predicted using vibrational solvatochrom-
ism theory and molecular dynamics simulation methods.
However, still, such quantitative comparisons between theory
and experiment for many IR probes incorporated into
complicated biological molecules or functional materials are
very challenging and have rarely been reported. Only when the
numerically calculated FFCF and average solvatochromic
frequency shift of a given IR oscillator with quantum chemistry
calculation, MD simulation, or any combination of electronic
structure calculation and molecular simulation are in
quantitative agreement with experimental results, one can
conclude that the computational methods used are quantita-
tively reliable and spectroscopically valid.

2.5. Numerical Integration of the Vibrational Schrédinger
Equation

A variety of applications of ab initio MD simulation methods
to the studies of chemical and biological reactions and
processes have been reported. However, still, it is prohibitively
expensive to use such methods to accurately calculate the
fluctuating vibrational frequencies and transition dipole
moments of molecules in condensed phases. In contrast, the
combination of VSMs, i.e., vibrational frequency, transition
dipole, vibrational coupling constant, and anharmonicity maps,
and classical MD simulations provides an efficient means to
calculate various linear and nonlinear IR spectra when using
eqs 6, 20, and 21. In a more general case, when multiple
vibrational modes are non-negligibly coupled and nonadiabatic
effects on the vibrational eigenstates need to be considered, the
required computational step is to develop a method to
numerically solve the corresponding time-dependent vibra-
tional Schrodinger equations. This approach, widely referred to
as Numerical Integration of the Schrodinger Equation (NISE)
theory,124 assumes that a given vibrational mode can be
approximated as a weakly anharmonic oscillator so that only
the lowest three vibrational levels are enough for modeling 2D
vibrational spectroscopy. When the oscillators are close to one
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another through space or chemical bonds, their vibrations are
correlated. Such vibrational coupling effects can also be
quantitatively described by using various VSMs. Here, the
vibrational frequencies, transition dipole moments, and even
anharmonic frequency shifts fluctuate in time due to the
solute—solvent interactions. These intermolecular interaction-
induced fluctuations are all taken into account by considering
their time-dependent modulation of the parameters of the
quantum oscillator.

In general, for coupled multioscillator systems interacting
with external electric fields, the corresponding time-dependent
Hamiltonian can be written as

N N
H(t) = ), ho(Dala, + )] (t)ala,
1 NVl ﬂmN
- 52 A (t)afalaa, + D E@®) -p0)(a! + a)

N
+ D E()-a()E(t)(a] + a,)
n (33)

Here, a; and a, are the creation and annihilation operators
of the nth harmonic oscillator considered quantum mechan-
ically. The individual local vibrations are characterized by their
frequency ®,(t), transition dipole p,(¢), transition polar-
izability a,(t), and anharmonicity A,(t). Any pair of local
vibrations are mixed by their mutual couplings J,,,(¢). In this
approach, the time dependence of these parameters strictly
arises from the coupling of each individual oscillator with bath
degrees of freedom. The last two terms in eq 33 account for
the interaction of the oscillating dipoles and molecular
polarizabilities with the applied electric field(s) E(t),
respectively, depending on the specific experimental config-
uration.

Determining the fluctuating frequencies, transition mo-
ments, and coupling constants in the above time-dependent
Hamiltonian depends on the system under consideration.''’
Once there exist quantitatively reliable models for these
parameters, time-evolution operator approaches can be used to
calculate the response functions. The critical step is to divide
the propagation time into sufficiently short time intervals so
that the Hamiltonian during these intervals is approximately
independent of time. The solution for the time-dependent
Schrodinger equation for each short time interval can then be
easily obtained. Successive applications of the finite-difference
time-evolution operators for neighboring time-intervals enable
the time-dependent vibrational wave function of the coupled
multioscillator systems to be calculated. Open source
implementations of NISE and closely related variations'**
are available.'*>'?¢

The success of this NISE approac relies on the
accuracy of the computed parameters needed to construct the
time-dependent Schrodinger equation. The vibrational fre-
quency and transition dipole moment of a given oscillator
depend on the local environment and are determined by the
intermolecular interaction potential and the anharmonicity of
the multidimensional intramolecular vibrational potential. For
instance, an early attempt to calculate the solute—solvent
interaction-induced shift of vibrational frequency assumes that
the solute—solvent interaction is dictated by electrostatic
interactions. The vibrational frequency shift of an oscillator
was considered to be dependent on the solvent electric

h120,127—130
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potential, electric field, or sometimes the electric field gradient
on specific sites of the solute molecule. These vibrational
frequency mappings have allowed the frequency trajectories of
the coupled oscillators to be obtained from equilibrium MD
trajectories. However, recently, it has been shown that the
vibrational solvatochromic frequency shift is determined by not
just electrostatic interactions but also dispersive interaction,
short-range Pauli repulsion, polarization, and even multipole—
multipole interactions.

The anharmonicity of a given molecular vibration also
depends on its interaction with the solvent molecules. For
multioscillator systems, the vibrational coupling constant
between any pair of local modes should be accurately
calculated to describe the delocalized nature of the vibrational
modes. One of the most popular models is the transition-
dipole coupling model, which assumes that the two oscillators
interact with each other through electric dipole—dipole
interactions. So far, this form of semiempirical mapping has
been found to be exceptionally useful, achieving a spectro-
scopic accuracy within a few wavenumbers, something which
cannot be easily achieved using current classical or even ab
initio MD simulation methods.

The quantum-classical methods discussed here have a

. 110
number of crucial advantages.

One of the commonly used
methods, which incorporates second-order cumulant approx-
imation or other methods that require an assumption that the
coupled bath degrees of freedom are harmonic oscillators
obeying Gaussian statistics, cannot account for intermolecular
interaction-induced effects properly. On the other hand,
quantum-classical methods take them correctly. Nevertheless,
hybrid quantum-classical methods still have definite limita-
tions. The time-dependent Hamiltonian for NISE does not
allow for the relaxations between the different excitation
® Furthermore, while these quantum-classical
methods are able to account for the effect that the bath exerts
on the system, the feedback of the system to the bath when in

manifolds."!

an excited state is unable to be considered. Consequently, the
method cannot reproduce the correct thermalization in
quantum systems, which results in artifacts at low temper-
atures. Another inherent difficulty of NISE is that quantum
mechanical oscillators need to be well-defined and localized. If
the nature of an oscillator changes over time (e.g, H-bond
vibrations and delocalized intermolecular modes), it is not
possible to treat them quantum mechanically.

As mentioned in this section, despite the prolonged efforts
to develop approximate theory and computational methods,
clear limitations in the accurate calculation of the coherent
multidimensional spectra of molecules in condensed phases
still exist. Although a simple approach for modeling absorption
line shape such as the Kubo model has been widely used in
many cases, it is also true that more advanced methods for
accurately computing both linear and nonlinear vibrational
spectra are available. However, it must be emphasized that they
all require an accurate mapping of the vibrational frequency to
local environments around the mode of interest, which is the
reason why the development of vibrational maps has been one
of the most important research subjects in the field.
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3. VIBRATIONAL SOLVATOCHROMISM

3.1. Intermolecular Interaction Potential and Its
Solute—Solvent Separability

The frequencies associated with transitions between vibrational
quantum states of polyatomic molecules under IR absorption
or Raman scattering processes depend on their structure, i.e.,
atomic configuration. In solutions, the surrounding micro-
scopic environment inevitably exerts external forces on the
normal modes, which affect their force constants, vibrational
transition dipole moment and polarizability, and the couplings
between modes leading to vibrational energy relaxations.
Consequently, the vibrational frequencies of molecules in
solutions differ from those in the gas phase, which has been
referred to as vibrational solvatochromism. Here, the
intermolecular interaction potential®> essentially determines a
variety of the vibrational solvatochromism phenomena such as
vibrational frequency shifts and transition moment
changes.”®* ™" Since the development of VSMs requires
separability in terms of the well-defined independent
constituents, the intermolecular interaction potential needs to
be described in terms of solute (IR probe) and solvent
(environment) parts of the whole system separately.

One of the most frequently used approaches to describe the
intermolecular interaction potential approximately is to treat
the solute’s molecular surroundings by continuum solvent
models."*' In the simplest and oldest variant of this
approach,'**™"% the solute molecule is represented by its
total charge, dipole moment, and higher multipole moments
(quadrupole, octupole, and so on) and placed at the center of a
dielectric cavity that is surrounded by a dielectric continuum
that is entirely characterized by the dielectric constant, €. The
solute’s multipole moments approximately reflect its charge
distribution p(r), whereas the cavity approximately represents
the shape and dimension of the solute molecule as well as
defines the boundary between solute and its environment. In
the special case that the cavity can be modeled as a sphere of a
vacuum of radius g, and the solute molecule is neutral in
charge, the leading contribution to the interaction potential is
given by the dipole—dipole term, i.e.,

1
UOns - __ ‘EOns
2t (34)
where 4 is the solute’s permanent dipole moment and the so-
called Onsager reaction field is

ns 2
EO" = —g3ﬂ(£, ao)
ag (35)

with p(e, a,) being the total solute’s (permanent and induced)
e—1
2e+1
Equation 34 together with eq 35 describes the Onsager dipole
model of solvation. Although the essential element of the
solvent effect on the solvation energy is qualitatively captured
by this model for moderately polar solute molecules dissolved
in aprotic polar solvents, it cannot encompass a variety of
specific effects originating from detailed structures and charge
distributions of complicated solute molecules in condensed
phases. For instance, the model is inaccurate not only when the
dominant interaction is from H-bonds but also when the solute
molecule has a solvent-accessible surface that is notably
different from a sphere. In modern versions of continuum
models of solvation, such as the polarizable continuum

dipole moment and g = the so-called Onsager factor.
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model****” (PCM) or the conductor-like screening model"** applications in condensed phase systems, one might require a

(COSMO) for example, electrostatic and nonelectrostatic
effects have been taken into account significantly in details,
which allow improved and quantitative modeling of static
solvation effects in isotropic solutions. However, it is not
straightforward to separate the solute and solvent contributions
to the PCM or COSMO interaction potentials, making it
challenging to be used for developing VSMs.

However, to describe far more complicated heterogeneous
environments around solute molecules and to study real-time
molecular dynamics, it is necessary to simulate solute—solvent
interactions at the atomistic level by considering all the
molecular surroundings explicitly. To achieve this, one should
parametrize the total energy of the system with an efficient and
sufficiently accurate functional form that involves atomic and
possibly also nonatomic sites of solute and surrounding solvent
molecules. According to the molecular mechanics (MM)
approximation (known as force field approximation), the total
potential energy function is decomposed into a “bonded” part
associated with the changes in the bond lengths, bond angles,
and dihedral angles and a “nonbonded” part that involves
through-space interactions such as long-range electrostatic and
short-range van der Waals interactions. In this way, the solute—
solvent interaction potential can be partitioned into parameters
associated with particular fragments, or residues, fitting into a
requirement to build a VSM.

Unfortunately, even though these MM approaches were
found to be usually quite sufficient for the description of the
intermolecular forces and molecular dynamics of complex
molecular systems in their electronic ground states, commonly
used force field parameters are not accurate enough to
reproduce the vibrational properties such as vibrational
frequencies and transition moments.'>® Therefore, they cannot
be used to simulate vibrational spectra of the IR probes that
are either useful normal modes or small chemical groups site-
specifically incorporated into biomolecules or functional
materials in condensed phases. This lack of spectroscopic
accuracy of force fields for spectroscopic applications
stimulated extensive research to develop significantly sophis-
ticated and accurate models that connect solute—solvent
interaction potentials to vibrational spectroscopic properties.

Contrary to most of the semiempirical force field methods,
the quantum chemistry calculation approach provides a
quantitative description of the intermolecular potential in
terms of the physically sound and intuitive solute—solvent
contributions such as electrostatics, dispersive, and repulsive
interactions. > #6513L1407192  Ohe of the most rigorous,
accurate, and sophisticated approaches is the symmetry
adapted perturbation theory (SAPT), which partitions the
intermolecular interaction operator into electron correlation
perturbation and intermolecular interaction energy perturba-
tion by using the double exchange-perturbation theory.'*'
Among many contributions to the SAPT interaction energy,
the most important component is the pseudoclassical
Coulombic interaction energy between the unperturbed solute
and solvent charge densities, the associated exchange-repulsion
energy, the induction and exchange—induction interaction
energies, and the intermolecular dispersion energy. As the
order of electron correlation increases, more contributions to
the interaction potential are to be included, but their physical
meanings become less intuitive, and they just reflect the
technicality of the wave function model based on the series
expansion of Slater determinants. For the sake of practical
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computationally more efficient model of the intermolecular
interaction potential which can be made entirely separable
between solute and solvent. Here, we consider an approx-
imation to SAPT in which the intramolecular electron
correlation corrections are ignored, and the electron exchange
effects are included only in the first order with respect to the
interaction Hamiltonian. The Coulombic interaction energy is
given by

Ecou = (0, ® OBl(VABloA ® 0p) (36)

where 10, ® 0g) is the Hartree product of the unperturbed
solute and solvent wave functions. The exchange—repulsion
interaction energy can be obtained from

5 _ (A0,05V*1A0,05)
PR T (0,0, A0,05)

Coul (37)
where 10,05) is the wave function of the solute—solvent
complex and A is the standard antisymmetrization operator
that exchanges the labels of electron pairs in between 10,) and |
0p). For a typical molecular complex in the equilibrium
geometry, Ep, g, is substantial and cannot be neglected.
Induction and dispersion interaction energies are, up to the
second-order in the intermolecular interaction, given as

__y (0,051V*Pim0, ) (m0gllV*%l10,0,)
EInd -

m#0 ha)moA
Y (0,05V**10,1)(0,1n1V*10,0,)
m#0 ha,o, (38)
{0,051V Fmn) (mnlV*%0,0,)
Epiy == Z Z A + )
m#0 n#0 a)moA w”OB (39)
where w,,0, = ®,, — w,, and the summations count all the

electronically excited states.
To evaluate expressions in eqs 36—39 and to achieve

solute—solvent separability, V** can be approximated by the
multipole expansion of the electrostatic potential operator and
its spatial derivatives’”

Vﬂ@...®va(,§zz

; beB

+ Lo e _ }

{@ T(ub;r) _ ﬁ 'T(ub;r+1)

W

(40)

where A and B are interacting molecules, g, fI,, and (:)a are the

distributed charge, dipole, and quadrupole operators associated
~ ~ =Yg 9 (abyn)

with the ath site on A4, V, = Zg ICaga and T are the nth-

rank interaction tensors. The first few interaction tensors in eq
60 are given by'*

rlabo) — 1
Ir,,| (41)
Téab;l) - _ rub;t;
Ir,,/ (42)
plab2) _ 3 Tatabp _ Oup
k4 lrabls |rub|3 (43)
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(44)
with r,, = r, — r,. Under this approximation, the interaction
potential operator adopts the following familiar form

JUNEDS (N ~ 1 a
(vABzZ{qu@+%.v¢+g®a:V®v(g+Egas

a
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- T 3 {aar0+ @, - ma) T

a€A beB
R R ab: 1, . A ab:
+ i ® iy, T + 3(@4, - 0,3 ) T + }

(45)

Replacing the operators in eq 45 with the corresponding
expectation values leads to the approximate expression for the
electrostatic interaction energy. Equation 45 can also be used
to approximate the induction and dispersion interaction
energies. For instance, for a single closed-shell molecule in a
uniform external electric field, eq 38 can be written as

1
Eg=——0:EQE
Ind 2 A ® (46)
where the ground-state polarizability tensor is defined as
o = 22 (0,lilm) & (mlfilo,)
oy, h@,q, (47)

Equations 36—39 serve as the theoretical basis for the
effective fragment potential (EFP2) method®* that is one of
the most efficient nonempirical methods used in a variety of
molecular dynamics simulations. The EFP2 potential, which is
an ab initio force field with parameters derived from first-
principles rather than fitting to some benchmark data, can be
written as

UEFPZ — UCoul + UEx—Rep + UInd + UDisp + UCT (48)

In the above equation, the Coulomb, exchange—repulsion,
induction, dispersion, and charge-transfer contributions are
functions of the effective fragment parameters that consist of
the atomic numbers and coordinates, distributed multipole
moments up to octupoles, distributed dipole—dipole static and
frequency-dependent polarizabilities, Gaussian basis set used to
expand the wave function along with the associated atomic
orbital-molecular orbital (AO-MO) coefficients, and the Fock
matrix in the AO basis. The EFP2 interaction potential is quite
similar to the SAPT interaction potential but is formulated
within the Hartree—Fock (HF) or the density functional
theory (DFT) methods only, in which the many-electron wave
function can be approximated by a single Slater determinant.
Moreover, the EFP2 model is an effective one-electron
potential; hence, only the evaluation of computationally
inexpensive one-electron integrals is necessary to calculate
the entire interaction potential, unlike SAPT and full quantum
mechanical methods that require calculations of electron
repulsion integrals as well. The charge-transfer contribution,
U*T, which is a part of induction energy in the SAPT mode], is
separately calculated in the EFP2 model,'** though it is rarely
evaluated due to its relatively high computational cost.

In summary, the intermolecular interaction potential is a
very complicated function of the atomic coordinates and, in
general, quantum mechanical description of the solute—solvent
complex is necessary to accurately describe molecular
vibrations induced by detailed structural distortions due to
the solute—solvent interactions. Using the multipole expansion

of the intermolecular interaction potential operator V**, one
can describe the intermolecular interaction in terms of the
solute- and solvent dependent parts separately, which in turn
enabled us to develop various ab initio and semiempirical
VSMs. We next discuss the fundamentals of VSMs that are
based on quantitative relationships between vibrational
observables and intermolecular interaction potentials.

3.2. Theoretical Foundations of Vibrational Spectroscopic
Mapping

The vibrational frequency shift of the jth normal mode can be
defined as a difference between the actual vibrational frequency
of the mode in solution and that in a reference state, typically
in the gas phase, ie.,

Aw; = @; = @ (49)

The frequency ; depends on the electronic structure of the
IR probe and its molecular surroundings. The general theory
describing the vibrational solvatochromism of a spatially
localized normal mode based on the intermolecular interaction
potential was developed by Buckingham(’z’l%’146 and later
generalized to any arbitrary normal mode by Cho.'*”'*® The
vibrational frequency spectrum of the solute in the presence of
molecular environment is determined by the effective
Hamiltonian,

p?
H=) —— +V(Q
— 2M; (50)
where P; are the vibrational momentum operators and the
vibrational potential energy function is defined up to a
constant offset by

Lar 202, 1 .
V(Q = M@/Q] + ~ D gikQQQ + - + U(Q
ijk
(1)
Here, M; and w; are the gas-phase reduced mass and the
vibrational frequency of the ith normal mode Q, respectively.
gijk is the cubic anharmonic constant, whereas U denotes the
solute—solvent interaction potential, a function of solute’s
molecular structure Q. U can be expanded in a Taylor series
around the equilibrium geometry of solute in the gas phase,

U(Q)
aQ,

Q,
Qo0

U(Q =0y + ),

+ 1y 2vQ

QQ, +
255 0Q,0Q, o, k (52)

The resulting vibrational potential energy function in eq 51
with U(Q) in eq 52 can be directly compared with the
potential energy re-expressed in the normal coordinates in the
solute—solvent cluster Q,

_ 1o, 1 _
V(Q) =V, + ~M@Q, + =), gijkQQ Q, + -
2 6 ijk ! (53)
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for which it must hold that
v(Q)

ZaQ

i i

= Oforalli
Q, (54)

because the system is at the lowest energy. From the above
condition, it follows that the new normal coordinates are
approximately given by

~ 1 du(Q
Qj - Qj Ma) 0Q.
7, (85)

Applying this linear transformation to eq 53, one can
immediately identify the effective vibrational force constant (or

Hessian) matrix' ™ as
oo, V@] 5 8 v@
e 2 Sk 2
0Q,0Q, ~ Mol 0, |
(56)

Note that the effective force constants in the Hessian matrix
explicitly depend on not U but its first and second derivatives
evaluated for the gas-phase geometry, Q. Solvation-induced
vibrational frequencies and the resulting new set of normal
modes of the solute molecule in solutions can be directly
obtained by diagonalizing the Hessian matrix with elements k;.

In the limiting case that the vibrational couplings of the
normal mode of interest with other vibrational degrees of
freedom are relatively weak, it is possible to approximately
express the vibrational frequency shift and the change of the
vibrational transition dipole as functions of the derivatives of
the intermolecular interaction potential. Under such a weak-
coupling approximation (WCA) that has been found to be
valid for spatially localized vibrational modes, the vibrational
solvatochromlc frequency shift from the gas-phase frequency is
given by®”

wea _ ppEd MA

Aw" = [F; (Q (57)

where the electric anharmonicity (EA) and mechanical

anharmonicity (MA) operators, FEA and PMA, respectively,
defined as'*®

pEA 1 9’

J Mo, anz o, (58)
SCUSINS W <R

i Mo, M,wiz Q, Q, (89)

A few quantum chemistry calculation studies were
performed to test the validity of the theoretical expressions
given in eq 57 for modes that are highly localized on two atoms
in small molecules'*~"** as well as for multiple normal modes
in polyatomic molecules.'**'**~'*° It was found that the WCA
and the resulting theory for vibrational solvatochromism are
quantitatively reliable for a variety of localized modes such as
C—H stretch,'*® amide I mode,"*"** and -C=N""* and -N=
C" stretches. In fact, these small IR-active vibrations have
served as important IR probes and widely used to study the
structure and dynamics of biomolecules and materials in
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combination with the linear and nonlinear vibrational
spectroscopic methods. Despite the success of the WCA-
based vibrational solvatochromism theories, there exist cases
that one might need to go beyond the WCA limit. For
example, when normal modes become coupled and delocal-
ized, and when the solute—solvent interactions induce mode
mixings, the WCA cannot be acceptable. In the simplest case,
i.e., where normal modes are coupled in a pairwise manner, the
vibrational frequency shift becomes

Ao, = A" + T, (60)

where the mode coupling contribution to the frequency shift is

2 ’U(Q)
M].Mka)j(co}.2 - o) 0Q,0Q, N

2

B =

gijk aU(Q)
Miaoi2 Q,

Q, (61)

In practice, one might need to evaluate the general
expression given in eq 60 and find eigenvalues of the effective
Hessian matrix. Nevertheless, as long as U is computable
accurately and solute—solvent separably, the vibrational
frequency shifts of most of the normal modes can be expressed
as an ab initio VSM, treating the normal modes of the solute
molecule in the gas phase as the basis modes.

From eq 57, it becomes clear that the vibrational
solvatochromism of IR probes relies on accurate and efficient
modeling of U and its derivatives with respect to the normal
coordinates, where the intermolecular interaction potential U
at various intermolecular separation regimes is described 1n
terms of well-known and intuitive physical approximations."

In the limiting case of relatively large intermolecular
separation, molecular wave functions sense only the electro-
static potential created by the other surrounding molecules. In
this case, the interaction energy equals the pseudoclassical
Coulombic energy between unperturbed charge densities of
the solute and solvent molecules. As the two molecules get
close to each other, the electrostatic potential becomes strong
enough to induce relevant changes in the wave functions due
to the self-polarization of their charge densities. This induction
process always leads to a stabilization of the system. Also,
quantum effects cause electrons to correlate their movements,
which exert instantaneous attractive forces known as dispersion
interactions. Once the distance becomes small enough to
create a non-negligible overlap between wave functions, the
Pauli exclusion principle causes the electrons to pull away from
the overlap region, which is the underlying physics behind
repulsive forces. At the same time, the indistinguishability of
electrons reduces this repulsion to some extent, which is a
quantum exchange effect. Furthermore, the smaller the
distance is, and the larger the overlap is, the more severe
electronic structure rearrangement takes place, which even-
tually leads to a change in a net electric charge of interacting
molecules. This intermolecular charge transfer is an attractive
interaction and further stabilizes the system energetically. As
the intermolecular distance becomes smaller, the nature of the
interactions becomes more complicated, requiring higher-level
theoretical descriptions. This, in turn, indicates that vibrational
solvatochromism and properties of solute or IR probe
molecules in solutions do result from highly complicated
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intermolecular interaction potential as well as intramolecular
anharmonicities and couplings. However, due to the linearity
of the WCA expression with respect to U—note that there is
no second-order (in the intermolecular interaction potential)
term in eq 57, it is, in principle, legitimate to partition the
vibrational solvatochromic frequency shift into separate
contributions originating from distinct physical approxima-
tions, such as electrostatic, exchange-repulsion, induction,
dispersion, and charge-transfer. Sometimes, even simpler
approaches utilizing a less formal but more chemically intuitive
set of intermolecular interaction potential descriptors such as
solute and solvent polarity, acidity/basicity, H-bonding
strength, and so on were found to be useful to interpret
experimentally measured spectroscopic observables such as
vibrational frequency, oscillator strength, line width, and
vibrational dynamics. Therefore, as long as the degree of
separability between unperturbed solute and perturbing
environment is acceptable, the mapping of vibrational
observables, e.g, frequencies, transition dipole moments, and
polarizabilities, onto a universal set of parameters becomes
possible and can be justified theoretically. In the following
sections, we introduce those approaches that are based on the
solute—solvent separable forms of vibrational frequency maps,
which served as groundworks and bases for further develop-
ment of the more robust empirical vibrational frequency maps
later.

3.3. Vibrational Solvatochromism: Bulk Phenomenological
Descriptions

Due to an unduly complex nature of the solute—solvent
intermolecular potential and associated computational cost of
employing full quantum mechanical calculation method for
systems in condensed phases, a few decades of extensive
theoretical and experimental studies have been performed to
develop approximate, efficient, but highly accurate methods
useful for quantitatively describing the vibrational solvato-
chromism of important IR probes in terms of a relatively small
set of adjustable parameters. Such approaches, though often
derived from first-principles, used a variety of fitting
procedures to link general descriptors of solute/solvent
properties such as polarity, Lewis/Bronsted acidity/basicity,
and H-bond donating/accepting ability with the vibrational
frequency, IR absorption coeflicient, and Raman scattering
cross-section of a given mode in a wide range of solvents.

It was nearly eight decades ago when Bauer and Magat
noticed that the vibrational frequencies of solute tend to
undergo red shifts with increasing dielectric constant of the
solvent."*® According to the Kirkwood—Bauer—Magat (KBM)
limiting law based on the Kirkwood—Onsager continuum
model of solvation,"**"*” vibrational frequency is a linear
function of the Onsager factor. It is well-known that the KBM
law works well only for aprotic solvents and breaks down when
a solvent’s permanent dipole moment is not vanishingly
small.'>® Later, Ben-Amotz et al.'®’ used the theory of
Buckingham®>'*'*® to study the relationship between the
vibrational frequency shift of the acetonitrile C=N stretch
mode and the applied pressure and found the dependence of
the vibrational fregluency with the bulk solvent density. Later,
Fawcett et al.'®"' expressed the solute’s vibrational frequency
in terms of the Gutmann solvent acceptor and donor
numbers,'®® the solute and solvent dielectric constant, and
the refractive index, as well as four adjustable parameters. One
of the most important findings in the Ben-Amotz et al’s and
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Fawcett et al.’s studies is that the dispersion plays an important
role in the vibrational barochromism of acetonitrile C=N
stretch mode at low densities and the repulsive interaction
causes a strong blue shift at high densities. In addition, Fawcett
et al.’s model accurately predicted the peak maxima of the C=
N stretch mode of acetonitrile in a wide range of solvents. In
1998, Reimers and Hall'®* investigated in great detail the
solvation of acetonitrile based on the Ben-Amotz et al’s and
Fawcett et al.’s models at ambient conditions. They considered
thirty-three different solvents that range from nonpolar and
nonprotic CCl,, strongly polar aprotic DMSO, to acidic
trifluoroacetic acid (TFA). They noticed that the electrostatic
nonspecific interactions cause much smaller red shifts than the
dispersion interactions do. Note that the latter cannot be
correlated with solvent electrostatic potential or electric field at
all. What is also interesting in their work is that they reported
specific (short-range) frequency blue shifts that are caused by
solvent molecules with H-bonding capability. The stronger the
H-bond between MeCN and a solvent molecule forms, the
larger the blue shift is. However, since it was not possible to
separately calculate various short-range interaction contribu-
tions to the frequency blue shift, the detailed mechanism was
not entirely clear.

It is of great interest to elucidate the effect of H-bonding
interaction on the vibrational frequency because many useful
IR probes act as a sensitive reporter providing information on
the local H-bonding environment. Boxer and co-workers'®>'*®
proposed that the vibrational spectroscopy of IR probes can be
combined with nuclear magnetic resonance (NMR) spectros-
copy to separate the frequency shifts induced by the H-
bonding interaction and the other interactions. Recently,
Zhang et al. proposed an empirical method based on the
Kamlet—Taft (KT) solvent parameters, which enables one to
separately estimate the solvent polarity and H-bonding effects
on the vibrational solvatochromism.'®”'*® They suggested that
vibrational frequency shift can be mapped to KT parameters as

Aw = A(=agr + P + ﬂIfT) + B (62)
where the coefficients A and B are fitting parameters. Note that
the solvent KT parameters were originally determined from the
solvatochromic shift of the absorption maximum of electronic
chromophores in solution. Based on the analyses of different
spectroscopic observables, three types of KT parameters are
defined and parametrized: the H-bond accepting'®” B, the H-
bond donating'”® agr, and the polarity'”’ 7. Zhang et al.
showed that their method is applicable to quite complicated
solute molecules such as S-cyanotryptophan dissolved in a
broad range of solvents, including strongly polar and protic
solvent such as trifluoroethanol (TFE). They showed that this
empirical model is especially useful for studying IR probes that
can donate and accept H-bonds via various functional groups.

3.4. Onsager Reaction Field Theory: Dipolar Solute and
Continuum Solvent Model

At the turn of the 20th century, Hush and Reimers'’>'”* and

Andrews and Boxer'"*'”® studied vibrational electrochromism
to quantitatively relate experimentally measured vibrational
properties with an applied external electric field. This
vibrational Stark effect (VSE) spectroscopy that measures
field-dependent spectra for isotropic samples was thoroughly
described by Liptay.'”® To provide a quantitative interpreta-
tion of VSEs on vibrational frequency shift and the changes in
absorbance and line shape, which has been referred to as
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Figure 3. Left: Nitrile stretching mode frequencies of acetonitrile (MeCN, closed squares) and methyl thiocyanate (MeSCN, open circles) plotted
with respect to the hydrogen-bond angle, 6, between the nitrile’s N atom and the hydrogen atom of the H-bonded water molecule. Reproduced
from Figure 2 of ref 183. Copyright 2008 AIP Puplishing. Right: Experimentally measured mean nitrile vibrational frequency plotted with respect to
the average value of € from MD simulations of nine variants of GFP containing p-cyanophenylalanine (given in the figure key). Reproduced from
Figure 8 (B) of ref 184. Copyright 2018 The American Chemical Society.

vibrational electrochromism, it was necessary to develop a
theoretical framework by treating the interaction between
molecular dipole and polarizability and applied spatially
uniform electric field."**'7>7'7* Ags a result, the vibrational
frequency shift of a jth normal mode was shown to be related
to the electric field as follows

1
ij ~ —Aﬂj'E - EAaj: EQ®E (63)

where Ap; is the vibrational Stark dipole moment and Ag; is
the vibrational Stark polarizability that accounts for the
quadratic effect with respect to the electric field, E. From
VSE spectroscopic investigations, it was shown that this
quadratic term can often be ignored because the applied
electric field strength is weak. Consequently, only the first-
order term in eq 63, which is based on the approximation that
the applied electric field interacts with molecular dipoles, is
important in quantitatively describing the VSE on vibrational
frequency shift, i.e.,

Aw,

 _ A, VSE
) & A,ul, E

(64)
VSE

where Ay;”" is the vibrational Stark tuning rate and E; is the
electric field component. The vibrational Stark tuning rates of a
variety of IR probes were reported.'””'”® Also, they were
calculated using quantum chemistry calculation methods and
found to be in quantitative agreement with experimental
data.'”*'7>'7? Typically, the vibrational Stark tuning rates are
in a range of 0.4—1.0 cm™'/(MV/cm). To make use of the
vibrational Stark theory for quantitatively describing the
vibrational frequency shift of IR probe molecules in solution,
one needs to take into consideration the fact that the effective
local electric field around it differs from the applied external
field. Thus, an empirical scaling factor, so-called the local field
correction factor, f, was introduced to modify the VSE theory
as

Aw, ~

VSE

j (65)
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In typical solvents, the local field correction factor f is
estimated to be approximately 2.'*~"** In practice, the factor f
has been treated as an adjustable parameter to fit the VSE
model to experimental results. Due to the simplicity of
vibrational Stark effect theory for vibrational frequency shift
induced by molecule-field interaction, it has been extensively
used to quantitatively describe vibrational solvatochromism of
IR probes in solutions. However, because the local electric field
around molecules in solutions is not spatially uniform, the
vibrational Stark effect theory in eq 65 is not quantitatively
reliable even in the case that the vibrational solvatochromism is
determined by the Coulomb interaction between solute and
solvent molecules.'*”'®!

A good example of this effect is the dependence of nitrile
solvatochromism by hydrogen-bonding angle. Using a density
functional theory, Cho and cowokers' ™ calculated the nitrile
stretching frequency in acetonitrile and methyl thiocyanate in
water clusters as a function of the angle (0) between the
hydrogen being donated to the nitrogen lone pair and the
nitrile, shown in Figure 3. At large values of 8 > 120°, the H-
bond is accepted by the nitrile lone pairs, which sit in an
antibonding orbital. This has the effect of strengthening the
nitrile bond and increasing the nitrile stretching frequency. At
smaller values of 6, 90—120°, the H-bond is accepted by
electrons in a 7 bonding orbital of the nitrile triple bond. This
has the effect of weakening the nitrile bond and decreasing the
nitrile stretching frequency. Webb and co-workers'®* inves-
tigated this effect experimentally by engineering the non-
canonical amino acid p-cyanophenylalanine into a variant of
green fluorescent protein (GFP) at a variety of both solvent-
accessible and solvent-excluded locations within the protein
structure. Measured nitrile absorption energies from these
vibrational probes could not be straightforwardly explained
through the Stark effect in eq 65. However, MD simulations of
the nitrile-containing variants revealed that the nitriles
experienced a range of hydrogen bonding geometries, either
to solvent or to the protein itself, based on their positions

https://dx.doi.org/10.1021/acs.chemrev.9b00813
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within the protein structure. As in Cho’s theoretical work, the
value of 6 was strongly correlated to nitrile stretching
frequency (Figure 3), providing the first experimental
demonstration of this prediction. This result serves as a
warning for interpreting vibrational spectra purely in terms of
electrostatic effects without other information, such as MD
simulations or temperature-based experiments. It also demon-
strates that in heterogeneous and complex environments, every
local interaction is important in determining the vibrational
spectra of many interesting probes (including the nitrile), and
justifies the approach of using empirical frequency maps for
calculating and interpreting spectra.

Instead of considering the dipole—electric field interaction
only, using the more general intermolecular interaction of the
solute molecule with dielectric continuum solvent, one can
obtain the more general relationship between the vibrational
frequency and intermolecular interaction potential. Invoking
the WCA in eq 57, the first-principles formula for the
vibrational frequency shift was obtained and it is given by the
sum of the three contributions: (i) the Coulombic term
associated with the permanent dipole moment, (ii) the
induction term associated with the induced dipole moment,
and (iii) the electric field-correction term,'® i.e.,

Awy(e, ay) = Aa)jc"“1 + Aa)jlnd + Aa)}.(EO“S) (66)

In eq 66, g, is the Onsager cavity radius, E*™ is the Onsager
reaction field given in eq 35, and

Coul _ _ . 1Ons
Aoy = = E (67)

Y T2 (68)

. aEOHS
aQ,

) EOns
— 20; Yo + ao-a

Q,
(69)

The effective gas-phase and solvation-induced vibrational
solvatochromic dipole moments are

2
PR B S Y R )
I 4Maw, | 0Q> ~ Mo 0Q.
17 gl Q i [ i Qo (70)
u = 1 JoE®™ | day
= il
Mw, 0Qj o, 6Q1’ o,
8 QEO™
-y _a,
i Mo, aQ,
Lo (71)

whereas the vibrational solvatochromic polarizability tensor is

pubs.acs.org/CR
1 8 o,
= Z i . 0

2Mjw; T Mw,” 0Q, o, (72)

Here, yt, and & are the permanent dipole moment and the
polarizability of the solute molecule, respectively. It should be
noted that the electric field-correction term in eq 69,
Aa)j(EO“S), arises from the change of the electric field along
the normal coordinate.

Now, taking into consideration the linear terms with respect
to the Onsager reaction field in eq 35, the frequency shift in eq
66 simplifies as

1 nd Ons Ons

Awy(e, ag) = [—ﬂ}. - Eﬂj ]E + A (E™™) (73)

This expression can be directly compared to the empirical
relationship in eq 89, which suggests that the local field
correction could be associated with the induced solvatochro-
mic dipole effect as well as the electric-field correction term.

Since eq 66 shows that the vibrational frequency shift is
proportional to the solute’s dipole moment, the dipole-
approximated VSE theory has been frequently used in
combination with the Onsager’s solvation model. That is to
say, the Onsager reaction field generated by the vibrational
Stark dipole moment interacts with that dipole, which results
in a simplified expression for the vibrational frequency shift
given as

2(e = 1)(n* +2) Ho o

Aae, a0) = - 32e +n2)  V (74)

where V is the molecular volume.'”® In eq 74, the solvent’s
refractive index # is included in the reaction field to take into
account the effect of solvent polarizability. This approximate
theory in eq 74 was found to be useful to describe the
vibrational solvatochromism of C=O stretching modes in
ketones and amides. However, because of the approximate
natures of the solute—solvent interaction potential and
dielectric continuum solvent model considered, it does not
provide quantitative descriptions of vibrational solvatochrom-
ism of other IR probes. Despite the limited validity, the VSE
theory of vibrational solvatochromism is still often used by
researchers, especially when the more refined theoretical model
is challenging to implement or not available."**"*”

3.5. Electrostatic Effect: Distributed Multipole Analysis

To overcome the limitations of dipole interaction-based theory
for vibrational solvatochromism, one should consider local
electric potential created by surrounding solvent molecules
more realistically. Indeed, the solvent electric field experienced
by a given solute molecule in solution is highly nonuniform in
space. Assuming that the solute—solvent intermolecular
interaction potential can be fully described by the distributed
charges, dipoles, and high-order multipoles interacting with
solvent electric potential and its linear and nonlinear gradients,
it was shown that the vibrational solvatochromic frequency
shift is given as'*®

1
Aoy = {lx,ﬂgc Ve g@x:/‘ VeV,

X

1
+—Q VRV ®Ve + ..
15 ®VeVe, } (75)
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where the vibrational solvatochromic monopole (charge; lx].j),
dipole (u,;;), quadrupole (@,;), and octupole (€2,;) moments
are defined as

1 aqu _ Z &ij %
Y aMw; | 0Q? ~ Mo} 0Q,
", Q, (76)
. | » 8 om
o 2Mw, | 0Q? ~ M 0Q,
] 1 1 Q,
Q, 0 (77)
_ 1 |oe, ¥ 8 00,
Y aMe, | 0°Q? ~ Mo} 0Q,
7 lq, , (78)
o = 1 aZSEx :E: ggj aszx
Y M, | 0*Q? =~ M 0Q,
" lq, Q, (79)

These charges and multipoles are distributed over a
generalized set of centers placed on the solute molecule
(typically atomic centers). They interact with the solvent
electric potential ¢, (evaluated at the xth distributed site), the
electric field (E, = —V¢,), the gradient of the electric field
gradient, and so on, thus sensing the electric field created by
surrounding solvent molecules. These vibrational solvatochro-
mic charges and multipoles, ie., g, #, 0, and ,, can be
calculated using the cumulative atomic multipole moment
(CAMM) calculation method developed by Sokalski and
Poirier or any other distributed multipole expansion
method."®> Equation 72 is essentially a very general form of
the electrochromic VSM.

In the limiting case that only one interaction site, e.g., the
center of mass, of a solute molecule is considered, the
vibrational solvatochromic charge is zero due to the charge
conservation condition and the distributed multipole ex-
pansion form of the vibrational solvatochromic frequency
shift in eq 75 becomes highly simplified as'*®

Aw; = —pE — lo. VeE-10 Ve VRE+.

J 37 I

(80)

where the first term is nothing but the well-known VSE theory.
From the quantum chemistry calculations for a few IR probes,
such as C=N stretches in CN~, MeCN, MeSCN, p-tolunitrile
and 4-cyanopyridine, asymmetric azido stretch in MeNj, and
C—F stretches in fluorobenzene and 3-fluoropyridine, it was
found that the terms up to vibrational solvatochromic
quadrupoles should be included to adequately describe the
vibrational frequency shift.
3.6. Electrostatic and Nonelectrostatic Interactions:
Effective Fragment Potential Approach

As opposed to many studies concentrating on electrostatic
interaction-induced vibrational solvatochromism,*® there are
just a few reports considering nonelectrostatic interaction
contributions to the frequency shift due to solvation. Rey and
Hynes'®” decomposed the atomic forces obtained from
classical molecular dynamics (CMD) simulations. They
found that the van der Waals interaction induces a strong
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blue shift of the C=N stretch mode in cyanide anion in
solution. A similar conclusion was drawn by Morales and
Thompson, who investigated the MeCN/water system by
using classical MD simulation methods.'”® There also exist
other works showing the non-negligible exchange-repulsion-
induced effect on vibrational frequency shifts."”'~'° By
correlating various interaction potential components with
frequency shifts, the repulsive potential was found to be
responsible for vibrational frequency blue shifts. Zierkiewicz et
al. studied a series of both blue- and red-shifting complexes.'”
They attributed the blue shift of vibrational frequency to a
“repulsion wall” caused by the Pauli exclusion principle.
Furthermore, the dispersion interaction term also plays a role
in causing vibrational frequency shifts. Rodziewicz et al
combined Buckingham’s theory for a diatomic molecule with
SAPT and studied vibrations involvin% C—H or C—X stretches,
where X denotes a halogen atom."”* They found that the
exchange-repulsion effects cause a vibrational frequency blue
shift, though the underlying mechanism of these frequency
shifts is very complicated. Choi et al. studied the effects of
charge transfer on the vibrational frequency of ionic IR probes
such as CN™ or N~ anions dissolved in water.'”” Although a
considerable charge transfer between solute and water
molecules was found, the net charge transferred appeared to
be in no correlation with the vibrational frequency shifts. That
led them to suggest that the charge transfer phenomenon can
be neglected when considering the intermolecular interaction-
induced frequency shifts for the studied systems. However,
recently, charge transfer was found to be important in a certain
case by Brinzer et al,'”® where they studied CO, asymmetric
stretching (¢3) mode as an IR probe for sensing the local
molecular environments in ionic liquids. Moreover, it was
demonstrated recently that the solvation-induced vibrational
frequency shifts of pyrimidine vibrations are correlated with
charge transfer between pyrimidine and various )polar solvents,
including water, methanol, and hexylamine.w( To examine
both electrostatic and nonelectrostatic interaction-induced
frequency shifts theoretically, the WCA based theory
combined with the hybrid variational—perturbational inter-
action energy decomposition scheme (SolEDS) was applied to
the vibrational solvatochromism of amide I mode and C=N
stretch modes of MeSCN in various solvents. This approach
revealed that exchange-repulsion blue shifts and non-
Coulombic red shifts due to dispersion and induction
interactions are equally important,'*'34715¢

In order to accurately predict and simulate the non-
electrostatic interaction effects on the vibrational solvato-
chromism of IR probes, high-level quantum mechanical
description of the solute—solvent interaction potential is
needed. To systematically study and predict the electrostatic
and nonelectrostatic effects on the vibrational frequency shifts
in condensed phases directly by utilizing MD simulations of
various IR probes, the optimized quantum mechanics/
molecular mechanics (OQM/MM) method was introduced
by the Skinner group® and later further developed by the
Corcelli group.42’200’201 In their method, the semiempirical
Hamiltonian of an IR-active fragment and its bath-coupling
parameters are reparameterized from the original set of
parameters, e.g.,, PM3 minimal basis model of Hamiltonian.>%*
The vibrational solvatochromism is described at a hybrid level
of PM3 and classical force fields with an electrostatic
embedding scheme, making this approach very efficient when
combined with MD simulations. It was shown that OQM/MM
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is easily transferable to other solute and solvent systems and
capable of accurately simulating the IR spectra of complicated
systems, including proteins in water. Recently, the OQM/MM
method was shown to be of limited use for describing the
frequency shifts of SCN probe incorporated in calmodulin.
This limitation is likely to originate from the electrostatic
embedding approximation that has been a common choice in
QM/MM treatment of the interactions between QM and MM
parts of the system.”” In general, the quantum embedding of
an IR probe’s Hamiltonian into QM/MM can be a relatively
expensive and difficult task, especially if the exchange-repulsion
and dispersion interactions are to be explicitly included in the
system—bath interaction. To circumvent this problem, one can
combine the WCA theory with a quantum mechanical model
for intermolecular interaction potential, U.

Inserting the expression for the intermolecular interaction
potential given in eq 48 into the WCA expression for the
vibrational frequency shift in eq 57, one can obtain the
vibrational solvatochromism theory based on the effective
fragment potential theory,”'*>'**'>> which was referred to as
SolEFP. Unlike the OQM/MM model, the SOlEFP model is a
VSM because it is derived from the solute—solvent-separable
EFP2 intermolecular potential. The resultant expression for the
vibrational frequency shift of a jth normal mode is given as a
sum of the Coulombic, exchange—repulsion, induction, and
dispersion contributions, i.e.,

Aw, = Aa)jc"“1 + Aa)jEX_ReP + Aa)jh‘d + Aa)jDiSP (81)

The Coulombic term can be factorized into two components
as

oul sol oul
Ao = A" MM 1 AN () (82)

where Aa)}“’lCANMM is the distributed multipole contribution to

the vibrational frequency shift (see eq 75).'*® The second
term, AAa)jC‘ml(qb), represents the contribution originating
from the vibrational coordinate-dependence of electric
potential created by surrounding solvent molecules. Usually,
this secondary effect is small. Nevertheless, in practice, to
estimate AAw]-C‘ml(c]ﬁ), only the monopole terms in the
multipole expansion series are taken into consideration due
to a convergence issue. Then, AAa)jC"“l(gb) is given as'

Cou(¢)_—z ZZ ‘il
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d a, .
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JOQ Xy

. t.
o, ) (83)

where LY is the vibrational eigenvector element associated
with the xth solute’s atom in the ith normal mode and the
relative position vector of the yth solvent atom is defined as r,,,
=r, — 1,

The exchange—repulsion term in the SolEFP originates from
the exchange—repulsion interaction potential obtained by
Gordon and co-workers,”****> where they assumed a single
electron pair exchange between the unperturbed Hartree—
Fock wave functions and the spherical Gaussian overlap. Under
such an approximation, it was shown that

pubs.acs.org/CR
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when neglecting the electronic anharmonicity contribution to
AwP R, The vibrational force associated with the exchange—
repulsion potential is given as
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here S, and T, are the one-electron overlap and kinetic
integrals between the ath and bth localized molecular orbitals
(LMOs), respectively, Gy is the Fock matrix element of
molecule X, and Z, is the atomic number of the xth atom. The
relative distance r,4 = Ir, — rgl. Here, the indices 4, b, ¢, and d
refer to LMOs located at their charge centroids of charge r,,
whereas indices x and y do to atoms in molecules A (solute)
and B (solvent), respectively. Because the exchange—repulsion
is approximately pairwise-additive,””*">'" one can use eq 85 to
calculate the corresponding frequency shift of an IR probe
molecule even in complicated environments. Also, it is
relatively easy to evaluate Awf"_REP from MD simulations
because the calculation requires only one-electron integrals.
Although there are many derivatives to be calculated in eq 85,
they are just the first derivatives of one-electron integrals with
respect to interatomic distances, which can be computed
analytically. In addition, the first derivatives of the LMO
centroids and Fock matrix elements can be calculated
numerically and treated as SolEFP parameters, much like the
way to determine EFP2 parameters.

The vibrational frec%uency shift due to the induction
interaction is glven as

1
—a DP- A DPQDP
27 2 (86)
where the induced vibrational solvatochromic dipole and the
permanent vibrational solvatochromic polarizability of the
entire system are, respectively,
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The generalized electric field @ and the inverse polarizability
tensor D are

@ = E(r) (89)

,'(0)8,, if a, b belong to the same molecule
Dah =
— TE{Zh) if a, b belong to different molecules
(90)

where a,(0) is the distributed anisotropic polarizability tensor
evaluated at zero frequency. &,(0) can be calculated by using
the coupled—perturbed Hartree—Fock theory, and it is
essentially the response of the LMOs against electric field
perturbation. The derivatives of @ and D with respect to the
aaa(O)‘

aQ, Q,
numerically and used as the SolEFP parameters.

The dispersion contribution to the vibrational frequency

shift is given by'*

normal coordinates are calculated with pre-computed
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where a!”(iE) is the imaginary frequency-dependent aniso-
tropic polarizability tensor associated with the ath LMO of the
solute molecule. The derivatives of the product of dipole—
dipole interaction tensors can be easily evaluated analytically,
00 E)

and Q

are the numerically calculated SolEFP
Q,
parameters.

Since the EFP2 model describes inherently rigid molecular
fragments, SolEFP was first applied to N-methylacetamide
(NMA) and MeSCN dissolved in solvents of varying polarity
as well as in water. Recently, SolEFP was further developed to
make it of use for vibrational frequency shift calculations of IR
probes in proteins. This extended version of SolEFP is denoted
as Bio-SolEFP. In the Bio-SolEFP method,"*>*% the vibra-
tional frequency shift of an IR probe is given by

Bio-SolEFP Coul

~ Aa)Near

Aw Zone CONH + AwThrough—bond effect

SolEFP

+ Aw (92)

where Aw§ ;... conn accounts for the Coulombic frequency
shift due to the closest peptide groups for which the
superimposition of EFP2 fragments is impossible due to
close contact with the IR probe’s SolEFP fragment,
AW Thyough-bond effect 1S the constant offset due to the attachment
of the IR probe to protein, and A@*™7 is the remaining
contribution modeled by SolEFP. It was shown that Bio-
SolEFP applied to the molecular configurations sampled from
classical MD trajectories of the SCN-labeled calmodulin in
water can successfully reproduce the C=N stretch IR spectra
of SCN groups that have different solvent environments.”” In
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fact, the SolEFP/MM method is of comparable cost as the
OQM/MM method. However, still due to a number of
approximations used in the SolEFP/MM method, e.g,
neglecting the electric anharmonicity terms in the non-
electrostatic interaction-induced frequency shift and the
charge-transfer and penetration effects, SOlEFP was found to
suffer from systematic errors that lead to a slight over-
estimation of the frequency blue shift. Furthermore, the
evaluation of the second derivatives of the exchange-repulsion
and induction interaction potentials with respect to the normal
coordinates is computationally expensive. Nonetheless, in the
case of the amide I and the nitrile stretch modes, from ab initio
calculations of such electric anharmonicity-induced frequency
shifts originating from non-Coulombic interaction for a few
model solute—solvent clusters, we found that they cancel out
with each other to a great extent. This is indirect evidence
supporting the assumption that the mechanical anharmonicity-
induced frequency shifts originating from the non-Coulombic
intermolecular potentials are dominant. Still, it would be
desirable to further develop the SolEFP theory by including
those neglected terms more accurately in the near future. The
SolEFP VSM and Bio-SolEFP are available in the Solvshift
quantum chemistry program at https://globulion.github.io/slv.
Multiple IR probes as well as solvent and protein fragments are
parametrized at the HF/6-311++G** level of theory in a
fragment library, which is interfaced via the MDAnalysis*'"*'*
library with popularly used MD trajectory file formats such as
those used by GROMACS,”"* AMBER,”'* and NAMD*"
molecular dynamics software. This makes the Solvshift code
easy to use even for complex heterogeneous systems such as IR
probes in bulk solvents and even proteins. The automatic
generation of custom fragment parameters is also possible.

4. SEMIEMPIRICAL APPROACHES: VIBRATIONAL
SPECTROSCOPIC MAPS

Several rigorous theories for vibrational solvatochromism and
electrochromism based on physical approximations have been
presented and discussed before, as reviewed in section 3.
However, those highly sophisticated models require extensive
quantum chemistry calculations at high levels with a large basis
set. It is not practical to use fully ab initio simulation methods,
not only because the molecular systems of interest are
complicated and heterogeneous solutions containing biomole-
cules, ions, and polymers but also because they have complex
molecular dynamics such as conformational transitions,
protein—protein interactions, protein—ligand dynamics, and
ultrafast solvation and chemical reaction dynamics. Note that
the current ab initio MD simulation methods do not provide
vibrational frequencies that can be directly compared with
experimentally measured frequency shifts on the order of a few
wavenumbers. Consequently, vibrational solvatochromism
theory that utilizes precalculated parameters from high-level
quantum chemistry calculations of solute molecule in the gas
phase is exceptionally useful and has been shown to be capable
of predicting vibrational frequencies using the configurations
and structures of solute and solvent molecules from MD
trajectories.

However, there is a complication that cannot be easily
overcome, even with semiempirical vibrational frequency maps.
A solute molecule samples an ensemble of structures in
solutions that are different from the geometries optimized in
the gas phase using quantum chemistry calculation methods.
Thus, it is not straightforward to match ab initio calculated
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molecular structures to those from MD trajectories. This
difficulty in superposing gas-phase structures onto those in
solutions, which will be referred to as geometrical superposition
error (GSE), is a complicated problem and sometimes can lead
to frequency shifts that are far from the experimental results.
The GSE becomes especially critical when a short-range
repulsive interaction between solute and solvent molecules via
H-bonding interactions plays the dominant role in vibrational
solvatochromism, e.g, CN stretch frequency shift of nitrile-
derivatized compounds in protic solvents. Furthermore, the
gas-phase calculations often cannot accurately reproduce the
anharmonic potential energy surface of the solute molecule in
solution and lead to inaccurate prediction of vibrational
solvatochromic parameters. The anharmonicities of the
multidimensional potential energy surfaces of an ensemble of
solute molecules in solution are also strongly affected by the
detailed intermolecular interactions between the solute and
solvent molecules. Hereafter, this difficulty will be referred to
as the potential anharmonicity solvatochromism problem. To
overcome these major difficulties in accurately calculating
vibrational solvatochromism parameters, one of the simplest
ways is to use multivariate least-squares fitting analyses with a
sufficiently large set of training database. In the present section,
we shall discuss the general theoretical background and present
real applications to a variety of IR probes used over the past
two decades.

4.1. General Consideration and Motivation: Linear
Combination of Basis Functions Based on Physical
Approximations

Quantum mechanics makes it feasible to quantitatively
describe chemical bonds and to understand molecular
structures in terms of wave functions of constituent particles
such as electrons and nuclei. However, there are only a handful
of examples of which Schrédinger equations are mathemati-
cally solvable. Even the Schrodinger equation for the simplest
molecule, H,, cannot be solved analytically. However, due to
the dramatic advance in computational chemistry calculation
and numerical analysis methods, it becomes possible to
calculate the energies of small molecules accurately. Up until
now, the most successful way to obtain molecular orbitals is to
write them as linear combinations of atomic orbitals (LCAO-
MO). For the sake of computational convenience and
efficiency, we assume the atomic orbitals of constituent
atoms in a given molecule are Gaussian functions:

o) = ) 4 ()

k=1 (93)

Here ijo is the jth molecular orbital, @° is the kth atomic
orbital, N is the number of atomic orbitals, and a; are the
expansion coeflicients. This set of mathematical functions used
to construct both the atomic orbitals {¢2°} and the molecular
orbitals is known as the basis set. It should be noted that the
Gaussian functions in each basis set do not have to have long
exponential tails like the H atomic orbitals. However, if they
are well-behaved quantum mechanically and useful for
computational purposes, the lack of long radial tails of basis
functions is not a serious problem. Bearing this aspect in mind,
let us consider the vibrational frequency map functions
developed and used over the past decade.

One of the early attempts is to expand the solvation-induced
vibrational frequency shift in terms of the solvent electric
potentials at distributed atomic sites on the target solute

pubs.acs.org/CR
molecule.”®"*” The solvent electric potentials at the solute sites
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are calculable by considering atomic partial charges of
surrounding solvent molecules. When the solvent molecules
have atomic configurations determined by Q, the instanta-
neous frequency shift of the solute molecule, Aw;(Q), of the
jth vibrational mode can be written as a linear combination of
solvent electric potential,

A(Q) = 0(Q) ~ w = Y by (Q)

k=1 (94)

where @;(Q) is the vibrational frequency of the jth normal
mode in solution, @;, is the vibrational frequency of the same
jth mode in the gas phase, N is the number of distributed sites
on the molecule, ¢,(Q) is the solvent electric potential at the
kth site of the solute molecule, and by are the expansion
coefficients. Comparing eq 94 for vibrational frequency shifts
with eq 93 for LCAO-MO, one can find the analogy between
the two approaches. It should be mentioned that the wave
function in eq 93 enters the expectation value of quantum
mechanical observables A = (WlAly) as in eq 94 quadratically.
One of the critical differences between the two, aside from the
observable itself and the functional forms of the basis
functions, lies in the way of determining the corresponding
expansion coefficients. The expansion coefficients a; for an
LCAO-MO are determined by applying the variation principle
to the calculation of the ground state energy. On the other
hand, the expansion coefficients by for a vibrational frequency
shift Aw;(Q) are determined by carrying out a multivariate
least-squares fitting analysis for a training database obtained
from ab initio calculations of the vibrational frequency shifts of
the jth mode for many clusters containing a solute and multiple
solvent molecules. The number of clusters should be
sufficiently larger than the number of expansion coefficients
or that of distributed sites on the solute molecule.

The electric potential model in eq 94 was derived rigorously
from the quantum mechanical perturbation theory with
treating the associated solute—solvent interaction energy as a
perturbation to the potential energy function of vibrational
degrees of freedom of a given solute molecule.'*” The solute—
solvent intermolecular interactions are assumed to be dictated
by the Coulomb interactions of atomic partial charges of the
solvent molecules with the distributed charges of the solute.
Although the formal expression for the expansion coefficients
by, was presented elsewhere'*” in terms of transition charges,
potential anharmonic coeflicients of solute molecule in the gas
phase, vibrational frequencies, reduced masses, and so on, they
were treated as fitting parameters for multivariate least-squares
analyses of a set of ab initio calculated solute—solvent clusters.
Thus, even though the solvent electric potential model in eq 94
is based on rigorous physical approximations, the key
parameters by were obtained in an empirical manner by fitting
to the quantum chemistry calculation results for many clusters.

Another popular model for theoretically describing such
vibrational solvatochromic frequency shifts assumes that the
frequency shift can be expanded in terms of solvent electric
fields at distributed sites on the target solute molecule,

N
nEQ= Y Y uEQ

m=x,y,z k=1

N
ij(Q) = z
k=1

(95)

where E.(Q) is the solvent electric field, or negative gradient of
solvent electric potential, at the kth site on the solute molecule,
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Hji is the vectorial expansion coefficients connecting E(Q) to
Aw;(Q), and pj; and E'(Q) are the mth Cartesian components
of py and Ei(Q) vectors, respectively. From these two models
in eqs 94 and 95, the vibrational frequency shift is expanded as
a linear combination of the basis functions, which are either
solvent electric potentials or electric fields at solute’s
distributed sites. The solvent electric field model in eq 95
assumes that the solute—solvent intermolecular interaction can
be described by the sum of Coulomb interactions between
distributed solute electric dipoles and solvent electric fields.
Again, the expansion coefficients, uj, are determined by
performing a multivariate least-squares fitting analysis for a set
of ab initio calculated vibrational frequencies for a set of
solute—solvent clusters with eq 95.

These two representative models assume that the solute—
solvent interaction can be fully described by the Coulomb
interactions between solute charges (dipoles) with solvent
electric potential (field). The expansion coefficients, either bj
in eq 94 or yj in eq 95, are obtained from a training database
from a series of quantum chemistry vibrational analyses of a
large number of solute—solvent clusters. Once the set of
parameters is determined, one can use the corresponding eq 94
or 95 to predict the frequency shift Aw;(Q) of the oscillator in
any solutions or condensed phases by calculating the solvent
electric potential or field using instantaneous solvent
configurations and the corresponding partial charges described
by MD force fields.

Considering a more sophisticated intermolecular interaction
model, one can expand the set of basis functions. For instance,
short-range Pauli repulsive interactions between the solute and
solvent molecules cause blue shifts of the nitrile stretch
frequency when the nitrile forms a strong H-bond with water
or other protic solvent molecules. This leads to the
development of more general approaches based on physical
approximations to the solute—solvent intermolecular inter-
action energy. Thus, one can make a generalization of
vibrational frequency as

ij(Q.) = z leJ(k(Q.)

k=1 (%6)

where y,(Q) constitutes the basis set of functions that can be
based on physical approximations or that can adopt any
arbitrary mathematical forms as long as they are well-behaved
functions without singularity or divergence. Here, cj. are the
expansion coeflicients. The most critical assumption for all the
semiempirical vibrational frequency maps, which include
vibrational frequency shift, vibrational transition dipole and
polarizability, and vibrational coupling maps, is that the best
set of parameters {c;} are obtained by carrying out multivariate
least-squares fitting analysis for a training database from
quantum chemistry calculation results for various clusters.

In this section, we shall compare theorerically developed
VSMs for a variety of IR probe modes with experimental
results or high-level ab initio calculations. Unfortunately, it is
difficult to establish a simple set of criteria used to assess the
validity of VSM in a quantitative manner, because the
magnitudes of solvatochromic vibrational frequency shifts are
in a wide range from just a few wavenumbers to hundreds of
wavenumbers. However, there is an interesting paper reported
by the Ge group,”'®*"” where they compared different VSMs
for amide I vibration and used them to make interpretations of
their 2DIR spectroscopic results (Sec. 4.3). It would be
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interesting to carry out benchmarking studies of various IR
probes other than the most extensively studied amide I
vibration in the future.

4.2. General Parametrization Method

Essentially all the VSMs proposed to date, both semiempirical
and ab initio, can be recast in the following form,

T,(R) pT,(R)
Sx;aﬂ%upx;a/fr

DN

x R=0 afly..
—_——

R

T,(R,R) T,(R) pT,(R)
+ Z Z {Sx;aﬁy...,a’/)”y’... x;aﬁy...Px;aﬂy...} + ..
R'=0 a'f'y'..
g

(97)

where Y is the vibrational spectroscopic observable of interest,

SxT;,;,(/,vRy)m and Sx?;,' ff{;)/,y,m are the associated vibrational

solvatochromic parameters such as charges, multipoles and so

on, ansz;;Eﬁz_" is the conjugate )field created by the surrounding
T(R) should be evaluated at the xth

solvent molecules. Here, P, 5
interaction site of the solute, that could be an atomic site, an
LMO centroid, or any other point within the IR probe’s charge
density distribution. The superscript “T” denotes the type of
intermolecular interaction, e.g,, Coulombic, induction, etc., of
rank R. For example, the rank-zero field is a scalar, and the
rank-one field is a vector. The Greek subscript indices in eq 97
represent the Cartesian coordinates. For example, S};,f}; when
R = 0 could represent a vibrational Stark tuning rate. The
vibrational solvatochromic quadrupole is S,E(Sﬁ}), with R = 2. In
the second term in the curly bracket of eq 97, vibrational
solvatochromic parameter S%ﬁf’;ﬂy could be vibrational
solvatochromic polarizability when R = R" = 1. In an extreme
case, the conjugate field can adopt a very complex tensor form
as in, for example, the SolEFP model, in which not only
electrostatic but also wave function overlap and dispersion
effects are mapped in a way that formally fits the functional
form of eq 94. On the other hand, it is also the way the VSM is
parametrized, and conjugate fields are defined, which allows
the explicit function in the form of eq 94 to be designed in a
relatively simpler form, allowing computationally more robust
VSMs to be developed in terms of semiempirical mapping
procedures.

In section 4.1, we have already reviewed two popular
semiempirical vibrational parametrization schemes. They are
broadly referred to as the electrostatic fitting methods (ESF),
which correlate benchmark ab initio or density functional
theory (DFT)-calculated vibrational properties with electric
potentials or electric fields on/around the IR probe in
condensed phases.®°7! ! 18 I8S197.218=231 The - expansion
sites are called the “interaction centers or interaction sites”,
and they are chosen in a way to effectively represent the local
electric potential or field created by surrounding solvent
molecules. The nonelectrostatic interaction-induced effects on
the vibrational spectroscopic observables can also be taken into
account similarly. There are a few examples of vibrational
frequency maps connecting H-bond distances™*’ or van der
Waals forces”" with the vibrational frequency of the IR probe.

Most previous works focused on just one type of parameters,

e.g. scalar vibrational solvatochromic
111,183,188,197,218—220,222—224,232,234,236,238,242
charges and vecto-
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rial vibrational solvatochromic dipoles.””®” However, there are
also maps utilizing multiple types of parameters, as well. Torii
and co-workers ">’ considered both scalar charges and
vectorial dipoles as vibrational solvatochromic parameters,
whereas Jansen and Knoester’' and Mukamel and co-
workers®”**® considered vectorial dipoles and tensorial
quadrupoles as vibrational solvatochromic parameters. In
order to account for the nonelectrostatic effects in the VSMs
and intramolecular mode couplings, the van der Waals effects
should be parametrized by combining MD simulations with
experimentally measured protein spectra as reference
data.”*”**" Such an approach is specifically designed for very
large systems such as proteins in water. In the following
subsections, various vibrational spectroscopic maps developed
so far are reviewed.

4.3. Amide | Vibration: Frequency and Coupling Maps

In the protein backbone, repeating units of peptide bonds link
amino acids together and their vibrations create a series of
normal modes in the 1200—1800 cm™' region that are
characteristic of the protein structures. From higher to lower
frequencies, these normal modes are called the amide I, II, and
III modes.”** The amide I mode is the most extensively
studied vibration in protein spectroscopy, and we will use
sections 4.3 and 4.4 to summarize the theoretical methods to
model its vibrational features and demonstrate how it can be
combined with isotope labeling to reveal site-specific
information. We will then discuss the amide II and III bands
in section 4.5.

The amide I band, which appears in the 1600—1800 cm™'
spectral region, arises mainly from the peptide bond C=0
stretch with minor contributions from the amide C—N stretch
and C,—C—N deformation. It shows distinctive features for
different secondary structures in polypeptide chains and thus
has been widely used in linear and nonlinear vibrational
spectroscopies to detect the structures and dynamics of
polypeptides and proteins.”>"''"'*¥**#723* These spectroscopy
experiments in the amide I region are particularly useful for
systems that are not easily studied using standard techniques of
protein structural analysis such as NMR and X-ray scattering,
including membrane proteins, intrinsically disordered peptides,
and systems undergoing triggered folding or unfolding. For
example, 2D IR spectroscopy has been applied to monitor the
conformational dynamics in the folding and unfolding of
proteins, revealing the gating mechanism and water dynamics
of transmembrane proton channels, and uncovering the
structures and aggregation pathways of amyloid pro-
teins.”*%109197:295:25% The intrinsic ultrafast time scale of the
amide I vibration (~20 fs) makes amide I spectroscopy much
less susceptible to the motional narrowing difficulties
encountered in NMR spectroscopy.

To quantitatively relate the amide I spectral features with the
structures and dynamics of proteins, researchers often use a
mixed quantum mechanical/classical mechanical approach that
treats all the amide I vibrations in a protein quantum
mechanically and the low-frequency degrees of freedom
(such as those along main-chain dihedral angles) classi-
cally."**'*7*>7 If a protein contains N amide I modes, the
single-quantum vibrational Hamiltonian is a N X N matrix, in
which the diagonal terms are the site frequencies of each
chromophore and the off-diagonal terms are the couplings
between them. In principle, one can obtain the vibrational
Hamiltonian from quantum chemical (such as DFT)
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calculations. However, it is impractical to perform high-level
quantum chemical calculations on large proteins in the
condensed phases,”® particularly if we want to follow the
time course of structures along the dynamics of the proteins.
Alternatively, researchers have designed a variety of frequency
and coupling maps for the amide I vibrations so that one can
efficiently compute the elements of the vibrational Hamil-
tonian based on the time series of structures obtained from
MD simulations.”*”

Among other factors, electrostatic interactions play a major
role in determining the shifts in vibrational frequencies and the
coupling between peptide chromophores in the amide I
vibrational chromophores. In particular, an inhomogeneous
and fluctuating electrostatic environment around the vibra-
tional chromophores alters their site frequencies and broadens
the absorption bands. TheVSMs developed so far for the amide
I mode relate the site frequencies to the electrostatic potentials
and/or electric fields (and electric field gradients in some
cases) on the atomic sites (and some other points, such as
bond centers, if needed) in the peptide
group.67,217,2] 9-221,225,228,231,233,235,237,238,260—263 They Often
take the form of eq 94 or 95 and are based on N-
methylacetamide (NMA) as a model compound to mimic
the most typical peptide groups, i.e., the secondary amide
groups, of the protein backbone. The parameters in the
frequency maps are determined by referring to the results of
quantum chemical calculations, or in a few cases, directly to the
experimental spectral features.”**>*0290212%* Eor example,
Cho and co-workers developed the first amide I frequency map
by considering a series of NMA—D,0O complexes and carrying
out ab initio quantum chemical calculations to obtain their
amide I frequencies. They then used eq 94 and obtained the
linear combination coeflicients from multivariate least-squares
fitting analysis to the quantum chemical results.”*" Taking a
similar approach, Skinner and co-workers examined deuterated
NMA /water clusters and 7provided the first electric field-based
amide I frequency map.’” While most of the frequency maps
developed so far employ the electrostatic potentials or the
electric fields on the atomic sites to represent the electrostatic
environment,”® it has also been shown®”**® that both the
electrostatic potentials and the electric fields on those sites can
be essential in describing the inhomogeneity of the electro-
static environment. To account for the electrostatic effects in
various solvent environments, Jansen and Knoester embedded
deuterated NMA in 75 charge environments and developed a
frequency map that incorporates the electric field and its
gradient on the C, O, N, and D atoms of the chromophore and
demonstrated its transferability in common organic solvents””'
and need to include multipole and polarizability in solvents
such as chloroform.”® Skinner and co-workers have also
adopted an empirical approach by optimizing the coeflicients
against experimental spectra of deuterated NMA in D,O,
DMSO, and chloroform and designed a frequency map that is
transferrable to different electrostatic environments.”®’ A
similar approach has been adopted by the Tokmakoft group,
who have developed an extensive set of experimental standards
(including 28 model dipeptides and § isotope-edited protein
constructs) that can be used to test and refine vibrational
frequency maps.******* These frequency maps have been
extensively tested and applied to predict the linear and 2D IR
spectra of polypeptides and proteins.”'”**%%

In most cases, one can apply an amide I frequency map to all
peptide bonds, regardless of its composition of amino acids. A
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notable exception is the peptide bond involving the N atom of
a proline residue, i.e., the peptide bond of the form Xxx-Pro,
where Xxx represents any amino acid. Typically, the amide I
mode of this tertiary amide group is shifted strongly (~3S
cm™") to the red in comparison to that of a secondary amide.
Thus, it must be treated separately either by adding an overall
shift to the standard map or through a separate para-
metrization.”>>?°*?%” In the latter case, N,N-dimethylaceta-
mide has been chosen as the model compound for the map
parametrization. Due to the large red shift, peptides containing
the Xxx-Pro amide bonds show an amide I absorption peak
well separated from the main band in the IR spectrum, which
provides a unique and excellent probe for investigating local
structural and dynamical changes in proline-rich proteins such
as collagen and elastin. In addition to modeling the backbone
amide I chromophores, vibrational frequency maps have also
been developed for the side chains of asparagine and
glutamine, which contain primary amide groups.261

Although electrostatic interactions strongly shift the site
frequencies of the amide I mode in the condensed phases, it
has been shown that special treatment is needed to account for
the nearest neighbor (NN) effects on the frequencies.
Accordin§l , DFT-based maps for NN-induced frequency
shifts”***°***° have been developed. The site frequency of an
amide I vibration is given by

= Wy + AwN(¢i,i—l’ V’i,i—l) + ch(qsi,iﬂ’ Wi,i+1)
(98)

where w, is the frequency derived from an electrostatic
frequency map, and Awy and Aw, are the frequency shifts
affected by the nearest neighbors of the vibrational
chromophore on the N- and C-terminus sides of the
chromophore, respectively. Awy and Aw. depend on the ¢
and y dihedral angles in the protein backbone as used in the
Ramachandran plot. The method of deriving those DFT-based
maps will be discussed later, together with the NN vibrational
coupling maps.

The electrostatic interactions also play an important role in
determining the vibrational couplings between the amide I
vibrations of peptide groups. The simplest model in describing
these cou Iin§s is the transition dipole coupling (TDC)
model."***7°7*"* Here, each amide I chromophore is treated as
a transition dipole moment and their couplings F;; are given by

(’711‘"%;) - 3(’:”'1";11']') (ﬁ;'j'ﬁij)
3
"i (99)

E
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In this equation, 77; and #; are the transition dipoles of the
ith and jth vibrational chromophores in the unit of D A™!
amu™ /2, r; is the distance between the two vibrational
chromophores and 7; is the unit vector that connects them.
The dielectric constant € is usually taken to be 1. The
conversion factor A is 0.1 if F;; is represented in units of mdyn
A" amu™". It is possible to convert it to the coupling in units
of cm™' by assuming the “central frequency” of 1650 cm™" and
multiplying further by 848619/1650 (i.e., using A = 0.1 X
848619/1650)."**”* Parameters in the TDC model include
the location, orientation, and magnitude of the transition
dipoles, and are determined by fitting to experimental peak
splitting or ab initio quantum chemical calculation re-
sults.””%?”" To go beyond the dipole approximation,
researchers have also developed models such as the transition
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230,272 .\
d= and the transition

charge coupling (TCC) metho
density derivative distribution method.”””

Despite the success of the TDC model in predicting long-
range interactions between the amide I chromophores, it is not
sufficient to describe the couplings between adjacent or nearest
neighbor peptide groups.”’"”’> To overcome this situation,
NN coupling maps have been developed for the amide I mode
based on quantum chemical calculations,”**%%26%27127227¢ 1
deriving those maps, ab initio MO or DFT calculations were
carried out for peptide dimers with the ¢ and y dihedral angles
of the main chain being varied for all possible ranges of values
at appropriate intervals. The calculated force constant matrix
was then size-contracted to the vibrational subspace of the
amide I mode by using, for example, the Hessian Matrix
Reconstruction (HMR) method®’” to obtain the site
frequencies (for the maps of NN-induced frequency shifts)
and the coupling constants for each particular set of ¢ and y.
The maps were made by collecting those site frequencies and
coupling constants, represented by the diagonal and off-
diagonal terms of the size-contracted matrix, as functions of ¢
and . In using those maps, one can estimate the site
frequencies and coupling constants for any set of ¢ and y by
interpolation. In contrast, the TDC model is sufficiently
accurate when modeling the couplings between the amide I
modes of the peptide groups that are not nearest neighbors.

Vibrational frequency maps that further include non-
electrostatic perturbations have been presented as well for
the amide I local mode frequencies.”*>**"*”® For example, in
the vibrational frequency map developed by Malolepsza et
al,”*" the corresponding vibrational frequency shift is
computed using two independent sets of distributed vectorial
parameters: the first describes the usual vibrational response of
the amide I mode to the solvent electric field (E;), and the
second is associated with van der Waals force (F/*V) exerted to
each atom in a given peptide, i.e.,

wAmideI — a)gﬁghase + Z {C,"Ei + th:rdW}
: (100)

where i runs over atoms in the peptide CONH group. It was
shown that the map, initially optimized for NMA in three
different solvents, is accurate enough to model the amide I IR
spectra of a few different proteins that include ubiquitin,
ribonuclease, myoglobin, and concanavalin. In other
works,”***”® the vibrational solvatochromism maps for amide
I vibrations of proteins were developed by considering their
backbone structures and H-bonding environment only. More
specifically, the vibrational frequency shift of the amide I mode
of a given peptide in a protein is assumed to be”***”*

Amide I Gas ph H-bond(solvent
o imide =0)N§Z£ ase+Aw(¢) W) + Aw ond(solvent)

+ AwH-bond(Interpeptide) (101)

The backbone structure of the peptide group is determined
by the two Ramachandran angles so that the frequency shift
depends on its backbone structure, which is described by the
term Aw(¢p,w) in eq 101 (see also eq 98). The vibrational
frequency shift due to its H-bonding interaction with
surrounding solvent molecules is described by the term
A@'ordolent) hich is mainly determined by the extent of
water exposure, ie., solvent accessible surface area, of the
CONH unit. The effect of interpeptide H-bonds on the
vibrational frequency shift, A@"bond(Interpeptide) i agcumed to
be proportional to the Kabsch—Sander bonding energy,”””
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Figure 4. (a) Summary of the models used for spectral calculations. Parametrized sites are shown in red. The red shading in the MF model
schematically indicates the transition charge region for sampling. Cho-Potential model 1 (CP1) utilized parametrized partial charges whereas other
models utilize partial charges defined in MD simulations. Knoester-Field model 1 (KF1) utilized NNFS maps. (b) The amide-I local mode

frequency shifts calculated with the six models for the restrained trajectory. Blue circles: solvent contributions (8@, s); red circles: peptide backbone

and side-chain contributions (60)“,) ; black circles: total shifts (5@;,). The vertical bars indicate the range enclosed by + one standard deviation (o).

Green symbols with solid and dashed lines in KF1 are the NNFS and electrostatic contributions in da) p, respectively. Reproduced from Table 1

and Figure 8 of ref 216. Copyright 2009 The American Chemical Society.

which is determined by the H-bond length and angle between
the amide CO group (H-bond acceptor) and the amide NH
group (H-bond donor) in the same protein. To determine
these parameters, they used forty-four experimentally meas-
ured IR absorption spectra of protein systems in water.”*’

All these frequency maps are typically validated against
experimental data for NMA in different sol-
vents,?2®?28235,241,260261,264280 ralidation of the coupling
maps proves more challenging, because it is difficult to
thoroughly sample the flexible structures of small peptides in
simulations and it is challenging to extract useful information
from the broad and congested IR absorption bands of large
proteins with well-defined structures. 2D IR spectra are more
sensitive to couplings, although they are time-consuming to
calculate for full proteins.”®’ Despite these computational
challenges, Jansen and co-workers have calculated the 2D IR
spectra of a selection of proteins and compared the theoretical
spectra using different mappings”*®**> with the experimental
%3 Among the methods tested, they have concluded">*
that the electrostatic frequency map of Skinner’®’ combined
with the OPLS/AA force field,”** the TDC map of Torii and
Tasumi’’' and the NN maps of Jansen”® have the best
performance. Spectral simulations of liquid NMA*® and its
*%¢ provided a further benchmark
suggesting that the long-range TCC model possibly over-
estimates the coupling constants.

One thing that is counterintuitive in the electrostatic
frequency map of Skinner’®' is that the electrostatic situation
of the O atom of the peptide group, which acts as an H-bond
acceptor and vibrates with large amplitude in the amide I
mode, is not involved in calculating the frequency shift of the

ones.

mixtures with water
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amide I mode. It was shown that this is because of the mutual
cancellation between the effects of electrostatic potential and
the electric field on the frequency shift, and is related to a
general property of H-bond accepting stretching modes.”*”***

Other localized coordinate approaches have also been
recently developed for use in ab initio anharmonic vibrational
frequency calculations, where the anharmonicity is calculated
explicitly.287_2% In a similar way, site-specific frequencies, NN
coupling terms, and non-nearest neighbor coupling terms can
be determined directly from harmonic vibrational calculations
on molecules of (in principle) any size, using the technique put
forward by Hanson-Heine et al.>”’ In this technique a subset of
the normal coordinate eigenvectors from a harmonic frequency
calculation are rotated by applying a unitary transformation
that maximizes one of the objective functions proposed by
Jacob and Reiher,”® where the transformation either max-
imizes the sum of the squares of the atomic contributions to
the normal modes,

ZZ 2 Q)

i \a=xy,z

(102)

where u and i are normal modes and nuclei, respectively, and
M is the total number of nuclei, or the transformation
maximizes the distance between the centers of the modes,

£ = 2 Y S @R,

i a=xy,z

2

(103)

where R; is the position vector of each nucleus in the molecular
coordinate system. If an appropriately localized subset of
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normal coordinates is chosen, such as the amide I manifold,
then site-specific frequencies and coupling terms can be
derived from the diagonal and off-diagonal elements of the
mass-weighted Hessian matrix in the newly transformed
coordinates.

This approach has been successfully applied to vibrational
exciton calculations of 2D IR spectra for the amide I band of a
range of dipeptides and the hexapeptide Z-Aib-L-Leu-(Aib),-
Gly-Aib-OtBu. However, the approach is not specific to the
amide I mode and can, in principle, be applied to any system
for which the localized modes have an appropriate form.
Semiempirical maps of site-specific frequencies and NN
couplings across different ¢ and y angles can be obtained by
considering small model systems. The newly created local
coordinates are also not localized on to a subset of atoms
chosen a priori, leading to amide I modes that contained
significant motion of the nitrogen atom for the species
originally tested, which is consistent with the true nature of the
amide I mode. However, care should be taken when selecting
the subset of coordinates to be transformed, so that the
automatically generated coordinates remain correct.
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To test the validity of the frequency and vibrational coupling
map of amide I mode, one should consider peptides with
relatively rigid structures to avoid the need for statistical
averaging of multiple backbone conformations in MD
simulations. One particularly good system for such a test, as
demonstrated by the Ge group, is a peptide with C”-alkylated
amino acid residues, such as Aib (C*“-dimethylglycine) and
(aMe)Val (C*methyl valine). Because of the steric hindrance
caused by the alkyl side chains, these unnatural residues restrict
the available dihedral angles in the Ramachandran plot and
hence can dictate a peptide to fold into a well-defined
conformation. Ge and co-workers measured polarization-
dependent 2D IR rephasing and nonrephasing spectra of a
capped octapeptide Z-[L-(aMe)Val]s-OtBu (Z, benzyloxycar-
bonyl; OtBu: tert-butoxy) in deuterated chloroform (CDCl,)
and used the amide I spectral signatures to judge spectra
calculated based on MD trajectories and six different
combinations of electrostatic frequency maps and NN coupling
maps.”’® The main differences in the frequency maps are the
parametrized sites in a peptide unit, whether the amide I
frequency fluctuation is estimated from electric potentials or
electric fields and field-gradients on the sites, whether the

https://dx.doi.org/10.1021/acs.chemrev.9b00813
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the National Academy of Sciences of the United States of America.

partial charges are taken from an MD force field or from the
frequency map parametrization, whether a nearest-neighbor
frequency shift (NNFS) map is used, and the gas-phase
frequency origin (Figure 4a). The chromophore definition in
each model is chosen to ensure charge neutrality within the
chromophore.

On the basis of the number of peaks, relative peak positions,
and intensities in the computed linear and 2D IR spectra,
especially the cross-peak patterns obtained from the double-
crossed polarizations, it was determined that the potential-
based model (CP2: Cho-Potential 2) developed by Cho and
co-workers”> and the field-based model (MF) in the
computation package SPECTRON created by Mukamel and
228273 performed the best and similarly reproduced
the measured spectra (Figure 5) when using an MD trajectory
with the peptide dihedral angles restrained near the crystal
structure values. Structural ensembles sampled from unre-
strained MD simulations are too broad. Comparing the
different models, the solvent contributions to the total
frequency shifts are very similar in the magnitude and the
variations across the peptide backbone, whereas the peptide
contributions exhibit more differences (Figure 4b). The widths
of calculated spectra are dominated by the relative spread of
the frequency shifts. All models require a red shift of simulated
spectra by 10—40 cm™'. This is most likely because the
frequency maps were computed for N-methylacetamide
solvated with water molecules whereas the experimental
spectra were acquired for the octapeptide in CDCl;. A
model that takes into account strong dispersion forces may
be more suitable for a better agreement between experiment
and calculation.”®® This study demonstrates that 2D IR can
provide a large set of spectral constraints that are useful for
further refining classical force fields and testing theoretical
models. In particular, the double-crossed polarization non-
rephasing spectrum exhibits the highest sensitivity to structural
ensembles and models.

co-workers
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4.4. Amide | Vibration: Isotope-Labeled Proteins

While the amide I band provides critical information on the
structural arrangements and conformational dynamics of
proteins in the condensed phase, the relatively short vibrational
lifetime of the amide I mode (around 1 ps in aqueous
systems), together with a relatively narrow frequency range
(typically 1600—1700 cm™') and a large number of amide
bonds in typical polypeptides and proteins, often leads to
considerable congestion in the measured spectra. This issue
obscures the information content of label-free amide I spectra
and makes it difficult to disentangle the vibrational patterns of
each chromophore.

Combining vibrational spectroscopy in the amide I region
and the isotope labeling technique provides an effective way to
reveal site-specific information in complex protein systems. For
example, replacing '*C with *C or '°O with '¥0 in a C=0
group reduces its stretch frequency by about 40 cm™!,*%3%
thus shifting its vibrational absorption out of the main amide I
band. The frequency changes due to the presence of a C or O
isotope can be estimated by treating the C = O stretch as a
harmonic oscillator whose angular frequency is oo = \Jk/u.
Here k and p are the force constant and reduced mass of the

. B mem
harmonic oscillator, g = —%2
m,

where mc and m, are the
ct+mo

masses of the C and O atoms, respectively. As isotope labeling
introduces a minor perturbation to the molecular vibration,
one can assume that the force constant of the C=0O group
remains the same. Replacing '*C with *C thus changes the
frequency of the chromophore by

w1 me(mi- + m,
co _ [melmie ¥ mo) _ 000
Wco misc(me + mep) (104)

After its first development in 1991,° the BC labeling
technique has enabled researchers to probe the secondary
structures of polypeptides and amyloid fibrils with residue-
specific resolution using linear and 2D IR spectrosco-

https://dx.doi.org/10.1021/acs.chemrev.9b00813
Chem. Rev. 2020, 120, 7152—7218


https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00813?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00813?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00813?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00813?fig=fig6&ref=pdf
pubs.acs.org/CR?ref=pdf
https://dx.doi.org/10.1021/acs.chemrev.9b00813?ref=pdf

Chemical Reviews

pubs.acs.org/CR

y o Ky v Ly oY
SIS AR AN
- Y Y Y
o 0 § H O y H bF H bQ H O 0
NH
NH
s e Ny e Ve Oy, Ky K
[] | 1 | |
HfNJLN/'\,r"\_)LN"\tr”\.)LN"\,r"\.)LN’Hr”
= 0 = = =
[e} K H (o] T H bL H o K H o
40 =r=— Y == Y v —
@ Experiment
a5 E nearest neighbor g
‘é @ TDC Torii 98
(3] 30 @ TDC Krimm
E B TCC Hamm g
§ € TCC Jansen
= 25 -4
2
- 2} f ; s <o g
< > : *%e
15} l;o e K
10 " A " " A M
34 24 14 36 46 35

Doubly Isotope Labeled Peptide

Figure 7. (A) Sequence of the macrocycle with the isotope labeled positions highlighted. (B) Comparison of experimental and theoretical 2D IR
line widths. The theoretical spectra are calculated using various coupling schemes. Reproduced from Figure 1A and Figure 6 of ref 313. Copyright

2012 American Chemical Society.

py.»*>>??773% In addition, Chen and co-workers have
demonstrated that the C-isotope labels can be combined
with the vibrational sum-frequency generation (SFG) spec-
troscopy in the amide I region to detect the structures and
orientations of surface-bound peptides at the single residue
level.>™* Despite these advances, the '3C-isotope editing
method has two main drawbacks. First, the isotopically labeled
vibrational modes are often not well resolved in the vibrational
spectra and appear as shoulders on the broad amide I band.
Second, the natural abundance of 3C is 1.1%, and thus,
proteins containing 90 or more amino acids would possibly
exhibit IR signals from nonlabeled *C=0O groups and
complicate the spectra.”””*%*?%

To overcome these issues, researchers have designed the
BC="0 isotope label, which red shifts the absorption
frequency of a C=O group by about 65 cm™' and
spectroscopically isolates the vibrational mode from the rest
of the protein. For example, Arkin and co-workers have utilized
isotope-edited IR spectroscopy to measure the conformations
and orientations of membrane proteins at a variety of residue
positions.’****>*% By incorporating the *C="%0 label on 11
amino acids, one at a time, along the transmembrane helical
bundle of the CD3{ peptide, Zanni and co-workers have
measured the homogeneous and inhomogeneous line widths of
the 2D IR spectra and revealed the structural distributions and
dynamics of the protein.*® Furthermore, they have conducted a
series of 2D IR experiments with isotope labeling to elucidate
the pathway and inhibition of the amyloid formation of the
human amyloid polypeptide (hIAPP), which is closely related
to type 2 diabetes.’””’ """ As demonstrated in Figure 6,
Buchanan et al. have placed a series of *C="%0 labels in the
P-sheet and loop region of hIAPP and measured their 2D IR
spectra in both the lag phase and equilibrium phase of the
aggregation.””” The '3C="%0 signal of V17 in Figures 6C and
6D shows that the residue changes from a disordered region to
a f-sheet structure upon fibril formation. In contrast, Figures
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6D and 2F suggest that residue F23 undergoes the opposite
conformational change. By detecting the 2D IR spectra of all
the isotope labels, as highlighted in Figures 6A and 6B, they
could monitor the structural evolution of hIAPP in the
aggregation process with residue-specific resolution and
identify the structural features of the oligomeric intermediate
in the lag phase.’”’

By combining isotope-edited vibrational spectroscopy and
theoretical spectroscopy modeling, researchers have success-
fully probed the vibrational Hamiltonian in the amide I region
and revealed the conformations and dynamics of peptides and
proteins with residue-specific resolution. Combining the
theoretical vibrational spectroscopic maps and the 2D IR
spectroscopy experiments with the 'O or *C="0 isotope
labels, researchers have determined the site frequencies of
individual amino acids, which constitute the diagonal elements
of the vibrational Hamiltonian matrix. They have further used
the sensitivity of these site frequencies to the interactions
between amino acids and their nearby biological and solvent
molecules to elucidate the site-specific structural fluctuations of
peptides in a heterogeneous environment, the location and
orientation of an antimicrobial peptide in lipid bilayers, and the
conformational transformations of a f-hairpin peptide in the
melting process.*#100233259311,312

In addition, one can utilize multiple isotope-labeled IR
probes in the 2D IR measurements to characterize the
interactions between the amide chromophores. For example,
Hochstrasser and co-workers incorporated *C and *C="%0
labels on alanine residues that are separated by 1, 2, or 3 amino
acids and determined the magnitude and sign of the coupling
constants in an a-helical peptide.”"”"" Zanni and co-workers
performed 2D IR measurements on a macrocycle that adopts a
parallel B-sheet conformation and labeled several pairs of
residues with 3C="%0, as demonstrated in Figure 7.”"* They
then calculated the 2D IR spectra using a vibrational frequency
map”®" and a variety of coupling schemes, including the
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through-bond nearest-neighbor couplings method**® and the
through-space TDC and TCC models.””>*”"*">*'* As shown
in Figure 7B, the theoretical approaches can predict the 2D IR
line widths that are in quantitative agreement with experi-
ments.’'® More recently, Tokmakoff and co-workers combined
IR spectroscopy and "*C and C='%0 isotope labeling to
systematically evaluate the performance of the vibrational
frequency maps and the vibrational coupling models in the
amide I region, providing a benchmark for the theoretical
developments in the field "> In addition to probing the
couplings between amide I modes, Ge and co-workers utilized
a combination of “C='"0 and N labels to reveal the
interactions between the amide I and II modes.”” With
quantum chemistry calculations and the TCC model, they
determined the coupling constants and their dependence on
the three-dimensional peptide structure. All of these examples
demonstrate that a close collaboration between theoretical and
experimental spectroscopy methods, in conjunction with the
isotope labeling technique, provides a powerful way to reveal
the vibrational Hamiltonian and detect the structure and
dynamics of peptides and proteins.

It is still challenging to use the amide I maps to predict the
amide I spectra that are in quantitative agreement with
experiments.*>>°"*%*?> A major issue is the accuracy of the
models used, such as the quantum chemistry methods chosen
for the map developments and the sampling of conformational
distribution using MD simulations. Therefore, it is desirable to
have reliable experimental standards so that researchers can
develop or evaluate a vibrational frequency map directly and
systematically. While isotope labeling isolates a C=0 from the
other amide I vibrations and offers a unique opportunity to
examine the frequency map predictions, preparing isotope-
edited protein standards often falls into a dilemma between
synthetic difficulty and reliability of the underlying protein
conformation.”> For example, isotope-labeled short peptides
can be obtained using a standard peptide synthesis approach,
but these peptides are usually conformationally disordered. It
has been shown that even the well-studied tripeptide Ala—
Ala—Ala exhbits conformational heterogeneity, and the current
protein force fields cannot correctly predict the conformational
distribution.”**'> On the other hand, larger proteins usually
have well-folded conformations, but synthesis with site-specific
isotope-labeling is almost prohibitive.

To develop experimental standards, the Tokmakoff group
used isotope-enriched protein expression to produce residue-
specific isotope-edited NuG2b protein, which has strong
structural stability to mitigate the issue of conformational
disorder for short peptides.”> From the direct evaluation of
vibrational frequency maps against experiments, they found
that the empirical one-site field map parametrized against the
dipeptide set failed to qualitatively describe some of the
isotope-labeled spectra, although the map had a good
performance for the dipeptide set. They also showed that
representative sampling of the N—H electrostatics was required
to obtain qualitative agreement since hydrogen bonding
interactions around the N—H group can affect the amide I
frequency.”*” In addition, the predicted peak frequencies of the
labeled C=0 chromophore depend strongly on the force field
employed in the spectroscopic simulations,”°**” which creates
issues of the transferability of the frequency maps across
different force fields and their ability to predict the amide I
spectra quantitatively. The Tokmakoff group later developed
an empirically optimized four-site potential map against the IR
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spectra of the isotope-edited NuG2b proteins, which related
the amide I frequency to the electrostatic potential evaluated at
the C, O, N, and D atoms.”** The map quantitatively described
the isotope-labeled spectral features (Figure 8) and achieved
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Figure 8. (Taken from Figure 8 of ref 259) Comparison of the
frequencies, line widths, and intensities of experimental spectra with
simulated spectra starting from MD simulations of the crystal
structure of the protein G mutant NuG2b.* Copyright 2016 Annual
Reviews.

~2 cm™! frequency error against the dipeptide spectra. From
these examples, new experimental data are imperative to
evaluate and refine the existing frequency maps so that they
can be applied to crucial biological problems such as
determining conformational ensemble and interconversion

dynamics of intrinsically disordered peptides and pro-
teins, 266,267,282

4.5. Amide Il and lll Vibrations

The amide II and III modes are the out-of-phase and in-phase
combinations of N—H in-plane bend and C—N stretch of the
peptide bonds, respectively. In addition to the amide I band,
the peak positions and line shapes of these modes are highly
sensitive to the secondary structure of polypeptides and
proteins. Given the high computational cost for performing ab
initio vibrational analyses of proteins in the condensed phase,
researchers have developed the vibrational coupled oscillator
model and the fragmentation approach so that one only needs
to consider the vibrational properties of a single unit, e.g,
amide I, II, and III local mode frequencies, and the vibrational
couplings between adjacent amide local modes. One of such
methods is HMR, which requires quantum chemistry
calculation of a chosen spectroscopic unit and fragmentation
analysis of a polypeptide.

In the HMR method, one first divides a polypeptide
consisting of N amino acids into N fragments. For example, it
is natural to consider a dipeptide as a two-fragment system
with peptides 1 and 2, as shown in Figure 9. Then, the full
Hessian matrix of the dipeptide is rearranged such that the
submatrix 1, FW , corresponds to the Hessian matrix associated
with the atoms of peptide 1 and similarly the submatrix, F%), to
those associated with the atoms constituting peptide 2. For
these two sub-Hessian matrices, one can find eigenvector
matrices 7" and 7® that diagonalize them, respectively. From
the eigenvectors of the vibrational modes localized in peptides
1 and 2, one can identify the amide I, II, and III local modes
and obtain their frequencies. In addition, the off-diagonal
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matrix elements correspond to the vibrational coupling force
constants. For instance, considering the amide I, II, and III
vibrations of a given dipeptide, one can obtain the
reconstructed Hessian matrix by using the following similarity
transformation method:

O 7 o
w  F9Y00 a®
(105)

Here, the diagonal elements F,; — Fj; (F,, — Fg) are the
force constants of the amide I, II, and III local modes of
peptide 1 (2). Once the reconstructed Hessian matrix in the
basis set of local modes is determined, its diagonalization
provides both the delocalized normal-mode frequencies and
corresponding eigenvectors. After obtaining the transition
dipole moment or polarizability of a given peptide unit from
high-level ab initio calculations, one can write the transition
dipole moments or polarizabilities of the normal modes as
linear combinations of those local modes, where the weighting
coefficients are the associated eigenvector elements.

For example, Cho and co-workers used the HMR method to
calculate the IR and vibrational circular dichroism (VCD)
spectra of a model dipeptide and compared them to the spectra
obtained from DFT calculations.®'® For the right-handed helix
(RHH: ¢ = —57° and y = —47°) and polyproline II (Py;: ¢ =
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—78° and ¥ = 149°) conformations of the dipeptide, the IR
and VCD spectra agreed quantitatively between the two
methods, as shown in Figure 9. The VCD spectra of the amide
modes are critically dependent on the backbone conformation,
and thus the spectral features of the amide I, II, and III modes
are considerably different for the RHH and Py; configurations
(Figure 9). Specifically, the amide II mode of the helical
structure RHH displays a negative peak in the VCD spectrum,
while the extended structure Pj; exhibits a positive peak
pattern. These are consistent with the experimental results of
the polypeptide with helical or extended f-sheet secondary
structures. The good agreement between the HMR method
and DFT calculations demonstrates that the fragment
approximation method can be used to numerically simulate
the vibrational spectra of large polymer systems consisting of
repeating monomer units such as proteins, nucleic acids, and
sugars.

While most simulations of amide I modes are performed
assuming these modes are independent of other vibrations, 2D
IR spectra of amide groups in solutions exhibit cross peaks
between the amide I and II modes even at short waiting
times.*>*'” This observation indicates that these modes are
coupled to each other. In this representation, these basis states
interact through harmonic coupling terms and all of the
Hamiltonian elements fluctuate in aqueous solutions. Fre-
quency maps that describe the fluctuations of the amide I and
amide II energies and the amide I — amide II harmonic
couplings were developed.”"® The dependencies of these
quantities as well as the coupling between neighboring peptide
units on dihedral angles were also parametrized by using the
HMR method.”"” Simulations that employ these maps can be
used to investigate vibrational relaxation and the origin of the
short lifetime of the amide I vibration.*'®

The amide II mode has been used to study the structural
stability of biological macromolecules, hydrogen—deuterium
exchange kinetics, and molecular conformation by linear IR
and vibrational circular dichroism spectroscopy. In the past
decade, 2D IR experiments have been performed on the amide
II modes of NMA,”®**° small peptides,”***'*** and
proteins,®******> and thereby theoretical efforts have been
made to compute the diagonal peaks of the amide II modes
and their cross-peaks with the amide I modes.>'***°

Several groups have mapped out the NN couplings of not
only amide I/amide I but also amide I/amide II and amide II/
amide II based on quantum mechanical calculation for N-
acetyl—glycine N’-methylamide (AcGlyNHMe).”**'***" Hay-
ashi and Mukamel obtained couplings of the amide modes
between neighboring peptide units using the anharmonic
vibrational Hamiltonian from the DFT calculation at the
BPW91/6-31G(d,p) level.”*” They reported the NN amide 11/
II and II/I coupling maps, but not the amide I/II coupling
map. It is expected that the amide I/II and amide II/I coupling
maps are different because of the asymmetric arrangement of
the amide I and amide II modes in the two peptide units. Ge
and co-workers carried out DFT calculations at the B3LYP/6-
31+G(d) level for a complete mapping of the amide 1/1, 1/1],
II/1, and II/1I coupling strengths, and the reported amide I/1I
and II/I maps showed distinct dihedral angle dependence of
coupling strength (Figure 10).”® Choi and Cho developed a
computational procedure of generalized HMR and estimated
the NN amide couplings, including amide II modes, for six
pairs of dihedral angles for representative protein secondary
structures.”’® Knoester and co-workers performed a HMR
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maps calculated for AcGlyNHMe at the B3LYP/6-31+G(d) level with
fixed dihedral angles. All four maps are plotted in a single color scale,
and the unit of coupling is cm™". Reproduced from Figure 8 of ref 78.
Copyright 2009 The American Chemical Society.

calculation based on writing the eigenmodes of a dipeptide,
which they obtained from DFT calculations with the ADF
TZ2P basis set and the RPBE exchange-correlation functional,
as a linear superposition of the eigenmodes in two NMA-d,
molecules.*'” While the amide I/11, II/1, II/1I coupling maps
created from different protocols have qualitatively similar
patterns, their ¢—y dependences have quantitative differences,
and more work in this field is required to produce a universal
coupling scheme.

The NN couplings between proline and other amino acids
are likely to be different from those modeled by AcGlyNHMe,
because the unique five-membered ring of the proline residue
imposes spatial constraints on the peptide structure. Sul et al.
performed DFT calculations and normal-mode analyses on the
trans conformer of a model dipeptide, N-acetyl-L-prolinamide
(AcProNH,), in vacuo at the B3LYP/6-31+G(d,p) level, and
calculated the NN amide I/I and I/II coupling maps by
extending the HMR method, carbonyl population analysis,***
to include the amide IT mode.”*’

In addition to the NN couplings, the bilinear amide I/II
coupling in the same peptide unit is also important for
calculating the amide I and II spectra of oligo- and longer
peptides. This coupling strength is about 27—39 cm™ as
obtained experimentally from the 2D IR spectra of NMA,**°
NMA-d,, """ and AcProNH,.”* As its magnitude is much
larger than the other interunit amide couplings, it is useful to
know how this amide I/II intrapeptide-unit coupling depends
on the dihedral angles of a polypeptide and the surrounding
environment. From DFT calculations at the B3LYP/6-
31+G(d) level, Ge and co-workers found the coupling constant
to be +33 cm™! for AcGlyNHMe.”® They further found the
couplings to be +23.8 cm™' for the trans-C, conformer and
+30.6 cm™" for the cis conformer of AcProNH, in chloroform
based on DFT calculations at the B3LYP/6-311++G(d,p) level
and a self-consistent reaction field polarizable continuum
model.”* In addition to calculating the coupling constants for
two specific conformations,”” they also mapped out the
coupling constant as well as the angle between the amide I and
II transition dipoles for the trans AcProNH, at 105 different
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dihedral angles in vacuo at the B3LYP/6-31+G(d,p) level.
While it is often assumed that this angle is independent of the
peptide conformations, their study demonstrated the variations
of this angle and provided an additional constraint to narrow
down the allowed conformational space for the structural
determinations of polypeptides. Besides these studies on
dipeptides, Knoester and co-workers also parametrized the
electrostatic effects on the intrasite coupling between the
amide I and II modes of NMA-d; and their transition dipole
moments.”"”

To establish a relationship between the amide II local mode
frequency and the electrostatic properties around the peptide
unit, several groups carried out theoretical studies on NMA
and parametrized frequency maps for the amide II mode based
on electric potential”'”**’ or electric field and gra-
dient.”***'*3'” To evaluate the amide I and II maps, Maekawa
and Ge carried out MD simulations of a 3,-helical hexapeptide
Z-Aib-L-Leu-(Aib),-Gly-OtBu and compared the calculated
spectra with the experimental linear and 2D IR spectra.”'” As
shown in Figures 11 and 12, different models predict vastly
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Figure 11. Experimental (black) and simulated (red) linear IR spectra
of a 3,y-helical hexapeptide Z-Aib-L-Leu-(Aib),-Gly-OtBu in CDCl,
in the amide I and II regions.217 B1, B2, and B3 are six-site potential
models,**’ K is a four-site field/ gradient model,*'® G is a foursite
potential model,>"” and Em is a semiempirical model.”® The local
amide I frequency was shifted from the gas phase value by the value
reported in each panel. Reproduced from Figure 8 of ref 217.
Copyright 2010 The American Chemical Society.

different amide II spectral signatures, while the amide I band
profiles show less variations. Interestingly even though the
amide II mode is more delocalized than the amide I mode, the
simulation results show that it does not necessarily require a
multisite model that is more spatially spread to correlate its
frequency with the electrostatic properties: A simple model
involving four atom sites on a peptide unit performs quite well.
Also, DFT calculations with a larger basis set do not necessarily
improve the agreement between the simulated and exper-
imental peaks of the amide II modes. Moreover, it has been
shown that a simple semiempirical model works equally well as
the best performing four-site potential model. This semi-
empirical model considers the intramolecular C=0---H—N H-
bonding as the only contribution from the peptide to the
amide I and II frequency shifts. The frequency shifts were
parametrized based on the H-bond energies calculated at the
C=0 and N—H sites.”® Similar comparative studies are

https://dx.doi.org/10.1021/acs.chemrev.9b00813
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Figure 12. Experimental and simulated absolute 2D IR rephasing (top) and nonrephasing (bottom) spectra of a 3;¢-helical hexapeptide Z-Aib-1-
Leu-(Aib),-Gly-OtBu in the amide II frequency region. Each spectrum is normalized by the peak intensity of the diagonal amide II band.*"”
Reproduced from Figure 10 of ref 217. Copyright 2010 The American Chemical Society.

required to test further the validity of the amide II frequency
and coupling maps.

The application of VSMs of amide modes is not limited to
polypeptides and proteins composed of a-amino acids.
Recently, Wang and co-workers theoretically determined the
coefficients to calculate the amide I frequency of N-
ethylpropionamide (NEPA), a model compound of f-amino
acid, based on electrostatic %)otentials on the N, H, C, and O
atoms of the peptide unit,*> and the calculated linear spectra
of NEPA in three different solvents were in reasonable
agreement with the experimental results. They also computed
the coupling strengths of the amide I and II modes for five
helical f-peptide conformers’*>*** and showed that the
coupling strengths for shorter interamide distances could not
be described well by the TDC model. It thus will be useful to
obtain NN coupling maps as a function of dihedral angles for
the B-dipeptides, and including an additional pair of ¢ and y
around the fB-carbon in the parametrization.

Researchers have also reported other empirical relationships
between the amide I and II local mode frequencies and H-
bond energy:”*7%*7*

C0}(7),1(11) - wOI(II) — Sl

solvent

- 50)CI((I)I) - 50)111(11})
bty = —0.42 cm™" mol/k] X Eyg

Swngy = —0.96 cm ™" mol/kJ X Eyg

Sty = 0.7 cm™ mol/kJ X Eyg

Sy = 2.9 cm™ mol/kJ X Eyg (106)
where 50)1(50(NH) and éng(NH) are the frequency shifts of the
amide I and II modes due to the presence of H-bond at the
C=O0(N—H) group, respectively. The frequency shifts were
found to be in good correlation with the electrostatic energy of
the intramolecularly hydrogen-bonded C=0O---H—N groups,
denoted as Egg.””” By matching the model frequency shift to
the results obtained from quantum mechanical calculations of
NMA—water clusters,”>* the correlation coefficients in the
above equations were obtained.”*””® In addition to the
intramolecular H-bonding effects, if the C=0O or N—-H
group is exposed to solvent, it is necessary to consider an
additional decrease (increase) of the amide I (II) mode
frequency due to the effect of solvation (8@,qjen;). The latter
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was empirically included as a constant shift of 6@ e, = 10—
20 cm™! and Sl = —5 cm™ by the Ge group. Such
semiempirical models have been successfully applied to
calculate the 2D IR sgectra in the amide I region for 3,
and a-helical peptides,”’® their chain length dependence,”® as
well as the amide II spectra and their cross-peaks with the

amide I modes.”®*”
4.6. Nitrile Stretch

The nitrile stretching mode at around 2260 cm™ has the
advantage of not overlapping the frequency regions of the
water bending and stretching modes and is known as an
important compact IR probe that can be inserted into peptides
and proteins to sensitively measure the local electrostatic
environment of the peptide and protein active sites.
Specifically, as the nitrile group forms an H-bond with the
surrounding water, the stretch mode frequency of the molecule
undergoes a significant blue shift of ~10 cm™, and the spectral
band width increases. Due to the sensitivity of the nitrile
stretch mode as a reporter sensing the local electric field, this
IR probe has been critically used to explore the solvation
dynamics as well as the protein active-site structures. 2D IR
vibrational spectroscopic measurements of the CN stretch
mode of cyano-phenylalanine in the villin headpiece (HP35)
protein revealed that the solvent-exposed nitrile group
exhibited a blue shifting behavior compared to other CN
groups in the hydrophobic environments. Furthermore, Chung
et al.** showed through 2D IR vibrational spectroscopic
experiments on the HP3S protein that the spectral diffusion of
unfolded peptides is much faster than that of folded peptides
and is very similar to that of PheCN, meaning that the solvent
molecules make significant contributions to frequency
fluctuation and dephasing process the dynamics probed by
the CN stretch. Vibrational Stark Effect Spectroscopy has been
extensively applied to nitrile-incorporated chemical systems
and measures the local electric field around the IR probe using
a vibrational Stark tuning rate (see eq 64) of a nitrile of about
0.4 to 1.1 cm™"/(MV/cm). However, the linear Stark theory
considering only the electric field parallel to the CN bond fails
to predict the vibrational frequency shift of the nitrile in a
strong H-bonding system such as aqueous solutions, whereas
using six electric field vectors located at two atoms of the CN
bond leads to a reasonable calculation of the frequency shift in
the CH;CN—water solution. Boxer’s group, who recently

https://dx.doi.org/10.1021/acs.chemrev.9b00813
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performed IR and NMR spectroscopic measurements, showed
that H-bonding interactions with IR probes should be
considered differently compared to nonspecific electrostatic
interactions.'®” The Thielges group has introduced PheCN at
multiple sites in several proteins for linear and 2D IR
spectroscopy but report limited success in applying a linear
Stark model.***”*® In addition, Gai and co-workers showed
that the vibrational frequency of the nitrile stretch mode of 5-
cyanotryptophan could be determined by the linear relation-
ship of the Kamlet—Taft solvent parameters, including solvent
polarity and H-bonding accepting or donating capability, while
the individual parameters do not correlate with the nitrile
stretching mode frequency. Bredenbeck and co-workers’*’
have shown that the solvatochromic properties of cyano-
tryptophan depend on the position of the nitrile on the ring,
with 4-cyanotryptophan being more sensitive to solvent
polarity then S-cyanotryptophane. Due to their short CN
stretch vibrational lifetime of 1.5 ps or less, however,
cyanotryptophans are mainly attractive because they can
serve as a combined label for linear IR spectroscopy and
fluorescence spectroscopy and not so much for 2D IR
spectroscopy. To take into account the effect of an H-bond
between OH group and nitrile N atom to the vibrational
solvatochromism in an ad hoc manner, Biava et al. modified the
vibrational Stark effect theory considering two different CN
groups, i.e., non-H-bonded and H-bonded nitriles.>*° They are
then treated differently so that the net vibrational frequency
shift of the CN stretch mode is expressed as a function of the
fraction of the H-bonded species, Xy, i.e.,

Aw = [(1 = Xyp) A, + XupkyplEy e — Xpp(1 — Xigp)
(Al/fwn - kHB)ECN—H

+ XHB(wO,HB - wO,non)
(107)

where @y, is the unperturbed vibrational frequency, Ap,,, is
the vibrational Stark tuning rate, Xy is the mole fraction of the
H-bonded nitrile, Ej, is the average solvent electric field on the
CN group, kyp is the vibrational Stark tuning rate for H-
bonded species, wgyyp is the zero-field vibrational frequency of
H-bonded species, and Ecy_y is the effective average solvent
electric field for H-bonded species. Since this phenomeno-
logical model involves calculations of the ensemble-averaged
solvent electric field from molecular dynamics simulations,
they can only be used to estimate the average vibrational
frequency shift, Aw, not fluctuating instantaneous vibrational
frequency, 6w (t) (see eq 10 in section 2.2) that is necessary to
simulate linear and nonlinear vibrational spectra of molecular
systems in condensed phases.

The above results and failures in developing a rigorous and
systematic theory for vibrational solvatochromism of CN
stretching vibration in solutions suggest that the vibrational
solvatochromic frequency shifts of the nitrile stretching mode
result from various contributions from quadrupole and higher-
order multipole terms and non-Coulomb interactions in
addition to the dipolar term. By employing the Bio-SolEFP
method for the vibrational frequency shift of the IR probe,
Blasiak et al. demonstrated that the nitrile stretching frequency
shift due to H-bonding interaction with surrounding water
molecules is determined not only by the contribution of
Coulomb interactions but also by the dispersion interactions
and the exchange-repulsion contributions."”'** Despite the
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success of the Bio-SolEFP method and the modified linear
Stark theory to calculate the vibrational frequency of the nitrile
stretching mode in aqueous solution, a semiempirical approach
using vibrational frequency maps is still useful in consideration
of reasonable computational cost and high accuracy in
simulating the linear and nonlinear vibrational spectra of
nitrile-inserted chemical systems.

To estimate the solvation-induced vibrational frequency shift
of various IR probes such as nitrile and thiocyanate
quantitatively, and azido moieties, the multivariate linear
relationship between the IR frequency shift and electrostatic
potentials around the IR probe has been established. That is,
the solvatochromic vibrational mode frequency shift of the IR
probe is assumed to be described by electrochromic relation-
ships involving electric field or electrostatic potential evaluated
at various points within the IR probe. For instance, the
simplest map of this kind is the dipolar map that can be recast
in the following form, 83337

Aw =) {C-Ec + N-Ey} o8
. 108

where Ey denotes the electric field at the X atom of CN, and C
and N are the vectorial parameters. Another frequency map is
the so-called antenna model for the vibrational solvatochrom-
ism, where the frequency shift in wavenumber is described as a
sum of products of vibrational solvatochromic charge and
solvent electric potential at the interaction site of the solute
molecule, i.e.,

61/ — Zn: lad)awater
a=1

Here, ¢/*"and I, are the Coulomb electrostatic potential
created from water molecules at the ath site of the IR probe
group and the vibrational solvatochromic charge at the site,
respectively. The C=N group has two different H-bonding
interactions with neighboring water molecules: one is the H-
bonding interaction between the lone pair orbital of the
nitrogen atom and a hydrogen atom of a water molecule (6-H-
bonding), and the other is the H-bonding interaction between
the CN z-orbitals and a hydrogen atom of a water molecule
(z-H-bonding). In a previous study to describe the vibrational
frequency shift of the nitrile stretch mode, a solvatochromic
dipole vector model was employed, but the use of only the
dipole interaction term is inappropriate for describing these
complicated two interactions including the o-H-bonding
causing the blue-shifting behavior of the CN stretch mode
and the 7-H-bonding inducing the red shift of the frequency.

A crucial step in evaluating the solvatochromic frequency
shift arising from these two competing interactions is to
introduce a set of distributed interaction sites around the IR
probe and determine the solvatochromic charges using
quantum chemical calculations. In the case of MeCN in
Figure 13, a total of 20 sites are considered describing the lone
pair of the N atom and the CN 7 bonding orbitals where the
number of independent coeflicients is 5 because of the charge
neutrality condition, that is, ZZ: L=0.

The solvatochromic charges I, were determined by a
multivariate least-squares fitting procedure by performing
DFT calculations on numerous CH;CN—water complexes
and the vibrational frequency shifts obtained from eq 109 were
found to be in good agreement with the results of DFT
calculations in Figure 13(a). By performing MD simulations

(109)
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Figure 13. Solvatochromic charge model with distributed interaction
sites for MeCN in the upper panel. The calculated nitrile stretching
mode frequency shift using eq 109 is directly compared to the DFT
calculation results in (a). The numerically simulated IR spectrum of
the CN stretch mode (solid red line) is plotted with the
experimentally measured result (blue dashed line) in (b). The figure
of the interaction sites and (a) is reproduced from Figure S(a) ref 183
and (b) is reproduced from Figure 10(a) of ref 218. Copyright 2008
AIP Puplishing.

for an aqueous MeCN solution, the time-varying frequency
shift of the CN stretch mode was evaluated from the MD
trajectory using eq 109. The average CN frequency shift is 9.0
cm™, indicating a blue shift, which is consistent with the
experimental result of 7.9 cm™" compared to the gas phase
frequency and mainly resulted from the o-H-bonding
interaction between CN and water. The numerically simulated
IR spectrum using the Fourier transform procedure was found
to be consistent with the experimentally measured band shape
(Figure 13(b)). Thus, the hybrid method using the frequency
map and MD simulations is confirmed to be useful for
obtaining information on the structures and dynamics near the
IR probe in proteins.

Another approach to incorporating the two competing
interactions is to take both the electrostatic potentials and the
electric fields on the atomic sites in the electrostatic frequency
map.”*”?*" It has been shown that the frequency blue shift of
the nitrile CN stretch due to o-H-bonding arises from the
spatially inhomogeneous nature of the electrostatic environ-
ment generated by the H-bond donating group (such as the
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OH group in water).338 The vector component, representing

the vibrational response to the electric field on the nitrile N
atom, is responsible for the blue shift due to the o-H-bonding
(with a large electric field on the N atom along the CN bond
direction), which is counteracted by the scalar component,
representing the vibrational response to the electrostatic
potential, which is effective in both the o- and #-H-bonding
and lowers the frequency (Note that the electric field on the N
atom along the CN bond direction is smaller in z-H-bonding).
The difference between the cases of the uniform electric field
(employed in the vibrational Stark effect experiment) and the
H-bonding environment is the uniform/nonuniform nature of
the local electric field, which causes a change in the relative
weights of the vibrational response parameters on the nitrile N
and C atoms in calculating the frequency shifts.

4.7. Thiocyanato Stretch

The vibrational properties of the thiocyanato stretch mode are
quite similar to that of the nitrile mode in that the SCN
frequency shift and band shape depend on the extent of
exposure to surrounding water molecules. Quantum chemistry
calculations on various CH;SCN—water complexes were
performed to determine the solvatochromic charge parameters
I, of MeSCN in eq 109. A total of 21 sites were considered for
MeSCN (Figure 14), where the number of independent
coefficients to be determined is just six. The vibrational
frequency shifts calculated with eq 109 with predetermined
solvatochromic charges, I, are found to be in excellent
agreement with the DFT calculation results (Figure 14(a)).
The average frequency shift of thiocyanato stretch mode
calculated with eq 109 and MD trajectory is 1.9 cm™" for
MeSCN, and it is close to the experimental result of 5.5 cm™.
The main contribution results from the linear H-bond between
the N atom of SCN and the H atom of water. The numerically
simulated IR spectrum was shown to be in good agreement
with the experimentally measured spectrum (see Figure
14(b)).

Maienschein-Cline and Londergan investigated the IR
absorption spectra of methyl thiocyanate in various solvent
environments and showed that the SCN stretch mode could be
used as an excellent reporter for specific H-bonding and local
dynamics around the IR probe by observing the temperature
dependence of the peak position and the shape of the SCN
stretch mode.”” A later solvatochromic study showed that the
peak position depends on not only the H-bonding but also
solvent polarity.**** While H-bonding causes a blue shift,
increasing polarity leads to a red shift. Consequently, the two
effects can compensate each other. For example, the SCN band
in the nonpolar and aprotic perchloroethylene has almost the
same wavenumber as in the polar and protic water. Methyl
thiocyanate lifetimes of up to 150 ps have been observed,
rendering the SCN stretch a very interesting label for probing
protein dynamics by 2D IR despite its low transition dipole
moment. Furthermore, cyanylation of cysteine in the target
protein enables the site-specific insertion of the label without
synthesizing the entire protein. Various processes in proteins
have been studied by observing the change of the vibrational
frequency in the SCN stretch mode, such as inhibitor binding
to an enzyme in the case of ketosteroid isomerase,’*' or
conformational changes during the photocycle of the photo-
receptor PYP.>** Londergan and his co-workers employed
cyanylated cysteine incorporated to a peptide of calmodulin
(CaM)-binding domain to examine the binding affinity of
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Figure 14. Solvatochromic charge model with distributed interaction
sites for MeSCN in the upper panel. The y-axis in (a) corresponds to
the thiocyanato stretch mode frequency obtained with eq 109 and the
x-axis to the DFT calculated results. The numerically simulated IR
spectrum of the SCN stretch mode (red solid line) is plotted with the
experimentally measured result (blue dashed line) in (b). The figure
of the interaction sites and (a) is reproduced from Figure S(b) of ref
183 and (b) is reproduced from Figure 10(b) of ref 218. Copyright
2008 AIP Puplishing.

CaM to the target protein of skeletal muscle myosin light chain
kinase and showed the use of SCN probe allows monitoring of
site-specific changes in the CaM—peptide complex without any
perturbation.”” Recently, Bredenbeck and his co-workers
performed time-resolved 2D IR spectroscopic measurements
of the SCN stretch mode of cyanylated cysteine in the bovine
hemoglobin protein and demonstrated that the isotope-labeled
S"CN incorporated into protein could be critically used as a
reporter for probing local structural dynamics around the IR
probe.*® More recently, it was shown that the vibrational
lifetime of the SCN label, incorporated into the photoreceptor
protein PYDP, is a very reliable probe for bulk solvent exposure.
As the lifetime notably differs between H,O and D,O buffer
for a solvent-exposed label, comparison of the lifetimes in H,O
and D,0 measurements allows determination of the solvent
accessibility of the SCN label in proteins.”*’ Schmidt-Engler et
al. showed that the long vibrational lifetime of the -SCN label
in proteins allows for tracking spectral diffusion up to 120 ps in
2D IR spectra and applied the label to look at ion- and ligand-
binding in calmodulin.*

In addition to various experimental measurements on SCN
stretch mode, there have been theoretical attempts to establish
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a relationship between electric field nearby IR probe and the
vibrational frequency shift based on the linear vibrational Stark
theory. To overcome the inability of the vibrational Stark effect
to predict the SCN stretch mode frequency in an H-bonding
system, Bagchi and his co-workers showed the correlation of
the local electrostatic field around the IR probe with the SCN
frequency in various solvents, taking into account specific H-
bonding interactions and nonspecific electrostatic interactions
differently.”** Furthermore, using QM/MM MD simulation
with reparametrized PM3 potential, Layfield and Hammes-
Schiffer successfully described the vibrational line shape of the
SCN group inserted to the protein active site.”*> However, this
semiempirical approach has difficulties in transferring force
field parameters to various chemical systems, Blasiak et al.
recently developed an effective fragment potential approach
taking into account the contribution of dispersion and
exchange repulsion to SCN stretch mode frequency calcu-
lation, as well as electrostatic contribution. The combination of
QM/MM MD and the SolEFP approach was shown to
successfully reproduce the vibrational spectrum of the SCN
group incorporated into the target peptide of the CaM-—
peptide complex while QM/MM calculation without the
SolEFP method fails in predicting the experimental result.””®
Although the semiexperimental approach using a vibration
frequency map is based on electrostatic interaction between
the IR probe and the adjacent environment without
considering dispersion and exchange repulsion, multivariate
least-squares fitting analysis of eq 94 on the DFT results works
well when simulating the vibration spectrum of the SCN
stretch mode in various chemical systems.

The solvatochromic charge model with distributed inter-
action sites has also been applied to SCN™ anion®*® and 2-
nitro-S-thiocyanate benzoic acid (NTBA) in water’” by
Tominaga and co-workers. The SCN frequency shifts are
described by using 28 and 3 interaction sites for SCN™ and
NTBA, respectively. The solvatochromic charge model can
reproduce experimental blue shifts of the SCN frequencies of
SCN™ and NTBA in water. It was found that the calculated
FFCFs of SCN™ and NTBA in water are fitted by a double
exponential function and that the slow component with the
time scale of ~1 ps arises from the H-bond network
rearrangements around the solute molecules. By examining
the spatially resolved SCN frequency fluctuation, Okuda et al,,
showed that the SCN frequency fluctuation of SCN™ is mainly
determined by water molecules in the first hydration shell, i.e.,
within ~3.5 A from the SCN~ molecule, whereas that of
NTBA is affected by water molecules in a more extended
region, i.e., within ~7 A from the NTBA molecule.

4.8. Selenothiocyanato Stretch

The CN stretch mode in SeCN group is a valuable IR probe
because it has a significantly longer vibrational lifetime as
compared to the CN stretch modes in SCN or CN groups.”*’
Yet, it is similarly sensitive to the environment as all other
nitrile-containing groups. The electrochromic map developed
by Yamada, Thompson, and Fayer for SeCN™ anion was used
to study the dynamics of the H-bonding network in water.’**
In their map, they addressed not only the vibrational frequency
corresponding to the fundamental transition but also the first
vibrational excited state absorption frequency, the transition
dipole moment derivative of the fundamental transition, as well
as the anharmonicity constants. In their map, the magnitude of
the solvent electric field along the SeCN™ molecular axis

https://dx.doi.org/10.1021/acs.chemrev.9b00813
Chem. Rev. 2020, 120, 7152—7218


https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00813?fig=fig14&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00813?fig=fig14&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00813?fig=fig14&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00813?fig=fig14&ref=pdf
pubs.acs.org/CR?ref=pdf
https://dx.doi.org/10.1021/acs.chemrev.9b00813?ref=pdf

Chemical Reviews

pubs.acs.org/CR

evaluated on the carbon atom, E, is assumed to be the sole
perturbation inducing changes in the vibrational properties,
ie.,

x=A, + B.E; (110)
where x is one of the vibrational spectroscopic quantities, and
A, and B, are the fit parameters. Considering various SeCN™-
(D,0), clusters sampled from MD trajectories and carrying
out DFT calculations at B3LYP/aug-cc-pVDZ level, they
constructed a set of data for obtaining the optimized
parameters. To better describe the long-range intermolecular
interaction effect on the vibrational solvatochromism of
SeCN~ while preserving computational efficiency, the first
nine nearest water molecules relative to the anion’s center of
mass are treated quantum mechanically at the DFT level,
whereas the other water molecules beyond the cutoff distance
of 10 A from the center of mass of SeCN™ are represented by
the corresponding atomic point charges. The linear relation-
ships between the electric field and spectroscopic properties
are used to calculate the 1D and 2D IR spectra for the sake of
comparisons with their experimental results. Furthermore,
their model was found to be useful for explaining the
anisotropy decay of the IR PP signal and the time-dependent
decay of the CLS of SeCN™ in D,O. They argue that SeCN™ is
an excellent IR probe to study the H-bond reorganization
dynamics even though it is not a neutral molecule, and its size
is large as compared to the OD stretch of HOD that has been
used routinely in various studies of water H-bonding network
structure and dynamics.

4.9, Azido Stretch

The azido-incorporated amino acids have been applied to
study different conformational states of the rhodopsin and to
investigate the structural change in the protein folding—
unfolding process through monitoring the peak position and
line shape of the azido stretch mode. Genetically incorporating
p-azido-phenylalanine into CaM protein, Creon et al. showed
that the azido stretch mode is a sensitive IR probe for
investigating the electrostatic environment around the azido
group in the CaM-CaM binding domain complex.”*” Perform-
ing 2D IR spectroscopic measurements on the azido stretch
mode with the incorporation of an azido group into the specific
residue of protein, Fayer and his co-workers demonstrated that
the N; IR probe is of critical use for probing protein dynamics
in the MbCO active site by analyzing FFCF extracted from 2D
IR measurements.”’ Interpretation of the dynamic line shape
of aromatic azides, such as p-az_ido-ghenylalanine can be
complicated by Fermi resonance.””' ~*>* However, the azido
stretch mode has an increased sensitivity advantage over other
IR probes such as the —CN and —SCN groups due to its large
transition dipole moment, which makes it the probe of choice
for vibrational energy transfer experiments in proteins.”>* To
describe the vibrational absorption spectrum of the azido
stretch mode, the semiempirical approach was successfully
used in terms of the electrostatic potential at distributed sites,
while the vibrational Stark theory does not work correctly due
to the significant contribution of a quadrupole term to the
solvatochromic frequency shift. The distributed interaction site
model for the azido stretch mode is shown in Figure 15, where
29 sites serve as an antenna sensing the local electrostatic
potential around the IR probe.””” The azido stretch mode
frequency is predicted with eq 94, where the b;, coefficients are
determined by using the multivariate least-squares fitting
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represents the azido stretch mode frequency obtained with eq 109 and
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method and quantum mechanical calculations for various
methyl azide—water complexes.

The semiempirical approach of describing the frequency
shift of the azido stretch mode was used to examine the
electrostatic environment of the azidohomoalanine-incorpo-
rated NTL9 protein that is the N-terminal domain of the
ribosome protein. Taskent-Sezgin et al.”>> measured the IR
spectra of two mutants of NTL9, MetlAha, and NTL9-
Ile4Aha. The showed that the azido IR probes in the two
mutants are exposed to different local electrostatic environ-
ments, that is, hydrophobic pocket (Figure 16(a)) and solvent
water (Figure 16(b)). Quantitative analyses of the IR spectra
for these two mutants were made by performing QM/MM
MD simulations of aqueous NTL9 mutant solutions and
estimating the fluctuating frequency shift of the azido stretch
mode with eq 94.”*° For the azido frequency shift of Met1Aha,
the contribution from the peptide backbone is 12.5 cm™, and
this strong blue shift results from the electrostatic interaction
of the carbonyl oxygen atom of Metl with the middle N atom
of the azido group (see the inset of Figure 16(c)). Surrounding
water molecules cause a red shift of —6.9 cm™, indicating that
the presence of a hydrophobic pocket in MetlAha prevents
water molecules from making linear H-bonds with the azido
group. Since the azido group of Ile4Aha in Figure 16(b) is fully
exposed to the solvent, water molecules can form a linear H-
bonding interaction with the terminal N atom of N and cause
a large blue shift of 8.4 cm™' whereas the contribution of
neighboring peptides is relatively small, exhibiting a blue shift
of 1.3 cm™'. Although the total frequency shift difference of
about 4 cm™ in the N; mode between Met1Aha and Ile4Aha is
smaller than that of the experimentally measured value of 11
cm™!, the blue-shifting pattern is reproduced by considering
two contributions from water and neighboring peptide
backbone atoms. The calculated spectral line shapes of the
azido stretch mode for both mutants were found to be
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Figure 16. (a) Azido group in the hydrophobic pocket of MetlAha
NTL9 mutant; (b) fully hydrated azido group of Ile4Aha NTL9
mutant. The numerically calculated IR spectra of the azido stretch
mode (solid red line) of MetlAha in (c) and Ile4Aha in (d) are
displayed with the experimental results (blue dashed line).
Reproduced from Figures 1 and 4 of ref 236. Copyright 2011 The
American Chemical Society.

consistent with the experimental results (Figures 16(c) and
16(d)). In short, the combination of QM/MM MD with
vibrational frequency maps is successful in reproducing the IR
spectrum of azido-homoalanine and in extracting the critical
information on the native protein structure and the solvent
effect on the IR probe.

More recently, Zanobini et al.’’ employed the frequency
map developed by Choi et al. to estimate vibrational frequency
shifts caused by changes in the electrostatic environment of the
azidohomoalanine (Aha) incorporated in the vicinity of the
binding groove of the PDZ2 domain in the study of protein—
ligand interactions of the K38Aha mutant of apo-PDZ2.

4.10. Carbonmonoxy Stretch

When CO is bound to a heme group in proteins, the CO
stretch transition dipole moment is enhanced; the vibrational
Stark tuning rate of the CO stretch mode for CO bound to a
heme group was estimated to be 2.4/f cm™/(MV/cm™) with
the local field correction factor f. In contrast, the free CO in an
organic solvent solution has a smaller value of ~0.7/f cm™/
(MV/cm™).**° Thus, the CO stretch mode of proteins
containing heme groups such as myoglobin and hemoglobin
can be used as an excellent IR probe to study the electrostatic
environment in the protein active sites. When CO binds to the
heme of myoglobin, the CO stretch mode shows two distinct
peaks in the vibrational absorption spectrum, which were
assigned to the vibrational substate of A; at ~1944 cm™ and to
A; at ~1932 cm™". Recently, the Fayer group performed linear
and 2D IR spectroscopic measurements of the wild-type and
double mutant, T67R/S92D, myoglobins, where such site-
specific mutations significantly enhance the catalytic activity of
peroxidase compared to wild-type myoglobin. They found that
the chemical exchange rates between the conformational states
of A and A; are substantially different from each other. Upon
visible light illumination, CO is cleaved from the heme iron
and populates the so-called docking state in the vicinity of the
heme within a few picoseconds, producing the so-called B-
states in the IR spectrum.357 Using triggered 2D-IR exchange
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spectroscopy, Bredenbeck et al.” established the relationships

between the bound states A; and A; and the different B states
at the docking site, which have been the target of detailed
theoretical investigations as well.

Along with numerous experimental works of vibrational
spectroscopic measurements to explore the active site
structures and dynamics of CO-bound heme proteins,
theoretical attempts have been made to simulate the CO
stretch spectra of MbCO and to directly compare them with
the experimental data, for both the heme-bound CO in the A-
states and the CO at the docking site (B-states). To describe
the vibrational spectrum of the CO stretch mode in the CO
bound heme associated with the B; and B, states
corresponding to the two orientations of CO at the docking
site, that is, CO pointing either with its O or C atom toward its
former binding site of the Fe atom, respectively, Anselmi et al.
carried out MD simulations of CO-bound Mb and numerically
simulated the CO stretch IR spectrum of the CO ligand within
the distal heme pocket using the perturbed matrix method to
describe the vibrationally excited states of a given molecule. In
direct comparison with the experimental vibrational spectra of
the CO stretch mode of the complex of heme and CO, the
simulated CO stretch IR spectrum exhibits two distinct peaks
that are assigned to the vibrational spectroscopic states of B,
and B,,**® confirming the assignment proposed by Lim et al.*>
Recently, to describe the vibrational frequency shift of the CO
stretch mode caused by swapping the CO orientation in the
docking site, Wang et al. successfully described the CO stretch
IR spectrum associated with the B, and B, states with a match
between the theoretical result of 13.1 cm™ and the
experimentally measured value of 11.5 cm™.>*” On the other
hand, to estimate the vibrational frequency shift of the CO
stretch mode in the A-states, where CO is bound to the iron
atom, in consideration of the H-bonding interaction between
the oxygen atom of CO and the hydrogen atom of the
neighboring His 64 residue, the semiempirical approach of eq
94 was used with the treatment of electrostatic potential
generated from water solvents and neighboring peptides.’*’
The distributed solvatochromic charge model was used to
estimate the CO stretch frequency shift of MbCO, reflecting
the change in the electrostatic potential on the CO ligand.
Note that the IR probe is not an isolated CO but is the CO—
heme complex, where the CO ligand forms a strong d—z* back
bonding interaction with the iron atom. Since the heme pocket
contains not only water but also various residues such as
arginine and histidine, DFT calculations were performed on
various heme—CO complexes to determine the solvatochromic
charge parameters [, in eq 94. As can be seen in Figure 17, the
VSM model for predicting the CO stretch frequency shift is
suitable for reproducing the DFT calculation results. Using the
MD simulation and the multivariate equation with eq 94, the
numerically simulated IR spectra of the two mutants are shown
to be consistent with those of the experiments (Figure 18).
The relative decrease in the A; peak intensity in the double
mutant could be attributed to the rotational restriction of the
imidazole ring and an increase in the H-bonding interaction of
the CO ligand with the N-H of imidazole.

By calculating the nonlinear response functions directly,
Choi et al. obtain numerically simulated 2D IR spectra of the
double mutant T67R/S92D, which appear to be significantly
different from that of the wild-type MbCO.

In addition to CO, nitric oxide (NO) and the cyanide anion
(CN™) also work as ligands to the heme and are sensitive to

https://dx.doi.org/10.1021/acs.chemrev.9b00813
Chem. Rev. 2020, 120, 7152—7218


https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00813?fig=fig16&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00813?fig=fig16&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00813?fig=fig16&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00813?fig=fig16&ref=pdf
pubs.acs.org/CR?ref=pdf
https://dx.doi.org/10.1021/acs.chemrev.9b00813?ref=pdf

Chemical Reviews

pubs.acs.org/CR

x.d, ;&
co%ec %o o
o ¢ b
pom=mm—————- 1 n
g 1 es | o B
1 1
VQO,L E 6 E u’o’\
e 5 1___o®c

0 = H,0

~ il

= e 2H,0

5 A positive histidine
g -20 v positive arginine
= <« histidine

- 40 » H,0, positive histidine
s -

b=

Z

2, -60

<

=

2 -80

=

2

& -100

-100 -80 -60
DFT freqeuncy shift (cm™)

Figure 17. Heme—CO complex, a distributed solvatochromic charge
model of the top panel, is shown along with model compounds such
as neutral histidine, positively charged histidine protonated at the
atom of N, or Ny, positively charged arginine, and water molecules. In
the bottom panel, the frequency shift of the CO stretch mode
theoretically obtained from eq 109 is compared with the DFT
calculation result. Reproduced from Figures 1 and 2 of ref 360.
Copyright 2013 The American Chemical Society.

the electrostatic environment around them.'””*®! Electrostatic

frequency maps that encompass both the dipolar solvation
cases and the hydrogen-bonding cases (with rather uniform
and significantly nonuniform electric field environment,
respectively) have been developed for the heme (Fe")---CO,
heme (Fe')--CN~, and heme (Fe™):-CN~ complexes, which
have been shown to demonstrate rather linear degendence of
the stretching frequency to the electric field.”***°

4.11. Ester Carbonyl Stretch

Ester carbonyls are intrinsic probes of biological membranes
and are also common features in industrial biofuels and
surfactants. In lipid membranes, ester carbonyls are positioned
precisely at the ~1 nm interface between hydrophobic and
hydrophilic regions, making them ideal reporters of interfacial
hydration, heterogeneity, and water penetration into the lipid
bilayer.****** The spectral properties of ester carbonyls are
similar to the amide I vibrations in amino acids; however,
vibrational maps of these modes have only been developed
recently.

Ester carbonyls are especially useful reporters of hydrogen-
bonding in protic solvents such as aqueous solutions. The ester
C=O0 frequency exhibits an approximate red shift of 15 cm™
per hydrogen bond, similar to amides.*®® Gai and co-workers
measured the center frequencies of methyl acetate and methyl
propionate in different solvents and found a simple Stark shift
with a tuning rate of 1.3 cm™/(MV/cm).”" Building on this
work, Baiz and co-workers developed an electric-field map that
semiquantitatively reproduces the absorption line shapes of
ethyl acetate in eight different solvents spanning a wide
polarity range.”*® This electrostatic map consists of six electric
field parameters computed at the positions of the three atoms
that compose the ester group, O—C=0.

The parameters were directly optimized against the
experiment by minimizing the differences between calculated

Wild-type Mb

Double mutant Mb

— Simulation
= = Experiment

IR absorption

— Simulation
= = Experiment

1950
Frequency (cnr)

1920

1980

1920 1950
Frequency (cnm')

Figure 18. (a) Protein structures obtained from MD simulation of native MbCO in (a) and the double mutant MbCO in (b). The double mutant
has two substituted residues of Arg67 (R67) and Asp92 (D92) instead of Thr67 (T67) and Ser92 (S92) in the wild type. The numerically
calculated IR spectra of the CO stretch mode (solid red line) of native MbCO in (c) and the double mutant in (d) are displayed with the
experimental results (blue dashed line). Reproduced from Figures 4 and 9 of ref 360. Copyright 2013 The American Chemical Society.
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and measured absorption spectra in eight common solvents.
Combining the Baiz frequency map and MD simulations, Yu
and Shi have simulated the IR absorption spectra of [6,6]-
phenyl-Cg,-butyric acid methyl ester, an organic semiconduct-
ing material widely used in photovoltaic devices, in a set of
organic solvents and revealed how its solvatochromic shifts
arise from specific interactions between the ester carbonyl
group and the solvent molecules.”®” More recently, Wang and
co-workers have applied this combined approach to study the
structure, dynamics, and IR spectra of omega-3 fatty acids that
are widely used in dietary supplements. These calculations
elucidate the packing and dynamical fluctuations of these
polyunsaturated fatty acids in the liquid phase and uncover
how the conformations and intermolecular interactions of
these molecules result in distinct IR spectral features of their
ethyl esters and triglycerides.’®®

Despite the success of the Baiz frequency map, one
outstanding challenge is that its parametrization against the
experiment relies on the MD simulations sampling the correct
H-bond ensemble populations; as such, force fields are usually
modified to produce accurate H-bond populations prior to
parametrizing the maps. Alternatively, when peaks are well-
separated, individual H-bond populations can be treated
independently in the simulation and experiment. Figure 19
shows the performance of the map in which the average
frequencies of individual H-bond populations in protic solvents
are plotted.
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Figure 19. Comparison between computed and experimental CO
center frequencies and line widths in all solvents. Solvents used to
parametrize the map are indicated in blue, and solvents used to
evaluate the map performance are shown in red. The solvents are
labeled Ether = diethyl ether, THF = tetrahydrofuran, MeCN =
acetonitrile, HexOH = hexanol, EtOH = ethanol, MeOH = methanol,
BuOH = butanol, IPA = isopropanol, and DEG = diethylene glycol.
Reproduced from Figure 7 of ref 366. Copyright 2016 The American
Chemical Society.

To overcome this problem, Zhuang and co-workers have
parametrized an ab initio map for methyl acetate.’*” This map
contains 20 parameters, which include electrostatic potential,
electric fields and gradients at the C, and terminal and bridging
O sites. Together these models have become useful in mapping
the frequency—frequency correlation functions of carbonyls in
interfacial environments, producing frequency fluctuation
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correlation functions that are a near-quantitative agreement
with experiments.*”’

Using 2D IR spectroscopy, Chutonov and co-workers
recently observed H-bond-dependent Fermi resonances
induced by intermolecular interactions.””" These effects are
most prevalent in small molecules, such as methyl acetate, but
are lifted in larger molecules. Thus, future parametrizations
must account for potential Fermi resonances to more
accurately predict the H-bond populations of ester carbonyls
in protic solvents.

4.12. Carbonate Carbonyl Stretch

Carbonyl stretch mode in amide, ester, and ketone compounds
has a very large transition dipole moment, and its frequency
appears to be highly sensitive to local H-bonding interaction
with H-bond donating solvent molecules in solutions or
neighboring peptide residues in proteins. Therefore, modeling
the C=O stretch frequency maps has been an important
research subject in the field. Recently, the C=0 stretch mode
of carbonate attracted a great deal of attention because a
variety of carbonate molecules have been used in the
electrolytes of lithium-ion batteries (LIB) that are commer-
cially available and used extensively in portable electronic
devices, electric cars, and mobile vehicles. However, still, the
relationship between microscopic solvent dynamics and
macroscopic ion conductivity in carbonate electrolytes with a
high concentration of lithium-ion has not been elucidated yet.

Improving the performance of LIB requires understanding
the lithium-ion mobility mechanism in mixed carbonate
solutions.””* Linear and cyclic carbonates are usually used as
a mixture for the electrolyte in LIB, and they are assumed to
have different roles. More specifically, cyclic carbonates such as
propylene carbonate (PC) and ethylene carbonate (EC) have
larger dipole moments and are more polar than linear
carbonates. Therefore, those cyclic carbonates have been
used as the principal solvent dissolving and solvating lithium
ions, and they tend to hinder any formation of ion pairs
between lithium cation and counteranions. In contrast, the
linear carbonates such as diethyl carbonate (DEC) and
dimethyl carbonate (DMC) act as a medium facilitating the
transport of ion—solvent complexes, e.g., lithium-ion solvated
by mainly cyclic carbonates. This hypothesis about the
different roles of the cyclic and linear carbonates has been
considered to be reasonable because of the differences in their
polarities and viscosities. However, recent linear and 2D IR
experiments of the carbonyl stretch mode of carbonates in
LiPF4/carbonate solutions revealed interesting structure and
dynamics of lithium ion—solvent complexation in linear and
cyclic carbonate solvents.'”**7*"7 To extract quantitative
information about the solvation structure and chemical
exchange dynamics from the experimental results, it is
necessary to numerically simulate the steady-state and time-
resolved IR spectra using the vibrational frequency map of the
carbonate CO stretching mode and carrying out numerical
calculation of the vibrational Schrodinger equation.''” Liang et
al>” employed the electric field vectors located at the
carbonate group to estimate the time-varying frequency and
transition dipole moment, which were then used to simulate
the carbonyl stretch IR spectra and the time-resolved 2D IR
spectra of various lithium salt/carbonate solutions. They
showed that the increasing cross-peak in the 2D IR spectra
mainly originates from the chemical exchange process between
free carbonate and lithium-ion bound carbonate molecules in
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the LiPF¢/carbonate solutions. Also, by examining the waiting-
time dependent 2D IR spectra, the solvation dynamics
associated with the formation and dissociation process of the
lithium-ion—carbonate®”® complexes were found to be faster in
cyclic carbonate solvent compared to the linear carbonate
solvent.”® This is an excellent example showing that the
marriage of vibrational frequency maps of critical IR probe
modes and the state-of-the-art 2D IR spectroscopic techniques
is capable of providing unique pieces of information about the
detailed ultrafast solvent dynamics as well as the specific roles
of different carbonate molecules in LIB electrolytes containing
a mixture of both cyclic and linear carbonate solvents.

4.13. Water OH and OD Stretch Modes: Frequency Map,
Non-Condon Effect, and Anharmonicity

Spectroscopic maps have been considered essential tools for
understanding the IR absorption and 2D IR spectroscopy of
liquid water. The first IR photon echo experiments on the OH
stretch vibration of HOD in D,O were reported by Stenger et
al.”*7**" and Yeremenko et al.”®* Tokmakoff and co-workers
reported the measurement of the spectral diffusion dynamics of
the OH stretch of dilute HOD in D,0.'” Soon thereafter,
Fayer and co-workers reported the same for dilute HOD in
H,0.*>*** The experimental and theoretical advantage of
studying HOD in D,0 is to isolate the OH stretch vibrational
frequency of the HOD solute from the myriad of OD stretches
in surrounding D,O solvent. Studies of HOD in H,O isolate
the OH stretch of HOD. In their study of HOD in D,0O, Fecko
et al. assumed that the shift of the OH stretch vibrational
frequency of HOD from its value in the gas-phase could be
modeled as a linear Stark effect, where the electric field along
the OH bond of HOD was computed from a classical MD
simulation, and the Stark tuning rate was calculated with first-
order perturbation theory.'* Similar perturbative approaches
were utilized previously by Hynes and co-workers®” and by
Lawrence and Skinner.”*® However, the formula employed by
Fecko et al. to compute the OH stretch vibrational frequencies
of HOD was, in essence, a spectroscopic map that assumed a
causal relationship between the value of the electric field from
the solvent and the vibrational frequency. Calculations of the
normalized frequency correlation function of the OH stretch of
HOD in D,0O were in good agreement with experiment with a
long-time decay (600 fs) that was about a factor of 2 faster
than in the experiment. Later, the discrepancy between the
calculated long-time frequency fluctuation dynamics with the
experiment was found to be typical of nonpolarizable water
models.**”*%

In 2004, Corcelli, Lawrence, and Skinner developed the first
empirical DFT-based spectroscopic map for the OH and OD
vibrations of dilute HOD in water.® Their approach was to
harvest 100 statistically independent clusters from an MD
simulation containing HOD with 4—9 water molecules. The
OH or OD stretch vibrational frequency of interest was
calculated by first computing the one-dimensional potential
energy curve moving only the H or D atom along its OH or
OD bond. The potential energy curve was then fit to a Morse
oscillator whose fully anharmonic vibrational frequencies are
known analytically. The 100 vibrational frequencies were fit to
a linear function of the electric field due to the solvent
projected along the OH or OD bond. The spectroscopic map
developed by Skinner and co-workers did not assume a causal
relationship between the electric field and vibrational
frequency. Instead, the map exploited the electric field as a
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descriptor of the solvent environment that correlates with the
vibrational frequency of the OH or OD stretch of interest.
In later studies by Skinner and co-workers, the approach for
developing spectroscopic maps for the OH and OD vibrations
of HOD was refined. Vibrational frequencies were computed
from the one-dimensional potential energy curves with the
more efficient and accurate Colbert—Miller discrete variable
representation (DVR)** method. Collecting more snapshots
from the MD simulations for DFT analysis showed that the
vibrational frequencies were better correlated to a quadratic
function of the electric field.**® Alternate strategies for
constructing OH and OD frequency maps were developed
by other groups. For example, Mukamel and co-workers
developed a map using electronic structure calculations of
HOD in uniform and spatially varying electric fields.'*"**"*""
The resulting map required the electric field and its gradients
from an MD simulation at the atomic sites of the HOD
molecule. OH and OD frequency maps have been applied to
water in a variety of contexts, for example, aqueous electrolyte
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The transferability of the maps is noteworthy. Figure 20 shows
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Figure 20. (a) DFT calculations of the OH stretch vibrational
frequency, @,o, of HOD in various environments, including (black) a
gas-phase monomer, (red) a water hexamer at 80 K, (blue) liquid
water, (green) ice I at 100 K, and (orange) the water/vacuum
interface. The dashed line is a spectroscopic map in terms of the
electric field, E, along the OH bond evaluated at the site of the H
atom. (b) Calculated anharmonicity, A, of the OH vibration.
Reproduced with permission from Figure 2 of ref 413. Copyright
2013 The American Chemical Society.

that the same spectroscopic map can be used to describe the
OH vibrational frequency and anharmonicity for HOD isolated
in the gas-phase, embedded in a water hexamer at 80 K, in
liquid water, in ice I at 100 K, and at the vacuum/water
interface.””® In 2019, Skinner and co-workers utilized a
machine learning approach, whereby a neural network is
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trained on DFT-computed vibrational frequencies, to study the
vibrational spectroscopy of HOD in water.*"*

In 2005, Skinner and co-workers reported on the importance
of non-Condon effects in describing the vibrational spectros-
copy of HOD in water.”**'* Non-Condon effects refer to the
dependence of the transition dipole moment of vibration on its
solvation environment. These studies found that the transition
dipole moment of the OH or OD vibration of HOD in water
can vary by a factor of 5 across its IR absorption band.*"* High
frequency OH vibrations were found to have small transition
dipole moments, whereas lower frequency vibrations have large
transition dipole moments. Remarkably, the magnitude of the
transition dipole moment is linearly related to the electric field
along the OH bond.*”>*'* Because the IR absorption depends
on the transition dipole moment squared, the non-Condon
effects have profound implications for the calculation of the IR
absorption line shape. In contrast, the transition polarizability,
which is relevant for Raman spectroscopy, does not display
significant non-Condon effects. Corcelli and Skinner showed
that the differences in non-Condon effects are directly related
to the differences in the IR and Raman spectra of HOD in
water.*'> Schmidt et al. showed that the non-Condon effects
play a significant role in the calculation and interpretation of
2D IR spectra, which deéaend on the fourth power of the
transition dipole moment.”®

The spectroscopic maps for the OH and OD vibrations of
HOD in water are a starting point for understanding the
vibrational spectroscopy of liquid water. The complication of
moving from HOD to pure water is that the nearly resonant
OH vibrations can couple.”'™*'® Auer and Skinner developed
maps for both the intra- and intermolecular coupling of OH
vibrations in water. These maps facilitated the theoretical study
of the vibrational spectroscopy of water.*'” They also formed a
basis to study the SFG spectroscopy of the vacuum/water
interface of liquid water.””>"**% Several groups have
developed causal spectroscopic maps for OH vibrational
frequencies, transition moments, and couplings in liquid
water. Utilizing the work of Hush and Reimers on describing
the vibrational Stark effect,'’* in 2006, Torii investigated the
vibrational spectroscopy of water, including the role of
coupling but without incorporating non-Condon effects,
although the paper did acknowledge that such effects might
be relevant.*”” In 2013, Choi and Cho utilized an HMR
approach to describe the frequencies, transition dipole
moments, and coupling constants of OH vibrations in water
in terms of the local environment and electrostatics."'

Isotopically diluted OH or OD stretch modes are vastly used
as perfect sensors of the local environment to study the
dynamics of the H-bond network in aqueous systems including
liquid water, ice, and heterogeneous systems such as hydrated
lipid multibilayers.""® Due to the fact that the OH (OD)
stretch mode is highly anharmonic, the vibrational frequency
maps need to parametrize the changes of anharmonicity due to
the molecular surroundings. The first group of vibrational
maps, developed by the Skinner group, are effectively
electrochromic and choose only a single collective variable—
electric field evaluated at the location of the water hydrogen
atom along the direction of the OH (OD)
bond,*7##000BHOALANA2 Bor each configuration of water
molecules, the electric field is computed from the point charges
utilized in the molecular dynamics force field. The quadratic
form of the fitting functional is usually chosen according to
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x=A, + BEyp + CESp (111)
where x can be the absorption frequency ®,,,, dipole moment
derivative with respect to the OH (OD) normal coordinate y’,
position matrix elements x,,, mlQ — Qomn/opyeln or
momentum matrix elements p,,, = mIP — Poy/op el It was
reported that the higher-order polynomial functionals do not
improve the performance of the vibrational maps for the OH/
OD stretch mode. In most of the applications, only the
fundamental and first excited state absorption transitions are
considered. To fit the parameters A,, B,, and C,, one can follow
the standard procedure based on collecting anharmonic
analysis results from small molecular clusters at the DFT
level and performing the least-squares multivariate analysis.
Another approach was used based on adjusting to the correct
distribution of DFT frequencies, p(®), given the distribution
of electric fields p(E) in the liquid-state simulation, i.e.,""’

0 E
[ phio = [ penae
®(E) -0

(112)

referred to sometimes as the “cumulative vibrational mapping”.
For this, standard water force fields such as SPC/E***" and
TIP4P*"%*'° were used to run MD simulations and generate
the ensemble of configurations and distributions of the electric
field. Intramolecular coupling matrix elements were also
parametrized according to the functional form,””¥*"!

intra

Wi

[a + b(Eonsop,i = Eomysop,e)¥or, o1k

+ Por,iPor,k (113)

where the j and k indices refer to the coupled vibrational
chromophores, and 4, b, and ¢ are adjustable parameters.

Another class of vibrational solvatochromism maps was
developed by Tokmakoff and co-workers*’ that is applicable
for OH/OD stretches with much larger anharmonicity such as
excess proton in hydronium cations. They initially maintained
the electrochromic form of the map for the dipole moment
derivatives (with the quadratic functional of the electric field)
but used the solvation coordinate as a conjugate perturbation
to describe the vibrational transition frequencies, i.e.,

@,, = AIAEpp !t + BIAEpp P + CIAEpg I

+ DIAEp | + E (114)

where AE is defined as the difference in potential energy at
appropriately selected two reference points along the OH
bond. They also found that correlating the dipole derivatives
with the transition frequencies
3 2

lu, | = aw,, + bo,, + cw,, +d (115)
results in better agreement with the benchmark DFT data, as
compared to the electrochromic maps. In order to translate the
DEFT solvation energy onto the molecular mechanics level, the
auxiliary mapping was established as

AEppr = a'AEgyg + b’ (116)

where AEgyy is the solvation energy from the multistate
empirical valence bond (MS-EVB) simulation,'”> computed as
the difference between the EVB potential energy of solvated
hydronium ion with OH bond length set to be 1.0 A
(equilibrium bond length in bulk water) and that with OH
bond length set to be 1.4 A (position of the second minimum
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of the double-well potential of D,0--H:-OD, complex). The
benchmark data for parametrizing the maps were obtained
from the database of the MS-EVB water clusters analyzed by
using the B3LYP/6-311++G** method and concomitant
anharmonic analysis yielding the reference transition frequen-
cies and dipole moment derivatives up until the fourth
vibrational excited state. The simulated excess proton spectral
response of the OH stretch in bulk D,O qualitatively captures
the experimental features for isotopically dilute excess protons.
The model was also used to decompose IR spectra into
contributions from different aqueous proton configurations.

4.14. Strongly Correlated OH Stretch Modes: Local Mode
or Collective Mode

Understanding the vibrational dynamics in bulk****° and

confined water*”°™*** is a challenging task. The OH-stretch
vibrations within a water molecule are strongly coupled,
leading to symmetric and asymmetric stretch modes in the gas
phase. The hydrogen bond distance in water is so short that
the coupling between OH-stretch vibrations on different water
molecules can be expected to be comparable to the
intramolecular coupling in size. A good way of disentangling
these effects is the study of isolated water molecules in
hydrophilic solvents such as acetonitrile."*”** Two-dimen-
sional infrared experiments of this system reveal strong but
imperfect coupling of the intermolecular OH-stretches, which
make the low-frequency eigenstate a mixture between a
symmetric state and a state of the strongest H-bonded OH-
stretch vibration.'”® The eigenstates, thus, rapidly scramble
within the individual water molecule. As intermolecular
couplings are included, the vibrational dynamics further
speed-up and one broad spectral feature is formed, which
contains states with continuously changing identity across the
line.®”**° Water confined in reverse micelles exhibits
contributions from bulk-like water and surface water where
the latter behaves more like the isolated water in acetoni-
trile 408,409

As water is frozen forming ice, the OH-stretch peaks get
sharper, and distinct peaks arise due to different vibrational
symmetries imposed by the oxygen ordering in the I phase of
ice.”" This behavior is well described with the mappings
developed for bulk water.””***%*'>*!% The distinct peaks
appearing in the hydrogen order ice II phase are also well
described,"*® while more complex high-density ices still pose a
challenge.

The behavior of water near heterogeneous liquid interfaces
is complex and different from water in bulk and at less-complex
air—water interfaces. To capture the sole effects of local
structures and dynamics on the water spectra for such complex
interfaces, Skinner and co-workers focused on investigating
local mode vibrations of water using computational spectros-
copy.**%*%%*7 They considered a series of lipid- and
surfactant—water interfaces with different local interfacial
curvatures and chemical structures. For example, their
computed vibrational sum-frequency generation (VSEG)
spectra of water at flat cationic or anionic lipid or surfactant
interfaces showed the existence of water molecules that have
OH chromophores pointing away from the interface (indicated
by negative peaks) or pointing toward the interface (indicated
by positive peaks) while forming hydrogen bonds with the lipid
or surfactant headgroups. Interestingly, the coexistence of
these two types of interfacial water molecules is observed near
interfaces between water and mixtures of cationic and anionic
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lipids, as revealed by the presence of both negative and positive
VSFG peaks. In the case of zwitterionic lipid interfaces, OH
orientation is toward the interface on the average, resulting in
positive VSFG peaks.

The two-dimensional variants of VSFG, namely 2DSEG,
enable characterization of the dynamics of interfacial water at
the flat interfaces. 2DSFG could distinguish the dynamics of
interfacial water as a function of the lipid charge and
headgroup—water chemistry. It was shown that the orienta-
tional relaxation of interfacial water is much slower compared
to the bulk water due to conformational constraints imposed
by strong headgroup—water H-bonding and electrostatics.
Computation of H-bonding and rotational correlation
functions revealed that the separation of interfacial water
from the bulk water in terms of water dynamics is possible,
which occurs about 7 A away from the interface. Note that
Tahara and co-workers performed a series of VSFG and
2DSFG experiments on different lipid/surfactant—water
interfaces; their ﬁndings were in good agreement with this
computational work.””"*>7*

In addition to studying flat interfaces, investigating the
structure and dynamics of water near concave and convex
surfaces is necessary to complete the picture about the effects
of membrane surface geometry on the behavior of interfacial
water molecules. Skinner and co-workers investigated H-
bonding dynamics of interfacial water within a normal (Type
I) lyotropic gyroid phase formed by a gemini dicarboxylate
surfactant self-assembly using a combination of 2D IR
spectroscopy and MD simulations.”*® This phase has convex
surfactant headgroup—water interfaces. It was found that the
dynamics of water near the convex surfaces is slower than bulk
water dynamics. However, the dynamics of water near convex
surfaces are faster than those of water confined in a reverse
spherical micelle of sulfonate surfactants that form the concave
surfactant headgroup—water interface, given that the water
pool in the reverse micelle and the water pore in the gyroid
phase have roughly the same diameters. This difference in
confined water dynamics likely arises from the significantly
reduced curvature-induced frustration at the convex interfaces
of the normal gyroid, as comgared to the concave interfaces of
a reverse spherical micelle.”

4.15. C-D Stretch: Nonperturbative IR Probe

Like the nitrile and azido vibrations, carbon—deuterium
vibrations have been explored for the characterization of
specific sites in proteins. The substitution of hydrogen for
deuterium shifts the vibrational frequencies to the transparent
frequency window of the protein IR spectrum, enabling single
absorptions to be discerned apart from the spectral congestion
arising from the multitude of native protein vibrations. The
advantage of C—D bonds is that they do not introduce
unnatural moieties into the protein and thus are virtually
nonperturbative. In addition to reporting on their surrounding
environment, C—D vibrations enable probing the structure of
the protein itself. While less utilized than the nitrile or azido
probes, a few research groups have been applying C—D bonds
for the study of proteins and peptides. C—D probes have
provided insight into protein folding, molecular recognition,
and catalysis.”””~*** However, their widespread adoption likely
has been hindered by their weak absorptions due to the small
transition dipole strengths. High (mM) protein concentrations
are typically required, and discerning the absorption bands
requires careful matching of reference and sample transmission
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spectra to achieve flat background absorbance. Nonetheless,
some delicate protein regions, such as surrounding redox
centers, are likely to be perturbed by the introduction of the
other non-native transparent window probes. For such regions,
C—D bonds may be the only probes that can be introduced
while preserving native function.

As their applications, efforts at the theoretical description of
C—D probes are less developed compared to nitriles and azido
groups. However, DFT calculations of vibrational frequencies
have been reported for many C—D labeled amino acids,
including glycine, alanine, proline, methionine, lysine, and
histidine."****~*** For backbone C,—D bonds and the -
methylene CD, of proline, the calculated frequencies show
dependence on amino acid conformation and therefore have
been proposed as a way to measure local protein or peptide
structure. Many experimental studies have taken advantage of
the sensitivity to learn about protein or peptide conformational
ensembles. "I A extensive QM/MM  study re-
ported by Corcelli and co-workers has aimed to account for
the absorption line shape of C,—D backbone deuterated d-
alanine in aqueous solution; the power spectrum of the
fluctuating electric dipole moment was determined from PM3
calculations of snapshots along a classical MD simulation.**

In addition to investigating backbone structure, C—D probes
have been introduced at side chains of amino acids to take
advantage of their sensitivity to their local protein environ-
ment. In many cases, C—D probes have been employed simply
as qualitative reporters that a specific residue of a protein
contributes to a functional process, such as folding or
recognition.*”*>*** The influence of the local reaction field
on C—D vibrations has been more quantitatively considered
for methyl-d;-methionine by DFT calculations of the amino
acid in the presence of a varying external field.””” However, in
addition to the local field, H-bonding by water molecules to
the adjacent sulfur was found to impact the C—D frequency
substantially. When installed as a ligand to the copper center of
plastocyanin, the C—D vibrations of methyl-d;-methionine
were found by DFT calculations to be primarily sensitive to
interaction of the sulfur orbitals and charged metal. Specific
water H-bonding likewise affects the vibrational frequencies of
C,—D bonds of alanine peptides.*> Thus, a theoretical
description of C—D bonds, like the other transparent window
probes, must account for multiple contributions, including
local potential and specific local interactions with the
environment. Future extension of the Bio-SolEFP approach
for C—D probes should assist in more rigorously under-
standing their spectroscopy to fully exploit them for
investigating the complex environments of proteins in the
future.

4.16. S=0 Stretch

The sulfinyl (S=O) group is common in a wide range of
compounds such as dimethyl sulfoxide (DMSO), one of the
most routinely used solvents in many areas of chemistry. In
biology, DMSO is commonly used as a cryopreservation agent.
The S=O group interacts strongly with water and prevents
toxic ice-crystal growth in cells and tissues.”® The large dipole
moment and the polarizability of the S=O group are
responsible for DMSO’s amphiphilic behavior, which produces
abnormal bulk properties in aqueous mixtures.**”

The S=O stretch is characterized by a strong solvatochro-
mic shift, from 1071 cm™ in nonpolar solvents to
approximately 1016 cm™' in water.**® Hydrogen-bonding
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environments can be directly quantified from the IR absorption
line shapes. In water, a single H-bond induces a red shift of the
S=0O stretch frequency by approximately 20 cm™". The S=0O
stretch oscillator strength is dependent on its substituents; for
the case of DMSO in water, the transition dipole moment is
0.14 D, approximately half that of the C=0 stretch.****’
Together, the strong solvatochromism and relatively large
oscillator strength make the S=O stretch an attractive IR
probe for nonlinear spectroscopy. However, ultrafast measure-
ments on the S=O stretch remain scarce due to the
experimental challenges of operating in the fingerprint
region.460

Torii and Noge used density functional theory (DFT)
calculations to quantify the dependence of the S=O stretch
frequency on some structural parameters, i.e., the S=O bond
length, the O---H hydrogen-bond distance, and the S=0---H
angle.”*” Strong dependence of the S=O stretch frequency on
the S=O---H angle was obtained with larger red shifts being
correlated with larger bent angles along rather isotopically
around the S=O bond axis. These frequency shifts were
parametrized using a combination of electric fields at the S and
O atoms projected along the S=O bond axis, together with
the electrostatic potentials at the S, O, and C atoms. Building
on the work by Torii, recently, Baiz and co-workers have
parametrized a fully empirical S=O stretch frequency map
using the IR absorption spectra of DMSO in water as a
reference. The parametrization is able to semiquantitatively
reproduce the S=O line shape over a wide range of
concentrations of the DMSO/water mixtures and has also

been benchmarked against experimental 2D IR spectra (Figure
2 1).461

4.17. Phosphate Modes

Phosphate groups are ubiquitous in biological molecules,
including DNA, RNA, ADP, ATP, etc. Phosphate group
vibrations involving the PO,” moiety consist of a symmetric
stretch vibration at about 1100 cm™ and an antisymmetric
stretch around 1250 cm™'. Phosphate vibrations have been
extensively applied as a probe to understand enzymatic
hydrolysis of ATP and GTP using time-resolved IR spectros-
copy.*>7** Phosphate vibrations have also revealed insights
about DNA hydration.*® The antisymmetric PO, stretch
exhibits a red frequency shift with an increased relative
humidity of DNA from about 0% to 92%, which is intimately
related to the local hydration environment around PO, ~.*>**’
The symmetric stretch, however, exhibits only a slight blue
shift with increasing hydration.**” Because of the sensitivity to
local hydration environment, 2D IR spectroscopy has been
used to study the spectral diffusion dynamics of phosphate
vibrations, showing a fast component (~0.3 ps) of local
structural fluctuations around the phosphate group and a slow
component (>10 ps) accounting for the persistence of the
water—phosphate hydrogen bond.***

Levinson et al. utilized vibrational Stark spectroscopy on
phospholipids to investigate the electric field dependence of
the phosphate stretch vibrations.*®” Their experiments
demonstrated that the frequency shifts of the symmetric
stretch and the asymmetric stretch could be described as a
linear Stark effect, with the Stark tuning rates of 0.54 + 0.02
and 135 + 0.02 cm™'/(MV/cm), respectively.*”” DET
calculations on dimethyl phosphate as a model system show
that the Stark tuning rates result from the component of the
electric field along the C, axis of the PO, group, while the
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Figure 21. Experimental and computed IR absorption spectra of the
§=O0 stretching mode at different concentrations in binary DMSO/
water mixtures. Computed spectra were obtained using the map of
Oh and Baiz. Vertical bars represent the average experimental
frequencies of the four DMSO species present in solution: singly
hydrogen-bonded (1HB), doubly hydrogen bonded (2HB), aggregate
(Agg), and non-hydrogen bonded (Free) from low to high frequency,
respectively. Adapted from Figure 1 of ref 461. Copyright 2019 AIP
Puplishing.

electric field dependence along the O—O axis is quadratic and
results in only modest frequency shifts. The DFT-based
calculation thus established a spectroscopic map for phosphate
group vibrations.

Corcelli and co-workers applied this spectroscopic map of
the asymmetric phosphate stretch to the DNA hydration
environment, showing that the frequency shift is not a
monotonic red shift with increasin§ water solvation and
distance from the phosphate group.*® The closest four water
molecules around the phosphate group induce a red frequency
shift of —34.6 cm™' to the asymmetric phosphate stretch due
to direct H-bond to the oxygen atoms of the PO,™ group. In
contrast, the fifth and sixth water molecules induce a blue shift
of 9.0 em™!, which comes from interacting with the oxygen
atoms covalently linked to the PO,”. Frequency time
correlation functions showed a gualitative agreement with
the experimental 2D IR result.*”® This phosphate spectro-
scopic map shows an almost quantitative agreement to the
experimental frequency shift as a function of relative humidity,
assuming that there is a residual water molecule per phosphate
group at 0% relative humidity, which is also suggested
experimentally.**>*7

In recent papers by Elsaesser and co-workers,
interaction of phosphate groups with alkali and alkaline earth
ions in water has been studied by using the linear and
femtosecond 2D IR spectroscopy. The 2D IR spectra of the
prototypical system dimethyl phosphate in water with an
excess concentration of Mg** display two distinct and
uncoupled vibrational bands due to phosphate groups with
and without an Mg’ ion in close contact, and the band of the

381,471,472
T the
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contact ion pairs exhibits a frequency blue shift. Fingerhut et al.
calculated the fluctuating electric force exerted on the (PO,)~
moiety by the ab initio based effective fragment potential
approach to establish a linear relation for the solvent field-
induced solvatochromic shift.*”*

4.18. Nucleic Acid Base Modes

The vibrational modes of DNA bases that absorb in the
frequency range of 1400—1800 cm ™" are strongly IR-active and
highly sensitive to DNA structures such as the base pairing and
helical geometries in the A, B, and Z forms. These vibrational
marker bands are mainly composed of the in-plane carbonyl
stretch mode and the NH, or N—H bending modes of the
bases and have been used to extract critical information on the
H-bonding interactions between base pairs, as well as the
melting processes and structural transitions of DNA. For
example, Polyanichko et al. investigated the effect of the
transition metal ion Mn*" on the DNA structure by analyzing
the IR absorption and vibrational CD spectra of the marker
bands and showed that the observed B- to C-form conforma-
tional transition arisen due to the interaction of Mn>* with the
bases of DNA.*”* Furthermore, Krummel et al. carried out 2D
IR spectroscopic measurement to investigate the carbonyl
stretch modes of the guanine and cytosine bases in dG;dC;
and d(GC); double helices in D,0. Combining 2D IR
measurements and numerical simulations, they showed that
the base pairs that are held together by H-bonds are strongly
coupled.”’*

In conjunction with the experimental spectroscopy measure-
ments, theoretical spectral simulations based upon normal-
mode analysis have provided crucial insights into DNA
structural properties and the vibrational properties of
delocalized excitons in the bases. Note that it is impractical
to perform ab initio vibrational analysis of the nucleic acids
because they have large system sizes and complicated
interactions with the solvent water molecules. As a natural
extension of the HMR method, which has been successfully
applied to polypeptides,”’”*”* the extended HMR method was
developed to analyze the vibrational mode characteristics of
base pairs and to simulate the vibrational spectra of various
DNA oligomers.””*™*° It was found that the vibrational
coupling constants are strongly dependent on H-bonding
interactions between nucleobases. The IR spectra of a few
different DNA model systems in D,O were simulated and
compared with the experimentally measured spectra. These
calculations reveal that the hydration effects, which lead to
solvatochromic frequency shifts of the basis modes, are
important for quantitative descriptions of the IR absorption
spectra of DNA molecules.*’**”

The 2D IR spectra of dG,:dC, and dA:dT, double helices
were simulated by using the basis mode frequencies and
vibrational coupling constants. The vibrational anharmonicities
of the basis modes were estimated with the DFT calculation
method, and the conformational inhomogeneity and solvation
dynamics were examined by analyzing classical MD trajecto-

es.””®* The simulation results for the 2D IR spectra of
double-helical DNAs showed a weak correlation between the
IR spectra and the number of base pairs, which is consistent
with the previous experimental observations. From quantum
chemistry calculations of A-, B-, and Z-form DNAs, the
vibrational coupling constants were shown to be strongly
dependent on the DNA conformation. In particular, the
coupling constants between base modes in the Z-DNA are
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fairly small, causing localization of vibrational modes. In
contrast, those in A-DNA are large, leading to delocalized
vibrational modes.

Among the base vibrational modes, the carbonyl stretch
modes are particularly sensitive to the H—bondin§ gatterns and
base stacking configurations in nucleic acids.”*"/*7 #9074
For example, pioneering 2D IR experiments focusing on the
C=O vibrations have revealed the inter- and intrastrand
couplings in model A- and B-form DNA and elucidated the
dissociation pathway of DNA duplexes.”*?*7*7*

To facilitate the interpretation of the vibrational spectros-
copy experiments, Jiang and Wang have recently developed
two vibrational frequency maps to describe the C=O stretch
mode in nucleobases and a C=C frequency map to account
for the interactions between the C=0 and C=C vibrations in
pyrimidine bases.*** These frequency maps are developed
using nucleoside S’-monophosphates (NMPs) as model
systems and take the form of

wmap = 0 + Z CimEim
im (117)

In the C=0 frequency map, i indexes C, O, and N atoms,
and m represents the «, y, and z directions as defined in Figure
22a. For the C=C frequency map, i indexes the Cg and Cg

a o v] b ND, z]y
/N ND X |\N X
QAL A,
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Figure 22. Coordinate systems of the (a) C=O and (b) C=C
vibrational frequency maps. The atoms used to define the axes are
shown in red."** Reproduced from Figure 4 of ref 484. Copyright
2019 The American Chemical Society.

atoms in pyrimidine bases and the coordinate system is shown
in Figure 22b. E;, is the electric field on atom i in direction m,
which is exerted by all the solvent molecules and counterions
around the solute molecules. The intercept @, and the
coefficients c;,, are determined by minimizing the differences in
vibrational frequencies as predicted from the maps and DFT
calculations on 1200 NMP-water clusters.”**

The C=0 and C=C frequency maps provide an efficient
way to calculate the vibrational frequencies of nucleobases

directly from MD simulations. Jiang and Wang have shown
that one can combine the frequency maps with a mixed
quantum/classical treatment of the line shape theory and
capture the IR spectra of NMP in aqueous solutions.*** They
have further demonstrated that the frequency maps are
applicable to nucleobase derivatives and are transferrable in
different solvents. For example, Figure 23a shows that the
calculations correctly predict a two-peak feature in the IR
spectrum of deoxycytidine 5'-monophosphate in D,0O, which
comes from the coupled vibrations of the C=0 and C=C
group in the cytosine base. In contrast, the predicted IR
spectrum of inosine $’-monophosphate, a nucleobase deriva-
tive, contains a single peak at 1663 cm™'. As shown in Figure
23b, the theoretical and experimental*®” IR line shapes agree
well with each other, and their peak positions differ by only 7
cm™."* The C=0 and C=C frequency maps can thus be
readily applied to model the linear and 2D IR spectra of
nucleic acids in the carbonyl stretch region and elucidate the
molecular origin of the experimental spectra.

4.19. Other Vibrational Frequency Maps

The alcohol OH-stretch mode was treated quite success-
fully,****” assuming that the frequency and dipole fluctuations
are similar to those found in water and that the water map* is
a good approximation apart from an overall frequency shift. A
mapping was developed for the OD-stretch of methanol in
carbon tetrachloride**®** using the electric field on
deuterium, DFT frequencies, and a polarizable MD approach.

4.19.1. Alcohols. Semiempirical maps for the OH and OD
stretching vibrations in alcohols were developed primarily in
the electrochromic formulation with the electric field as a
conjugate vibrational perturbation. In the map proposed by
Mosele and Thompson,*”® the relevant spectroscopic quanti-
ties are expressed in terms of the electric field exerted on the
OH (or OD) group hydrogen atom by the surrounding neat
liquid. Due to the substantial anharmonicity of the OH (OD)
stretch vibration, anharmonic constants as well as the
vibrationally excited state absorption frequency were para-
metrized with the functional form identical to the one in eq
109. Benchmark data were obtained by using the discrete
variable representation (DVR) method for one-dimensional
vibrational potential energy curves along the OH (OD) stretch
normal coordinate, obtained at the B3LYP/6-311++G** level
of DFT approximation. It was found, by examining methanol,
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ethanol, n-propanol, and n-butanol, that the derived map is
transferable and quite independent of the alkyl groups. IR
Absorption spectra and reorientation time calculated for the
isotopically diluted deuterated alcohols agreed well with
experiment (FTIR and NMR data, respectively), in contrast
to the 2D-IR photo echo spectra, in which the time scales of
the spectral diffusion were overestimated.

4.19.2. Water Bending Mode. In addition to the water
OH or OD stretch modes, the other water vibrational mode
whose frequency is also sensitive to local H-bonding
environment is the HOH bending vibration.*”' ~%* Vibrational
spectroscopy of the water bending mode has also been
performed to establish the relationship between the line shape
of the water bend and the H-bonding network structure of
#2759 Ni and Skinner, using a hybrid
quantum/classical MD simulation method, calculated the
theoretical IR and sum-frequency generation spectra of the
HOH bend in liquid water as well as at the water liquid/vapor
interface. They carried out classical MD simulation and took
into consideration the three-body interactions to describe the
air—water interface. Ni and Skinner developed the maps for
water bend transition frequency, dipole, polarizability, and
intermolecular coupling. The good agreement between their
calculated IR and SFG spectra and the experimental measure-
ments indicate the validity of their vibrational spectroscopic
maps.

4.19.3. Mapping of Strongly Coupled Vibrations. As
has been discussed in detail above, vibrational frequency
mapping approaches work best for localized modes that have
relatively weak coupling to both the environments and to other
local modes. In addition to water (both H,O and D,0), there
are useful vibrational transitions where the spectroscopic
modes are delocalized over many atoms, such as phosphate
(—OPO,0—) and carboxylate (—COO™) organic species, as
well as numerous organometallic complexes containing
transition metal carbonyls, cyanides, and nitrosyls. Mapping
approaches for these systems are much less advanced and need
developments. A key step in that direction has been the
detailed decomposition of the delocalized anharmonic modes
into local modes, which are more physically amenable to
electrostatic mapping procedures. Baiz et al.”” computed the
anharmonic vibrational modes of two transition metal
complexes, rhodium(acetylacetonato)dicarbonyl (RDC) and
dimanganese decacarbonyl (DMDC). These anharmonic
modes were recast in a basis of local modes described as
Morse oscillators, with only bilinear coupling among these
local modes. The advantage of this method is that the
vibrational anharmonicity for the coupled states is obtained
automatically. Explicitly including the effects of H-bonding by
treating clusters containing methanol, it was possible to deduce
that the H-bonding effects are additive, though their impact is
delocalized within the coupled modes. These kinds of
considerations will be important not only for solvation probes
but also for using MD simulations to help interpret reactive
motions that induce spectral diffusion,”*>*"” as well as to
establish links between environmental factors and intra-
molecular vibrational energy redistribution,”®”*% and coher-
ence transfer dynamics.’”” "' The extension of frequency
mapping to strongly coupled vibrations will enable a more
broad adoption of these methods to widely used chemical
probes such as methyl groups and aromatic rings.

water in solution.
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5. REPOSITORY, PERSPECTIVE, AND A FEW
CONCLUDING REMARKS

5.1. Vibrational Frequency Map Repository

Because of the rapidly growing number of vibrational
frequency maps reported in the literature, it is desirable and
useful to collect all those maps and make them available to
everyone interested in utilizing them for their research.
Therefore, we have created a repository Internet site, http://
frequencymap.org/, for voluntary deposition of vibrational
frequency map files by the developers themselves and for
downloading of those files by the users. In addition to free
deposition and downloading of vibrational frequency map files,
this site can be considered as an Internet forum for discussing
and updating recent developments and news in this research
field. Any map file that is to be uploaded should contain
information on the vibrational mode, such as CO stretch or
HOH bending, in addition to the parameters constituting the
map. Users have free access to those deposited files.

5.2. Format of the Deposited Map File

Various research groups developing vibrational frequency maps
tend to use their style of data files. To make the repository site
useful among the researchers in this field, however, it is
necessary to have a common standard format for all the
deposited files. In addition to vibrational frequencies, some
maps have also been developed for other vibrational properties,
such as vibrational transition dipoles and polarizabilities, or
coupling between two neighboring local vibrations. Therefore,
each map file should essentially contain the following three
elements: (i) the identity of the molecule, the vibrational
mode, and its property, e.g., frequency shift, for which the map
is developed, (ii) the structural information on the molecule
concerned and the interaction sites (the number of those sites
and their locations) at which perturbations should be
calculated, and (iii) the parameter values for mapping those
perturbations to the properties. Each map file is a plain text file
with the extension “.vbm” denoting a “vibration map”. It
consists of sections whose titles start with the “%” character.
The details of the format defined for each of the three elements
of the vbm file are explained in the Supporting Information.

5.3. New Approaches Based on Genetic Algorithm, Neural
Network, and Machine Learning

In recent publications in the field of chemistry, we observe an
increasing number of reports employing machine learning
approaches in calculating energy and other physicochemical
properties of molecular systems. The total number of possible
small organic molecules that populate “chemical space” has
been estimated to exceed 10%°.>"* To find or design molecules
or materials having desired quantum mechanical properties,
machine learning approaches have been actively employed to
avoid computationally demanding methods of electronic
structure calculations. Recently, Faber et al.’'’ assessed
performances of various machine learning methods such as
Bayesian ridge re%ression, elastic net re%ularization,514 kernel
ridge regression,”> graph convolution,”'® and gated graph
neural networks®'” in modeling electronic ground-state
properties of organic molecules such as free energies and
enthalpies of atomization, HOMO/LUMO gap, dipole mo-
ment, static polarizability, zero-point vibrational energy, heat
capacity, and highest fundamental vibrational frequency. Their
work shows numerical evidence that, even though there is no
single machine learning model that works superbly for all the
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considered cases, the best machine learning model for each
considered property reaches the accuracy of density functional
theory at the B3LYP level.

Another active area in which machine learning methodology
has been receiving considerable attention is the computational
study using MD simulation methods. Classical MD uses MM
force fields to calculate the energies and forces for a large
number of atomic configurations, but the results of the MD
simulations depend greatly on the accuracy of the molecular
potentials and their parameters. Employing electronic structure
calculations in ab initio MD simulation can remove the force
field dependence of the simulation results, but considerably
reduce the size and time of the simulation. Machine learning
models of potential energy surface of molecular or solid-state
systems can achieve the accuracy of the electronic structure
method with the efficiency of the classical force fields MD. The
conventional force fields in MD simulations have limitations in
treating reactive events of breaking and forming of chemical
bonds due to the fixed functional forms employed in the MM
force fields. Even for the cases of simulating nonreactive
dynamics, the classical force fields having the potential energy
functions constructed under various physical approximations
have difficulties in treating the polarization and charge transfer
effects. Machine learning methods make it possible to
construct potential energy surfaces that are not restricted by
any functional form based on physical approximations and can
describe polarization, charge transfer, and reactive processes
with accuracy approaching that of electronic structure
calculations.

Highly reliable potential energy surfaces are also an essential
prerequisite for obtaining accurate values of vibrational
frequency shifts. Methods using vibrational frequency map to
calculate the frequency shifts assume a specific functional form
to relate the geometrical configurations of the solute—solvent
system to the vibrational frequency shifts. The parameters in
functions of fixed form are obtained by fitting to electronic
structure calculations or experimental spectra. Although the
information on the multidimensional potential energy surfaces
can be incorporated in the process of constructing the
frequency maps by the fitting procedure, these maps are
limited by the assumptions on the dominating factors among
various types of interatomic interactions. Machine learning
approaches can provide the possibility of constructing
mappings from geometry to vibrational frequency shifts
incorporating the information on the potential energy surfaces
without the limit of preassigned functional dependencies.

In this regard, it is pertinent, as the first step toward machine
learning schemes for vibrational frequency shifts, to try to
develop a model of vibrational frequency shifts, which is not
constrained by any preliminary set of assumptions about the
physical nature of the factors inducing the frequency shifts.
Recently, Kwac and Cho showed that a differential evolution
algorithm approach, which is one of the genetic algorithms for
global optimization, is useful for describing vibrational
solvatochromism.*'® In their model, the solvation-induced
vibrational frequency shifts are expressed as a polynomial
function expanded by the inverse power of interatomic
distances.

Am=§§§a3’3f

1
. r
n=1 i=1 \ 'AB, (118)

n

where A and B denote the interaction sites of the solute and
solvent molecules, respectively. M is the order of the
polynomial, and W is the number of solvent molecules for
each configuration of the solute—solvent clusters. We obtain
the coefficients a,® using the frequency shifts calculated by
quantum chemistry methods for a set of clusters of a solute
molecule surrounded by solvent molecules, where the set of
clusters can be considered as a training data set. The crucial
step in this model is to represent the frequency shift Aw by a
sum of the contribution Aw, which is due to the 1/¢"
interaction term only so that

N
Aw = Z Aw,

n=1 (119)
Aw,=c Ao (n=1, .., M) (120)

where 0 < ¢, < 1 and Zi\/ilcn = 1. Then for a given set of

values {c;, ..., ¢y}, we solve the following M equations for Aw,
by singular value decomposition

w n
2o, =Y Y Y| =1, M)
A B "as,

i=1 (121)

We use thus obtained coefficients a*® to calculate the root-
mean-square error (RMSE) defined as

S
dRMSE = é z [Awpredict(k) _ AwQM(k)]Z
k=1

(122)
where S is the number of configurations. Aw’“#(k) is the
frequency shift calculated by eq 118 for the kth configuration.
Ao (k) is the frequency shift calculated by quantum
chemistry calculation methods. The whole process from the
selection of {c;, ..., ¢y} to the calculation of dgyp in eq 122
can be regarded as a function H whose input is {c;, ..., ¢)} and
the output is dpysp such that

deasse = H(cyy vy €ar) (123)

This procedure is schematically shown in Figure 24.

{cr, 62,0 emd

Figure 24. Schematic diagram of the procedure from the relative
contributions ¢, to the RMSE value, dgg
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We employ a differential evolution algorithm (DEA)>'***° employed in this work is not based on any physical

to optimize the function H with respect to {cj, .., cy};
thereby, we obtain the coefficients a’® that minimize the value
of dpye. The differential evolution algorithm is one of the
genetic algorithms that have been developed to solve
optimization problems by employing an evolutionary mecha-
nism in biology. In the differential evolution approach, one
generation evolves into the next generation by mutation,
crossover, and survival of the fittest. This evolutionary
mechanism tries to find the optimum partitioning of the
contributing terms in the model to reproduce as closely as
possible the vibrational frequency shifts of the configurations in
the training set that plays a role much like an environment
inducing evolutionary development in biology. This differential
evolution algorithm has been applied to the vibrational
frequency shifts of the amide I and II modes of NMA in
water and the CN stretch mode of MeCN in water using a 14-
order polynomial (M = 14) and considering about five
hundred configurations of the solute—solvent system as a
training set. The results of optimization with the differential
evolution algorithm are such that only a few selected orders of
terms dominate the contribution to the frequency shifts, and
the remaining terms are virtually zero. The dominating orders
of the terms in the polynomial are different depending on the
vibration mode of interest. The dominating orders of the terms
are also susceptible to the size of the configurations used in the
training set, as shown in Figure 25 where “I1W”, “2—5W~, “6—
35W”, and “SOW” denote the configurations having one water,
2—5 water molecules, 6—35 water molecules, and 50 water
molecules, respectively. The fifth panel in Figure 25 shows the
relative contributions {c,} when all four types of configurations
are used in the training set. Since the genetic algorithm
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assumption, we could not interpret each nominating term as
originating from a specific type of physical interaction.
However, regardless of the sensitive change according to the
type of training set, a general trend is observed that only two to
four selected orders are the dominating ones, and these
dominating orders are distributed so that usually one order
occurs in each of low range, middle range, and high range
orders in all cases of vibration mode considered in this work.

The observation that only a few orders of the terms in the
polynomial model dominate the contribution to the frequency
shift while the other terms with different orders are nearly zero
can be understood from the viewpoint of the complexity of the
model. Having a larger number of parameters in a model is
equivalent to having a more complex model. The complexity
resulting from the differential evolution algorithm corresponds
to the four dominating orders terms in the polynomial in the
case of the amide I mode of NMA in water, which is very
similar in complexity to the result obtained by a rigorous first-
principles theory.'>* In the previous studies on the vibrational
frequency shifts based on various physical assumptions, the
complexity of the model was prefixed by assuming that specific
types of interactions such as electrostatic, dispersion, or
repulsion are the origins of the vibrational frequency shift. In
the paper by Kwac and Cho who applied the DEA to the
development of vibrational solvatochromism theory, both the
complexity of the model and the parameters therein are
optimized simultaneously, and this is one of the most
significant differences from the previous studies that are
strictly based on various prefixed physical approximations. We
anticipate that this work can be a first step toward further
developing different genetic algorithms and machine learning
schemes for applying to vibrational spectroscopic studies.

In a recent paper by Kananenka et al,*'* an attempt to go
beyond the spectroscopic maps in modeling spectroscopic
properties of a vibrational mode was made by adapting
machine learning methodologies called the Gaussian process
rfegression521 and A-machine learning.522 In their approach, a
property P[{Q}] of a vibrational mode, such as the vibrational
frequency or transition dipole, dependent on the local chemical
environment Q, is provided by

P[{Q}] = BI{Q}] + M[{Q}] (124)
where P,[{Q}] is the baseline estimate of P[{Q}] provided the
already established vibrational frequency maps, and M[{Q}] is
a correction modeled using an ML method. Specifically, in
their work, OH-stretch frequencies and transition dipoles of
water were considered by describing the local chemical
environment Q using the atom-centered symmetry func-
tions.”””>** They prepared a data set consisting of 40000
configurations of water molecules and corresponding OH
stretch frequencies and transition dipoles obtained by DFT
calculations on the grids of varied OH bond lengths. The
production of this large-sized data set was possible because
they reduced the number of necessary grid points for DFT
calculation by interpolating the potential energy surface using
the method of Gaussian process regression. The correction
term M[{Q}] in eq 124 is estimated by training the feed
forward artificial neural network (ANN) with one hidden layer
containing 100 nodes. The results are summarized in Figure
26. The resulting root-mean-square errors in transition
frequency of the OH-stretch local mode are improved from
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63.4 cm™' of the spectroscopic maps to about 35 cm™' by
employing the A-machine learning approach. The RMSE of
0.0730 au of the dipole derivative of the OH-stretch mode by
the spectroscopic maps is reduced to as low as 0.0283 au by
the A-machine learning approach. We anticipate that the
genetic algorithm and machine learning approaches will be
useful for developing novel computational methods to
calculate various vibrational spectroscopic properties.

In a recently published paper by Kwac and Cho,** the
authors tried to directly apply machine learning approaches in
describing vibrational solvatochromism without employing any
established vibrational frequency maps. In that work, the
authors employed the feed forward and the convolutional
neural networks to describe the frequency shifts of the amide I
mode vibration of NMA in water and assessed the performance
of neural network models by comparing the results with those
of the differential evolution algorithm approach using the same
data sets. The data sets contain snapshots of molecular
dynamics simulation trajectories where a single NMA molecule
is surrounded by more than a thousand water molecules. The
corresponding frequency of the amide I mode of NMA for
each configuration is calculated by a QM/MM method treating
a selected number of nearest water molecules to the NMA
molecule with the QM method and the remaining water
molecules by classical force fields.

In applying ML methods to describe vibrational solvato-
chromism, it is important to employ a suitable set of
descriptors that properly represent the configuration of the
solute and solvent molecules and simultaneously satisfy
translation, rotation, and permutation symmetry. In that
work, the authors tried two different representations of
configurations of NMA in water: one is the atom centered
symmetry functions (ACSF),>*>*** which have been success-
fully employed in previous ML molecular dynamics simu-
lations, and the other is the terms of a polynomial function of
the inverse of interatomic distances already used in the DEA
approach.

The ACSFs consist of two-body radial and three-body
angular symmetry functions whose distance dependence is
described by a Gaussian function. In that work, two sets of
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ACSFs, denoted as ACSF-I and ACSF-II, which have different
parametrization so that the position and width of the Gaussian
functions, the behavior of decay to zero, the angular resolution,
and the position of the extrema are different between the two
sets. When feed forward neural networks having one or two
hidden layers are employed to describe the amide I mode
vibrational frequency shifts of NMA in water using the
carbonyl C atom of NMA and the O atom of water as the
interaction sites, any noticeable difference in the performance
is not observed between the ACSF-I and ACSF-II symmetry
functions. In both cases, the obtained test RMSE value is about
18 cm™". In contrast, a significant improvement is observed by
considering more of the interaction sites on the NMA and
water molecules. If we consider 6 sites (two methyl carbon and
the C, O, N, and H atoms of the amide bond) on NMA with
the oxygen and hydrogen sites of water, the test RMSE values
are 11.8 and 11.1 cm™" for ACSF-I and ACSF-II, respectively.

Next, the authors of that paper considered the terms of the
polynomial function as descriptors to be input to the feed
forward neural network. By considering the six sites on NMA,
two sites, O and H atoms, on water, and up to 14-order terms
of the polynomial functions, each of which has a form of

n
water

1

fZ,BI =

i=1 rA,Bi

(125)

where A represents one of the six sites of NMA and B; does O
or H atom of ith water molecule, r, 5 is the distance between A

and B, and n is an integer between 1 and 14, the authors
obtained the optimized parameters of the feed forward neural
network to give the test RMSE of 8.91 cm™), which is an
improved result compared to the atom centered symmetry
functions, ACSF-I and ACSF-II, employed in that work. In
addition to the feed forward neural network, the authors of
that paper also tried the convolutional neural network
(CNN),>*® which has been successfully applied to image
processing. They prepared the input of the CNN as a form of
matrix or third-rank tensor with the third dimension to be
unity using the terms of the polynomial function, as shown in
Figure 27(a). Figure 27(b) shows the process of the training of
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the neural networks using a plot of the training and the
validation RMSE as a function of the elapse of epochs where
one epoch corresponds to one cycle of processing all the data
in the training set to update the parameters of the network.
The optimized parameters at the epoch of the minimum
validation RMSE give the test RMSE of 8.56 cm™", which is an
improved result compared to the differential evolution
algorithm result. Thus, it is shown that the neural network
models for vibrational solvatochromism can work better than
the DEA method for the case of the amide I mode of NMA in
water.

5.4. Perspective

In solutions, the spectator molecule in question is often
solvated by a relatively small number of polar solvent
molecules that create varying electrostatic potential.'*%**"%*
The perturbing fields can also be applied in many
directions.””’~>*"** It is also possible to account for
molecular anharmonicity when the model gas-phase Hamil-
tonian with a polynomial expansion of anharmonic potential is
used and perturbed by external electric fields.”*" Subsequent
multivariate least-squares analyses of these model systems are
then performed to obtain the vibrational solvatochromic
parameters (or maps) for a given IR probe molecule, from
which the benchmark results could be reproduced. There are a
few reports showing that the vibrational map parameters
associated with the electrostatic potential or electric field can
achieve a high degree of transferability between solvent or even
solute molecules, without the need of additional reparamete-
rization.' ' 2?%23123¢ However, it is not clear to what extent the
universality is preserved, especially when the change of
environment is drastic. For example, put a probe in a
completely nonpolar solvent such as CCl, that has no net
molecular dipole moment. Since CCl; molecules are rather
unlikely to exert strong electrostatic fields around the IR probe,
one might expect very small frequency shifts. But the examples
of MeCN and MeSCN probes dissolved in this solvent show
very pronounced frequency red shifts that are roughly —10
cm™! relative to that in the gas phase, which is, in magnitude,
comparable to frequency shifts in water. This is just one
example showing the limitation of current approaches based on
physical approximations. Although electrostatic maps have
proven to be a powerful and efficient way to simulate IR
spectra of various IR probes in solutions and highly
heterogeneous environments such as proteins or nucleic
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acids, still it is necessary to refine theoretical models that are
capable of describing vibrational spectroscopic properties and
dynamics of complex molecules accurately.

Artificial intelligence (AI) and machine learning (ML)
approaches’””**® can be employed in developing more
accurate models of vibrational solvatochromism with similar
advantages as the differential evolution algorithm since those
ML methods are free from any preliminary physical
assumptions. Another advantage of the ML approach is the
flexibility in that we model the molecular interactions in a
nonanalytical form so that the functional form of the model is
also optimized. One challenging question is how to control or
optimize the complexity of models as in the differential
evolution algorithm to avoid the pitfall of overfitting in the ML
approach to model vibrational solvatochromism. Another
challenge is about how to reduce the size of the training
data set since the necessary number of sample configurations in
ML approaches can be significantly larger than that in the
previous studies of frequency maps obtained using physical
approximations. One of the other possibilities employing ML is
not directly modeling the vibrational frequency shifts, but
modeling the closely related quantities such as molecular
dipole or polarizability using ML approach and calculate the
vibrational spectrum from these quantities.”*” Finally, there is
an issue about how and what kind of physical insights we can
extract from such ML models of vibrational solvatochromism,
even though the procedures of the ML approach are driven
solely by data in training sets without any physical
assumptions.

5.5. Summary and a Few Concluding Remarks

In the present article, we have reviewed both the theoretical
and experimental works on vibrational solvatochromism,
vibrational spectroscopy, and their relations with intermolec-
ular interactions. Over the past two decades, technological
developments in coherent nonlinear vibrational spectroscopy
such as multidimensional electronic, IR, THz, IR—Raman, IR—
vis, vis—IR, and THz—Raman measurement methods have
enabled us to extract solvation-induced frequency shifts and
time-correlation of fluctuating frequencies of IR probes that are
site-specifically incorporated into a variety of chemical,
biological, and material systems. Due to the increased number
of IR probes and time-resolved vibrational spectroscopic data
sets, interpretive methods with atom-level chemical accuracy
have been needed and developed. Some of them are based on
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physical approximations, but more recent works show that
using a genetic algorithm, vibrational solvatochromism can be
described without relying on physical approximations.

One of the most successful approaches to quantitatively
describing vibrational solvatochromic effects on molecular
spectra is to use a vibrational frequency map for a specific IR
probe of interest, which is a semiempirical model using a set of
ab initio calculation results or spectroscopic data. Recently, a
Web site (http://frequencymap.org) has been created as a
repository site for vibrational frequency maps that have been
successfully used to quantitatively describe vibrational
frequency shifts and fluctuations of various peptide modes,
small IR probe oscillators incorporated into proteins and
functional materials, and so on. Although the theoretical
development of various vibrational frequency map approaches
is mainly motivated by experimental needs, rapid develop-
ments of vibrational frequency maps of localized modes of
molecules in condensed phases, vibrational coupling maps for
interacting vibrational modes, and vibrational transition
dipole/polarizability maps for determining the corresponding
IR/Raman transition amplitudes developed over the past
decades have been found to be amazing. There is no doubt
that judicious use of vibrational frequency map approaches
with state-of-the-art coherent multidimensional vibrational
spectroscopy will be one of the most useful methods for
studying structure and dynamics of chemical, biological, and
functional molecular systems in the future.
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