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Abstract—There is an increasing trend that enterprises out-
source their middlebox processing to a cloud for lower cost and
easier management. However, outsourcing middleboxes brings
threats to the enterprise’s private information, including the
traffic and rules of middleboxes, all of which are visible within
the cloud. Existing solutions for secure middlebox outsourcing
either incur significant performance overhead or do not support
incremental updates. In this paper, we present a secure and
dynamic middlebox outsourcing framework, SICS, short for
Secure In-Cloud Service. SICS encrypts each packet header and
uses a label for in-cloud rule matching, which enables the cloud
to perform its functionalities correctly with minimum header
information leakage. Evaluation results show that SICS achieves
higher throughput, faster construction and update speed, and
lower resource overhead at the enterprise and in the cloud when
compared with existing solutions.

Index Terms—Middlebox outsourcing; Stateful middlebox;
Packet transformer; Privacy-preserving; Label matching

I. INTRODUCTION

IDDLEBOXES are vital parts of modern networks,
Mranging from security appliances (e.g. firewalls and
Intrusion Detection Systems (IDSes) [1]) to performance
boosting devices (e.g. Web proxies and WAN optimizer [2]).
Reported in a study, enterprise networks employ a large
number of middleboxes [3]. While traditionally, middleboxes
have been deployed as dedicated hardware devices inside an
enterprise, the introduction of the Network Functions Virtu-
alization (NFV) technology [4] and the cloud services has
opened a new opportunity to outsource middleboxes to third-
party clouds. An initial effort [3] indicates that middlebox
outsourcing can be achieved without significantly impacting
performance. Recently, there are also some industrial compa-
nies and communities working on providing in-cloud traffic
processing capabilities [5][6][7].

However, it brings up an obvious concern about privacy,
because in the new model, both the cloud provider and the
middlebox provider may see the user’s traffic and the middle-
box rules, which may contain sensitive user information. For
example, rules of a firewall contain sensitive information such
as what traffic is not welcome, and its leakage could expose
a severe security hole.

How to perform generic computing in the cloud while
keeping the privacy of data has been studied extensively. The
introduction of the hardware enclaves (e.g., Intel SGX [8])
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provides a way to perform generic private computation; it
can verify the binary before running it and can encrypt data
before storing the data to enclave memory. However, this
approach assumes one knows the hash of a correct binary [9]
[10] and thus cannot prevent a curious middlebox provider
from leaving a backdoor in the middlebox. Moreover, current
implementations of enclaves still suffer from side channel
attacks [11].

In another approach, the user can encrypt packets before
sending them to the cloud/middleboxes, and previous works
have studied how middleboxes can perform computation over
encrypted data. These solutions are usually not generic, but
it turns out that most middlebox functionalities only need a
limited number of operations. For example, keyword matching,
which is widely used for intrusion detection, can be performed
efficiently over encrypted data [12][13].

One key challenge of the cryptographic approaches is
how to handle packet headers. Headers are involved in both
middlebox processing and traffic steering [14][15] (e.g., route
all HTTP traffic through firewall-IDS-proxy), which need to
detect whether or not an address lies within a range of values
(e.g., if a header belongs to a prefix). With traditional IP
addresses, one can implement such rule matching efficiently by
aggregating IPs from the same subnet, because they share the
same prefix. When headers are encrypted, however, such prefix
property is lost, and building a lookup table using keyword
matching, though possible, will create a memory explosion.
Moreover, because of the dynamic nature of the network, the
matching rules may change at runtime, and an ideal solution
should not incur a high overhead when network configuration
is changed. In summary, an ideal mechanism to handle packet
headers should achieve the following properties:

1. Security guarantee. The cloud and middlebox should
be able to fulfill its functionalities without learning the user’s
packet headers.

2. Low overhead. The mechanism should incur low pro-
cessing overhead at both the enterprise side and the middlebox
side, so that they can process packets at high speed. The
mechanism should not consume much extra bandwidth be-
cause cloud providers usually charge traffic redirected to the
cloud by volume.

3. Supporting incremental update. In modern networks,
operators frequently modify network configurations (e.g.,
rerouting traffic to backup middlebox instances; changing
the Access Control Lists (ACLs) of a firewall) to perform
tasks, ranging from traffic engineering to patching security
vulnerabilities [19]. SDN/NFV provides the ability to update
a middlebox instance or launch a new one and reroute traffic to
the new instance in a matter of milliseconds [20]. To support
frequent rule updates, an ideal secure middlebox outsourcing
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TABLE I: Comparison of existing secure middlebox outsourcing schemes.

mechanism should be able to update incrementally, i.e. the
overhead of performing such an update should be proportional
to the number of rules to be changed.

So far, none of the existing mechanisms can achieve all of
the properties shown in Table 1.

We design and implement a middlebox outsourcing scheme
SICS, short for Secure In-Cloud Service chaining. SICS
protects the private information of packet headers and rules
by only allowing packets with encrypted headers into the
cloud. However, encrypted headers cannot be used for for-
warding and middlebox rule matching. Inspired by the con-
cept of forwarding equivalence classes in packet forwarding
networks [21][22][23], SICS assigns a label to each encrypted
packet. Each label uniquely identifies the forwarding and rule-
matching behavior of the packet. Switches and middleboxes in
the cloud are also configured with label matching tables and
processing incoming packets based on their labels. To apply
forwarding equivalence classes for middlebox outsourcing,
there are key domain-specific challenges. First, middlebox
policies typically require a set of packets to go through a
sequence of middleboxes, which is called a service function
chain [24]. Those independently specified polices should be
efficiently combined for packets that are subject to multi-
ple requirements. Second, most middleboxes employ stateful
processing (e.g., a firewall allows an inbound packet if it
belongs to an established connection) and may modify packet
headers (e.g., a source NAT converts internal addresses to
external ones). However, forwarding equivalence classes can
only analyze forwarding behavior of static networks [25] and
cannot be directly used to handle the complexity and dynamics
in middlebox chaining.

To address these challenges, we first logically group packets
with the same middlebox processing chain and actions into
policy equivalence classes and thus we eliminate the need to
assign a unique label to every single flow. Second, building on
configurations for header transformation, we propose a label-
to-label replacement scheme. The new labels correspond to the
new modified headers and are used for subsequent processing.
Table I summarizes results from evaluations and compares
SICS with the four recent secure middlebox outsourcing
schemes in five desired properties: throughput, bandwidth
overhead, incremental update, service function chaining, and
security guarantee. SICS achieves all of the desired properties,
while every other design contains several weaknesses.

Note that SICS focuses on how to handle packet headers
securely. Middleboxes processing packet payloads can also
take advantages of SICS if the header privacy becomes a

concern. Similar to previous work [17], SICS is compatible to
existing secure Deep Packet Inspection (DPI) over encrypted
traffic and can be perfectly combined with existing methods
[12][13] to handle the whole packet securely.

The rest of the paper is organized as follows. In §II we
present related work. We introduce the system overview in
SII. We present our detailed design in §IV (the enterprise
side) and in §V (the cloud side). We show how SICS supports
frequent rule updates in §VI and analyze its security in §VIL.
We present the implementation of SICS in §VIII and our
evaluation results in §IX before concluding in §X.

II. RELATED WORK

APLOMB [3] and Jingling [26] are the pioneer of mid-
dlebox outsourcing. APLOMB demonstrates that the latency
inflation due to outsourcing is negligible. Neither of them
takes privacy issues into consideration. Blindbox [12] enables
equality based operations on encrypted payload of packets
for a specific class of middleboxes, DPI; However, it cannot
examine packet headers and/or perform range queries. Melis
et al. [16] model the behavior of common middleboxes and
proposed a privacy preserving middlebox outsourcing scheme
based on fully homomorphic encryption [27], which has very
poor performance. Meanwhile, it’s not clear whether the
mechanism in [16] can support function chaining. Embark [17]
presents the method PrefixMatch to hide the packet header
and rule information from the cloud. PrefixMatch uses the set
of processing rules to divide each header field into multiple
intervals and then it assigns a random IPv6 prefix to each
interval. At a local gateway, every header field of a packet is
mapped to a pseudorandom value of an IPv6 field separately
and the entire IP packet header is mapped to a new IPv6
header. PrefixMatch does not support incremental rule updates
and updating one rule requires all rules to be reconstructed,
which may take as long as 100s. Before that, packets are
still routed and processed as the old configuration which may
incur unexpected packet loss and inaccurate processing. From
a security perspective, such a field-by-field encryption scheme
is vulnerable to certain types of attack, such as chosen plaintext
attack. More details will be analyzed in §VII. Splitbox [18]
distributes a single rule to several virtual machines (VMs),
which reside on multiple clouds assuming an adversary cannot
corrupt all VMs simultaneously. Computation results from all
VMs are collected by a local middlebox and the final actions of
the packets are calculated at the local middlebox. It is difficult
for Splitbox to support service function chaining. Meanwhile,
Splitbox increases bandwidth overhead several-fold as it needs
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Fig. 1: The architecture of SICS

to send multiple copies of a packet to different VMs for the
same network function.

SafeBricks [9] and Shieldbox [28] are state of the art
enclave-based middlebox outsourcing solutions. Besides the
potential security threats from curious middlebox providers
and side channel attacks, they impact performance by around
15% across different in-cloud middleboxes due to the use of
SGX enclaves [9] and do not support incremental update.
Changing of service chains and provisions (e.g., number of
deployed middlebox instances) requires rebuilding the whole
enclave which takes a few minutes.

Some work [29][30][31] try to combine header based clas-
sifications and assign labels to packets for faster middlebox
processing. They mostly only apply to a single service chain
and focus on reducing processing time instead of traffic
privacy.

III. OVERVIEW

In modern networks, most middleboxes choose the appropri-
ate processing actions based on headers of incoming packets.
When a middlebox processes a packet, it finds a rule that
matches the packet header and follows the action of the rule.
Hence, rule information specifies the packet processing poli-
cies of the middleboxes. Both packet headers and rules contain
private information belonging to the enterprise network. To fa-
cilitate middlebox outsourcing without compromising privacy,
we design and implement SICS, a Secure In-Cloud Service
function chaining framework.

A. The SICS Outsourcing Architecture

As shown in Fig. 1, SICS contains three parties: an en-
terprise (middlebox user), middlebox providers, and a third
party cloud that holds in-cloud middlebox processing. The
middlebox providers set up middleboxes per request. The
enterprise configures and updates rules in these middleboxes.
The enterprise has a gateway that connects the internal and the
external network. All incoming packets to the enterprise will
be forwarded to the gateway. The gateway encrypts the packet
headers and payload and sends the packets to the cloud for
middlebox processing. The encryption can use symmetric-key
algorithms, such as the Advanced Encryption Standard (AES),
which can be performed in near line speed for 10Gbps links
[17]. The encryption key is only known by the enterprise. The
in-cloud middleboxes process packets following the service
function chains and then the cloud transmits the packets back
to the enterprise. The gateway decrypts the packets and sends
them to the internal network.

The key challenge in this architecture is how the in-cloud
middleboxes correctly match packets to rules given that the
packet headers are encrypted. To enable correct rule-matching,
SICS assigns each packet a label. The label represents all
behavior of the packet in the cloud, including to which
middleboxes the packet should be forwarded and in which
order, as well as which rules the packet should match at a
middlebox.

The operations on outgoing packets from the enterprise to
an external site are similar: before being transmitted over
the Internet, outgoing packets are encrypted at a gateway,
redirected to the cloud, and sent back to the gateway.

Note the SICS gateway does not encrypt the checksum or
TTL and instead adds a new checksum based on ciphertexts.
Middleboxes can recompute checksums as usual.

An optimization that saves on bandwidth and latency can
be adopted when communications are between two networks
belonging to a same enterprise or two enterprises that have
established a secure channel. After in-cloud processing, the
traffic can directly go to the destination site without sending
back since the same encryption key is shared by the two
networks.

B. Security Model

In our security model, we assume the cloud and middlebox
providers to be “honest but curious” [32]. They are honest
to perform their services correctly. However, they might be
curious to learn the user-configured processing policies at
middleboxes or peek at the traffic received. This security
model is practical and reflects the following real situations.
First, the cloud or middlebox providers will not interrupt the
normal cloud services because such an interruption will be
detected [33][34]. However, it is possible that the customer
data might be gathered and sold by disgruntled employees
[35][36]. Additionally, hackers may try to steal the customer
traffic and policy data [37][38]. SICS aims to protect the
enterprise network privacy from all these attacks. We do not
consider “active” attackers which manipulate customers’ traffic
maliciously.

SICS provides two security properties of middlebox out-
sourcing: (1) For an encrypted packet, the cloud and middle-
box providers should not be able to infer its packet headers
based on its in-cloud behavior. (2) The cloud and middlebox
providers should not be able to learn the plaintext of header
spaces specified by the enterprise’s processing rules. In SICS,
label assignment of packet headers does NOT need to be
collision-resistant. Distinct packets can be assigned with the
same label if they have identical behavior in the cloud. Distinct
flows can still be differentiated based on their encrypted header
fields if needed.

C. Middlebox with Label Matching

Label matching (known as label switching in layer 3 rout-
ing) is a technique of network relaying that is much faster
than traditional IP-header switching. Each packet is assigned
a label and the switching takes place after examination of the
label assigned to each packet. SICS applies label matching



to middlebox outsourcing which provides two promising ad-
vantages. It can simultaneously achieve privacy protection and
efficient packet processing.

Privacy protection of packet headers and rules. We
name the service function chain and middlebox rule matching
behavior of a packet as its cloud-wide behavior. A set of
packets that have the same cloud-wide behavior form a policy
equivalence class. In SICS, we assign the same label to
all packets belonging to the same policy equivalence class,
even if their packet headers are different. Given an encrypted
packet with a label, SICS prevents an attacker from obtaining
its original packet header. For example, # specifies a set of
packet headers, and packets whose headers fall in % share
the same cloud-wide behaviors. At the gateway, a packet is
assigned a label (A label is represented as a binary string,
e.g, “10110110”, whose value has no relationship to the
packet header) if its header belongs to h. The length of a
label is determined by the total number of policy equivalence
class. A label only includes two types of information: 1)
which middlebox the packet should visit in the cloud, and
2) which action a middlebox should apply to this packet.
The rule tables at the in-cloud middleboxes consist of label-
matching entries as opposed to header matching entries. In
this way, neither the cloud nor middlebox providers can learn
the original middlebox processing policies with respect to the
packet headers.

Note that label matching does not protect packet behavior,
such as forwarding and middlebox actions. These are known
to the cloud no matter what type of protection is used.

Efficient table lookup. Label matching can achieve better
performance compared to the traditional header based match-
ing (e.g., IPv4 header), especially in software middlexboxes
running on general-purpose servers: (1) A label corresponds
to a policy equivalence class and may cover multiple header
ranges, the number of entries in a label matching table could
be much smaller than that in a header matching table. In
our experiment, a rule set with approximately 100K header
matching rules of a function network is converted to less than
250 labels. (2) With a properly designed hash table, label
matching can achieve O(1) lookup time, without the use of
specialized hardware such as TCAM. (3) Label matching adds
little per-packet bandwidth overhead. In our experiments, a 16-
bit long label is sufficient to represent cloud-wide behavior in
a network with nearly one million rules. The label can be
placed in the options field in IPv4 protocol header.

While the use of label matching is not new in a general
networking, our specific contributions lie in the design of
header space mapping in the context of secure middlebox
outsourcing.

D. Design Framework

Fig. 2 shows the system model of SICS. Those modules
run on a controller in the enterprise network. At runtime,
the enterprise network administrator decides middlebox pro-
cessing rules and the service function chaining requirements
based on the business objective of the enterprise. The rule
preprocessing module takes these rules and specifications
as input and converts them into label-based rules. A SICS
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Fig. 2: The system model of SICS

gateway is constructed which assigns labels to packets based
on the header space mapping relationship. To simplify in-cloud
deployment, the controller then creates an abstract function
network which includes configurations for all middleboxes and
an abstract switch that is connected to all middleboxes. For
each middlebox, there is a rule table identifying the action
applied to each packet based on the label. The abstract switch
is equipped with a forwarding table. Besides label and output
port entry, the forwarding table has an extra entry classifying
packets based on their input ports. The input ports are used
to identify the segment in the service function chain that the
packet is currently in. The abstract switch determines the next
hop of a packet based on its label and input port.

The abstract function network can be easily mapped to
the configurations of a practical deployment in the cloud that
ensures packets are processed by required middleboxes in a
specified sequence. Configurations are sent to the cloud from
the enterprise using a VPN tunnel. When there exist processing
policy or rule changes, this procedure is called repeatedly
to update both the enterprise gateway and the middleboxes
running in the cloud.

IV. ENTERPRISE MODULES OF SICS

To enable secure middlebox outsourcing, SICS dynami-
cally maps the header spaces specified by the middlebox
processing policies to labels at the enterprise gateway. To
keep the complexity low and maintain scalability, the gateway
performs only inexpensive per-packet operations, which are
parallelizable. In this section, we present the design of three
key modules at the SICS enterprise side.

A. Rule Composition

The rule composition module takes the service function
chain requirements and the middlebox processing rules as its
input and implement its functionality in two steps.

It first combines different service function chain require-
ments and determines the overall service function chains
for each set of packets. A service function chain requires
that a class of packets must be processed by a number of
middleboxes in a designated sequence. For example, all HTTP



Algorithm 1: Compute equivalence classes for mid-
dlebox chaining requirements.

Input : Predicates of service function chain
requirements (P; for i =1,...,m).
Output: A list of predicates F = {f1, f2,...fa}-
1 71 =0, =9, Ti.add(Py), Ti.add(—P;)
2 for i=2 to m do

3 for each f €7, do

4 if fAP; # false then
5 | T.add(f AP)

6 end

7 if f A —P; #false then
8 | Tz.add(f A —P;)

9 end

10 end
11 Ti=ThT,=92
12 end
1B F=T
14 Return F

packets should go through IDS — Proxy. Packets from an
internal site should be processed by NAT — Firewall. A
service function chain is formulated with respect to a set of
packets, specified by their packet headers, represented as a
predicate P. P specifies the set of packets X for which P(x)
is true for a packet x € X. A packet may relate to multiple
service function chain requirements and needs to be processed
by all the middleboxes included in those chains. Consider m
service function chain requirements: (P;,¢;,r;), fori=1,...,m.
For the i-th requirement, let P; be the predicate specifying
the set of packets, ¢; be the sequence of middleboxes, and
r; be the priority which is provided by administrators to
determine the order of middlebox processing when two chains
are combined. Requirements are listed in descending order of
priorities. To ensure that packets are processed by all required
middleboxes, SICS uses Algorithm 1 to calculate a set of
middlebox chaining equivalence class, each of which specifies
a set of packets with an identical service chain.

The output of Algorithm 1 is a list of predicates F =
{f1,f2,---fn}. The conjunction of any two predicates in F
is false (referring to an empty set). Therefore packet sets
specified by any two predicates have no intersection. Each
predicate f; corresponds to a service function chain, which
can be obtained by concatenating c; of P;, if the conjunction
of f; and P; is not false. The order is determined by their
corresponding priorities.

Based on the combined service chain requirements, the
rule composition module generates the forwarding table at the
abstract switch to steer traffic along the required middleboxes
in a sequence. Based on the input port field, we can partition
the forwarding table into sub-tables. In each sub-table, we
calculate one predicate for each output port by combining
corresponding packet header prefixes or ranges. In our im-
plementation, by representing packet sets as predicates, the
merge operation can be performed efficiently using graph-
based algorithms with Binary Decision Diagrams (BDDs) [39].

NAT

PI'OXy

F

[1,3]:

I J I (3,7]: 2
Ingress % e  Egress ==
(7,10] :--|_.I_,
(@)
Input a ' Input b i Input ¢ ! Input d
Header | Output | Header Output || Header Output || Header Output
space port : space Port i space Port : space port
[1,3] c I 03] e || L3 b ol -
(7] bl 3.7 a | - (3.7 e
(7,10] b (7,10] d (7,10] e (7,10] c
other e other e other e other e
| © |
Header | Output || Header | Output ||| Header | Output || Header | Output
space port || space Port [| space Port || space port
[1,3] ¢ | Gao d | 3 bl @0 ¢
(3,10] b i other e i other e i other e
other e i - i - i -
T T T
1 I(d) 1

Fig. 3: (a) An abstract function network. (b) Service function
chain requirements. (c¢) Original forwarding table. (d) Merged
forwarding table.

With predicate aggregation, there exists at most one predicate
per output port in each sub-table. We use the example shown
in Fig. 3 to illustrate this process. Fig. 3(a) is an abstract
function network with three middleboxes. All middleboxes
are connected by an abstract switch with five ports. Port b,
c and d are used to link the middleboxes and port a and e are
ingress and egress ports. Fig. 3(b) shows three sample service
function chains. The set of packets in each chain is specified
by an integer range. ! Fig. 3(c) is the original forwarding table
at the virtual switch that steers traffic across the middleboxes
according to the service chains in Fig. 3(b). From Fig. 3(c),
we see that many items in each sub-table share the same
output port. This allows us to reduce the size of each table by
merging ranges which have the same output port. The resulting
forwarding table is shown in Fig. 3(d). We reduce the total
items in the forwarding table from 14 to 9.

The second step of the rule composition module is com-
bining user-configured middleboxes processing rules which
are created locally either by the network administrator or
middlebox providers. We define the middlebox rules with the
3-tuple: (P;,b;,r;), where P; denotes the predicate from the i-
th rule, b; is the action performed on packets matching this
rule and r; is the priority. We sort all rules at a middlebox
in descending order with respect to priorities. When a packet
is checked against the rules at a middlebox, it is matched
by the first rule whose predicate evaluates to true. We use
Algorithm 2 to convert the rules of a middlebox to a list
of predicates F = {f1, f2,...fx}, each of which specifies the
packets sharing the same behavior at the middlebox, where n
is the total number of distinct behavior. For example, a firewall
may have a predicate specifying packets allowed by the ACLs

'In our implementation, all packet sets are converted to predicates and
represented by binary decision diagrams (BDDs) [39]. Here we use integer
ranges for simplicity.
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and another predicate specifying the ones denied.

Algorithm 2: Compute a predicate for each action.

Input : Sorted processing rules at a middlebox (P; for
i=1,...m)
Output: A list of predicates F = {f1, f2,..-fu}
1 for j=1 tondo
2 ‘ fj < false
3 end
4 valid < false
s fori=1tomdo
6 if P; shares the same action as f € F then
7 < fV(PiAN-valid)
8 valid < valid v P;
9 end
10 end
11 Return F

B. Header Space Mapping

After rule composition is performed, we obtain a list of
predicates for each middlebox and the abstract switch. Pred-
icates from a box can be seen as a partition which divides
the packet header space into several disjoint sub-spaces, each
with the same action. If we place predicates from all of the
boxes together, the partition of the header space will become
combinatorically finer due to the intersection of predicates
from different boxes.

Fig. 4 shows an example illustrating the process of placing
predicates from two boxes into a single header space. Each
predicate is associated with two header fields®. Five predicates
P ~ Ps from the two boxes are placed together in one packet
header space. Then, the header space is partitioned into 15
blocks. Each block represents a set of headers belonging
to the same set of predicates. The packet headers within
one block will match the same set of predicates and exhibit
identical behavior at all boxes. Therefore, they have the same
cloud-wide behavior and hence belong to the same policy
equivalence class. Note that a policy equivalence class is not
necessarily a single block. Blocks that are specified by the
same set of predicates belong to the same equivalence class.
As shown in Fig. 4, the original predicate P; is divided into
three segments. The right and left segments are only covered
by P; and form an equivalence class a;. The segment in the
middle is covered by both P; and Ps and forms an equivalence
class ay. In total, the partition of 15 blocks forms 6 equivalence
classes represented by aj ~ ag.

To obtain the policy equivalence classes, SICS reuses Algo-
rithm 1 given a list of predicates. At this time, the input is the

’In practice, a predicate may be defined over multiple fields, e.g., 5-tuple
in TCP/IP packets. Here, we use two dimension headers as an example.
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Fig. 5: An example Abstract Function Network

set of predicates from all middleboxes and the abstract switch.
The set of policy equivalence classes has two key properties:
(1) Packets within the same class have identical cloud-wide
behavior. That is, these packets will traverse the same sequence
of middleboxes and have same behaviors at each middlebox
in the network. (2) Each input predicate is equal to the
disjunction of a subset of policy equivalence classes, shown
in Fig. 4 where P =a; Vaq and Ps = a3 VasVas.

SICS maps packet headers within an policy equivalence
class to one label. In the rule tables of the in-cloud boxes,
predicate P is represented as a set of labels, which are
determined by the subset of policy equivalence classes whose
disjunction is P.

C. Example

We show an example abstract function network configured
with labels in Fig. 5. The abstract switch is divided into four
separate switch instances with each connecting to a single
middlebox. We have two flows A and h,. Flow h; is required
to go through a firewall, a NAT and a load balancer, while flow
hy should go through a proxy. For simplicity, we assume the
sets of predicates for all middleboxes and switches in Fig. 5
have a similar partition of the packet header space as in Fig. 4.
For example, switch §; has two predicates that specify the
same partition as Py and Ps. Ps specifies the set of packets
that are forwarded to the firewall and other packets specified
by P, are forwarded to S3. The NAT has three predicates
which specify the same partition as P; ~ P3. Packets matching
P are translated to packets specified by P,. P; represents a
default drop predicate. The set of policy equivalence classes
are still a; ~ ag as in Fig. 4. h; and h; belong to the packet
sets specified by a4 and aj, respectively. Relevant entries
for the two flows are shown in the label matching tables of
middleboxes. The two forwarding tables are for switch S and
S4. From the figure, we can see packets in i (red arrows)
will be forwarded to and allowed by the firewall. After that,
the label is changed to as and then ap by the NAT and the
load balancer sequentially based on label replacement actions.
Details on label replacement are presented in § V-B. Finally the
packets are forwarded to the egress by S4 with the label a;.
Similarly, packets in hy (greed dotted arrows) are processed
by the proxy before they are sent back to the gateway. Note
the input port field at a switch is necessary when incoming
and outgoing packets share the same label.



D. Packet Classification

To assign labels to packets, the gateway determines to
which policy equivalence class a given packet belongs. Policy
equivalence classes can be represented as the conjunction of
input predicates. SICS uses all predicates obtained from the
rule composition module to build a packet classifier, using
the algorithms in [25][40]. The proposed classifier includes a
binary tree whose root has a predicate P;. At level i, the 2/
internal nodes each has a predicate P;. Starting from the root,
at each internal node, the input packet header is evaluated
by the predicate of the node. If the result is true, the packet
continues to be evaluated in the left sub-tree. Otherwise, it
goes to the right sub-tree. A leaf node represents an policy
equivalence class and the set of packets that can reach this leaf
belong to the policy equivalence class. In practice, for a tree
constructed by k predicates, its height is considerably lower
than k and the number of leaves is significantly smaller than
2%, The reason behind this observation is that conjunctions of
a large number of predicates are are false and specify empty
sets of packets, no new node will be created. More importantly,
using the methods in [25], the classifier supports incremental
updates when there exist policy changes. For example, new
predicates can be added at the bottom of the tree with little
overhead.

The gateway classifies packets into one of the policy equiv-
alence classes, with each has a unique cloud-wide behavior.
This corresponds to the provable coarsest refinement of packet
header space and thus can be used to provide best computation
time and space performance of the gateway.

V. IN-CLOUD MODULES OF SICS

SICS aims to protect the privacy of packet headers for in-
cloud middleboxes. To also hide packet payload (e.g., keyword
matching in intrusion detection), SICS can be combined with
recent work of secure DPI [12][13].

Note that for very simple middleboxes, such as a stateless
firewall blocking certain IPs, the gateway can fulfill its task
when computing the label, packets that only traverse these
middleboxes are processed locally and do not need to be
redirected to the middleboxes running in the cloud. However,
we observe many middleboxes involve expensive operations
and for this reason enterprises tend to outsource them.

A. Stateful Middlebox

So far, SICS gateway identifies the cloud wide behavior of
a packet solely based on an equivalence class obtained from
the rule preprocessing phase. However, unlike switches or
routers, common middleboxes conduct stateful functionalities
(e.g., bidirectional firewall and address translation [41][42],
stateful load balancing [43][44]) and use advanced statistical
techniques to detect and prevent potential security threats
(e.g., flood protection [45][7]). For an incoming packet, most
stateful middleboxes first check if the packet belongs to an
existing state, if it does, it will be applied with the action
corresponding to the state. Otherwise it is searched against a
rule table and processed based on the first entry it matches.
Such functions can be resource-consuming since they need

to maintain a separate state for every single connection.
Since such functions rely on per-connection states, in-cloud
middleboxes should be able to recognize packets of the same
connection based on encrypted packet headers.

In SICS, all header fields are encrypted as a whole to
provide high security guarantee and thus cannot be used to
identify packets of the same connection. To support per-
connection states, SICS adds a 32-bit connection identifier
to each packet based on a pseudorandom function. In our
prototype, prf is implemented using AES and truncated to
32 bits.

I. = prf((IPS"CHportsrc) * (IPdﬂ”portdst))

Using the equation above, the inbound and outbound packets
of the same connection will have the same identifier. By
conducting experiments using a real dataset [46], we observe
that the probability that two packets from different connections
having the same identifier is negligible. Note adding an iden-
tifier to recognize packets of the same connection is a general
approach that can be applied to other middlebox outsourcing
work, such as Embark [17] and Splitbox [18].

Algorithm 3: Compute equivalence classes after
adding header transformers.

Input : A list of predicates P and a set of packet
transformers 7
Output: A list of predicates F = {f1, fo...fu}
1 F+EC(P), P+ F
2 for T € T and f; € F that can be transformed by T do
3 | P+«PUT)
4 end
s F«<EC(P), P+ F
6 for each deterministic T € T and f; € F do
7 Compute the set B = {b1,b2,...b;} C F whose
disjunction is T'(f;)
8 | R« {T!(b;)| for each b; € B}
9 P+~PUR
10 end
u F«+ EC(P)
12 Return F

B. Header Transformer

In SICS, a single label is sufficient to guide all rule matching
behavior of a packet if it does not traverse middleboxes
that modify packet headers. As shown in Fig. 5, header
transformers such as NAT, load balancer may modify packet
headers. When a packet goes through a header transformer,
the behavior of the packet at downstream boxes is determined
by its new header. With label matching, the subsequent packet
behavior must be determined by the new label corresponding
to the new header. Hence, middleboxes must be able to assign
new labels to packets they have just modified without ever
learning their headers.

To address the above problem, we design a label-to-label
replacement scheme. A packet transformer maps an input
packet set to an output packet set. For a packet transformer T
and a predicate P specifying its input packet set, T (P) denotes
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the transformed predicate specifying the output packet set.
More specifically, given a predicate P, T(P) can be calculated
by replacing constraints on corresponding header bits. For
example, a transformer for a four-bit prefix 11 %* modifies
the second bit from 1 to 0. This operation can be modeled
by applying existential quantification and conjunction of the
new constraints to the second bit. The transformed predicate
represents prefix 10%x. Similarly, 7~! can be calculated using
the inverse process. SICS supports both deterministic (e.g., one
to one mapping from a prefix to another) or non-deterministic
(e.g., randomly choose a new address from a given prefix)
packet transformers.

Header transformers may produce new policy equivalence
classes. Given a list of predicates P, we extend Algorithm 1
to calculate the new set of policy equivalence classes, de-
noted as EC(P), when header transformers exist. As shown
in Algorithm 3, a new set of policy equivalence classes is
calculated after a set of transformed predicates are added (line
5). For a transformer T, the transformed predicate T(f;) for
a policy equivalence class f; is equal to the disjunction of a
subset of equivalence classes B = {b1,b2,...b;}. If T is non-
deterministic, a packet in the packet set specified by f; is
randomly transformed into a packet that belongs to either one
of equivalence classes within 3. However, if T performs a
one-to-one mapping, a transformed packet must belong to a
deterministic policy equivalence class. To decide into which
equivalence class a packet should be transformed, lines 6-11
of Algorithm 3 calculate the inverse predicate for each b; € B
and update the set of equivalence classes. Then, each deter-
ministic transformer has a one-to-one mapping for all policy
equivalence classes. With the refined set of policy equivalence
classes, SICS can easily build a label replacement table for
each header transformer. Upon receiving a packet with a label
that can be processed by the transformer, a non-deterministic
header transformer randomly modifies the label to one of the
multiple labels, whereas a deterministic header transformer
always conducts a unique label replacement action. We revisit
the example in Fig. 4 to illustrate how Algorithm 3 works.
As shown in Fig. 6, originally there are three predicates P,
P3; and Py, producing four equivalence classes aj, a3, a4 and
ag. We assume a NAT with a transformer 7 modifies headers
from P; to P». Following the line 3 ~ 5 in Algorithm 3, a
new set of equivalence class is obtained a; ~ ag. To build the
label replacement table, line 6 ~ 11 calculate the reverse of
transformed predicates and check whether a new equivalence
class is produced. In Fig. 6, no new equivalence class is added
since T~ (a2) = a; and T~ '(as) = a4,

In addition to replacing labels, the middlebox also assigns
an index corresponding to the modified header, e.g., an index

for an IP in a prefix stored at the gateway. When the gateway
receives a packet with such an index, it restores the modified
header fields.

To keep the connection identity, a header transformer main-
tains a mapping from the newly assigned header/index to the
original connection identifier. For reverse packets, the gateway
does not encrypt assigned header fields (e.g., random port
number ranges assigned by a NAT). Upon receiving packets
with the same assigned header fields, the transformer restores
the connection identifier. So the same processing policy is
applied in subsequent middleboxes.

C. Case Studies

Next, we use a proxy and a firewall-NAT chain as examples
to discuss how SICS combines the two techniques above to
support more complex real-world middleboxes.

Proxy. An HTTP proxy accepts a TCP connection from
a client, decides whether it is a hit or miss by looking up
the URL in the local cache. (a) Hit: The proxy creates a
reply packet with encrypted headers from the request packet
as well as the requested content. It also adds an address index
pointing to its own address to indicate it is a proxy reply
packet. When the gateway receives the reply packet, it decrypts
the packet header and restores the source and destination
addresses of the packet. (b) Miss. The proxy creates a new
request with the same encrypted headers. The proxy adds an
address index pointing to the server which is configured for
the requested URL. When the packet bounces back to the
gateway, the gateway decrypts the packet header and replaces
the destination address with the server’s address. In the reverse
direction, reply packets from the server are encrypted and
received by the proxy. The proxy caches the replied content
and sends the content back, as in case (a). During this process,
packets are forwarded and processed by the proxy in the cloud
without exposing the headers.

Firewall-NAT. We consider a firewall-NAT chain that ex-
amines packets headers. The NAT function can be divided
into two categories: source NAT and destination NAT. A
source NAT translates the headers of connections initiated
within internal networks, while a destination NAT applies to
connections started from outside networks.

For a packet initiated within the inside network, the firewall
first applies its label-based ACLs and stores the connection
identifier if the packet is allowed. Then, the NAT adds an index
for a reserved external IP, a random port number and assigns
a new label to the packet based on the label replacement
table. Note header transformers may break the connection
identity between outbound and inbound packets. To make the
connection reversible, the NAT maintains a mapping from the
newly assigned port number to the packet’s original encrypted
headers as well as the connection identifier. Before packets
are sent out to external networks, the gateway decrypts and
restores the header fields assigned by the source NAT. For a
reverse packet, if the destination port belongs to the range
of random port numbers assigned by the source NAT, the
gateway encrypts the packet and places the port number in
the options field of the packet. Using the port number, the



NAT restores reverse packets with the corresponding origi-
nal encrypted headers and the connection identifier. So the
same processing policy is applied to reverse packets at the
firewall. Packets initiated from outside networks have similar
processing schemes, except that a destination NAT maintains
a deterministic one-to-one mapping from a public address to
a private address.

VI. UPDATE OPERATIONS

Overload is a common cause of middlebox failures [47].
Traffic should be steered across different middlebox instances
dynamically. Service function chain requirements and middle-
box processing rules are also changing constantly to meet
the new costumers’ needs or reduce security threats. All
changes in traffic processing result in rule updates at the
enterprise and on the cloud sides. To keep the correctness
and performance of in-cloud processing, it is necessary for a
middlebox outsourcing framework to support incremental rule
updates with low latencies. A rule insertion or deletion can
be converted to predicate changes [22]. If there are predicate
changes after the rule updates, SICS performs the following
methods to update both the enterprise side and the in-cloud
boxes.

Update at the enterprise side. SICS starts by updating
the packet classifier at the gateway. When a new predicate is
added, SICS adds the new predicate to the bottom of the packet
classifier. If the update produces new equivalence classes,
the packet classifier starts to classify packets to the new set
of equivalence classes. When existing predicates are deleted,
SICS updates the set of equivalence classes by merging
the equivalence classes if they identify the same cloud-wide
behavior. Updates to the classifier can be executed very fast.
In our experiments, the average cost of adding/deleting a
predicate is less than 0.5 ms.

To figure out the update schemes of in-cloud boxes, the
enterprise controller maintains a representation list for each
predicate. This list includes all equivalence classes whose
disjunction is equal to the predicate. In the example shown in
Fig. 4, the representation list of Ps is {a3,a4,as} and for P it
is {ay,as}. Representation lists of predicates are maintained
dynamically, so when the list of a predicate is modified, the
controller sends update instructions to the in-cloud box which
produces the predicate.

Update in the Cloud. In SICS, a rule update in the cloud
consists of the updating of the rule tables (hash tables) at each
middlebox and the abstract switch. The forwarding table of the
abstract switch is partitioned into several sub-tables which are
updated independently. When a new equivalence class is added
into the representation list of a predicate, its label-action pair
is inserted into the rule table of the in-cloud box that produced
the predicate. Here, the key is the label which corresponds to
the policy equivalence class and the value is the action of the
predicate. In contrast, a label-action pair is removed from the
rule table when the corresponding equivalence class is deleted
from the representation list of the predicate.

The connection states maintained in the stateful middle-
boxes will not be disrupted during an update since states are
identified by encrypted packet headers or connection IDs.

Maintaining Processing Consistency. Rule updates need
to be treated carefully. Any inconsistency in state between
the gateway and the boxes in the cloud may lead to incorrect
middlebox processing. To maintain per-packet consistency, the
controller first calculates the incremental rule update schemes
for the enterprise gateway and boxes involved in the cloud.
During this time, the gateway and in-cloud middleboxes con-
tinue to encrypt and process traffic according to the old rules.
Once the update schemes are determined, the gateway buffers
incoming packets until all in-cloud packets finish processing
in the cloud (The buffering time is bounded by the packet
processing time, which is typically hundreds of milliseconds
[3]). Then, the gateway and in-cloud boxes install updates and
start processing new packets. To maintain flow consistency,
ongoing flows should continue traversing the original sequence
of middleboxes while they are updating. SICS employs the
migration avoidance mechanism in [48]. New flows are steered
to new middlebox instances while existing flows are still
processed by old ones.

VII. SECURITY ANALYSIS

SICS converts IP prefixes and other header spaces from
middlebox processing rules to a list of predicates. Each
predicate is represented as a set of labels that are used as
matching fields to enable in-cloud functionalities. Labels do
not leak size, order or borders of header spaces specified
in the rules. The cloud is unable to learn to which field of
the packet header a match corresponds. Labels at in-cloud
middleboxes are updated independently and the information
about header spaces represented by these labels cannot be
inferred from updates. A gateway encrypts packet headers and
assigns a label to each packet in order to identify its in-cloud
processing. In this case, given an encrypted packet with a
label, its original packet header cannot be reversed from the
label. For any two packets that are assigned the same label,
the cloud is limited to learning that the two packets have the
same cloud-wide behavior, but prevented from determining
any other information about their orders or values.

Information leakage. From an information-theoretic point
of view, information leakage of a communication system is at
least logyN bits, where N is the number of observable equiv-
alence classes [49]. In the context of SICS, each equivalence
class identifies a cloud-wide behavior, which is represented
by one label. The label instructs the in-cloud boxes to process
the packet as configured. With fewer number of cloud-wide
behaviors, the cloud may not be able to correctly perform
its functionalities. In this sense, SICS achieves minimal in-
formation leakage. On the other hand, Embark employs a
field-by-field encoding to convey the information about how
packets should be processed in the cloud. The set of cloud-
wide equivalence classes are the Cartesian product of per-field
equivalence classes. Consequently, Embark exposes a larger
number of observable equivalence classes and hence more
information leakage.

Next, we demonstrate that the security of SICS is stronger
than the PrefixMatch in Embark [17] under two attacks.

Chosen Plaintext Attack. A chosen plaintext attack allows
an attacker to determine which plaintext message is encrypted



into an input ciphertext message. We assume that an attacker
(e.g., the cloud itself or a hacker) selectively sends sample
packets to the gateway and observes their cloud-wide behav-
ior, attempting to figure out the plaintext of the rules at a
middlebox. PrefixMatch adopts a per-field encryption scheme
where prefixes or ranges for each header field are encrypted
separately. For an encrypted prefix or range, the attacker
knows to which field of the packet header the prefix or range
corresponds. The plaintext of the encrypted prefix or range
can then be obtained by traversing the entire search space of
that field.

An example of such attack is the following: for the desti-
nation port field in the packet header, PrefixMatch encrypts
a port number interval [s,e] to a random interval [S,E].
All port numbers falling in [s,e] are encrypted to values in
[S,E]. Knowing the interval [S,E], it takes an attacker at
most 2'¢ queries (e.g., sample packets with a destination port
traversing from 0 to 2'°) to find all port numbers in [s,e],
where 16 is the length of the port field. Now the attacker
has successfully deciphered the encrypted interval [S, E] in the
cloud. In addition, when a future packet matches the interval
[S,E], the attacker learns that the original destination port of
the packet falls in [s,e]. Similarly, the attacker could learn
mapping relationships for other fields. Since a chosen packet
header can test each header field simultaneously, the number
of required queries to decipher all header fields is determined
by the length of the longest header field. For a 5-tuple, the
longest header field is 32 bits. So it takes at most 232 queries
to decipher a 5-tuple based ruleset which is encrypted using
PrefixMatch.

As described in §IV-B, SICS encrypts packet header fields
as a whole. This means all packet header fields are involved in
the header space mapping process, i.e., the label of a packet is
determined by all of the bits in its header. When considering
the same attack just described, we clearly see the benefit of
SICS which require 2'% queries to decipher, a significant
improvement over PrefixMatch’s 232. PrefixMatch cannot be
modified to encrypt all fields as a whole since the encryption in
PrefixMatch is based on comparing per-field values of packets
and the endpoints of rules.

Frequency Analysis Attack. Frequency analysis is a clas-
sic inference attack that has been historically used to recover
plaintexts from substitution-based ciphertexts, and is known to
be useful for breaking deterministic encryption. In frequency
analysis, an adversary acquires knowledge of the frequency
distribution of plaintext messages (e.g., via unintended data
release or data breaches), counts the frequency of ciphertext
messages and maps each ciphertext to the plaintext in the same
frequency rank. To conduct frequency analysis, we assume the
cloud is able to obtain the plaintext enterprise traffic from a
previous time period and tries to infer the current encrypted
traffic using the previous frequency distribution. To prevent
frequency analysis, SICS adds randomness to the encryption
of the original packet headers and the connection identifiers
by changing the seed for symmetric key generation and the
pseudorandom function after a certain time period. In SICS,
it is not useful to add randomness to the labels of packets.
For example, if a new label is assigned to a packet when
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Fig. 7: SICS software architecture

the behavior of the packet does not change, the cloud can
easily determine the new label is equivalent to the old label
because they specify the same cloud-wide behavior. However,
frequency analysis only achieves low inference accuracy in
SICS. One reason is that because a label in SICS covers a
range of packet headers, the cloud cannot infer the frequency
of each single packet header using the frequency of the label.
Another reason is that the frequency analysis is sensitive to
label updates that occur during middlebox load balancing and
the changes in processing policy over time. An update to a la-
bel can change the frequency rank of multiple labels, including
the label itself as well as other labels with similar frequencies.
In contrast, PrefixMatch uses a one-to-one deterministic header
mapping which is less secure in terms of frequency analysis.

VIII. IMPLEMENTATION

We have built a SICS prototype in our laboratory using
middleboxes running in the Amazon Virtual Private Cloud
(VPC) [50] and a gateway running on a general purpose
desktop computer with eight cores, 3.20 GHz Intel Core i7-
6700 Processor and 32GB memory. The gateway redirects
traffic from another machine of the same model connected
with a 10GbE link.

Fig. 7 shows the software architecture of SICS. The en-
terprise side consists of two layers: a control layer and a
tunnel layer. The control layer takes the service function chain
requirements and processing rules of the middleboxes as its
input to calculate an abstract function network. When there are
changes, the control layer updates the packet classifier in the
tunnel layer and calculates the necessary updates in the cloud.
Then, it sends batched update instructions to the middlebox
instances running in the cloud. The tunnel layer, built on
Intel’s DPDK [51], acting as a gateway, performs packet
manipulation, header encryption and VPN tunnels connecting
remote instances in the cloud.

On the cloud side, the abstract function network can be eas-
ily converted into a practical deployment within the Amazon
VPC. SICS supports all header-related in-cloud functions (e.g.,
firewall, NAT, traffic steering). We implemented middleboxes
using Click [52] and rule tables using the Cuckoo hash table
[53][54]. To enable in-cloud middlebox chaining, SICS adds
an adapter layer which holds a sub-forwarding table from the
abstract switch at each middlebox instance. Based on their
labels, the adapter decapsulates incoming packets for current
processing and encapsulates outgoing packets with the address
of the next middlebox.



A possible limitation of SICS is that SICS employs label
matching which requires modifications to the existing header
matching based middlebox implementations.

IX. EVALUATION

We now investigate the performance of SICS at both the
enterprise side and in-cloud middleboxes.

A. Enterprise-side performance

1) Gateway: We first evaluate the performance of the SICS
gateway. For most experiments, we use a synthetic workload
generated by the Pktgen traffic generator powered by DPDK
[55]. We create an abstract function network using Stanford
dataset [46] with three types of middleboxes: firewalls, source
NATs and destination NATs. A destination NAT is used to
implement a L4 load balancer. The Stanford dataset has 16
routers (2 backbone routers connected to 14 zone routers)
with 757170 IPv4 forwarding rules and 1584 ACL rules.
Firewalls can be placed on any router. For each firewall, we
randomly select ACLs from the ruleset and shuffle the order
to achieve different security policies. NATs are added to the
dataset connecting zone routers to private subnets. For each
NAT added, we use a different public IP address for the
newly created port of the zone routers and a different private
prefix for the subnet. A subset of forwarding rules are used
to steer traffic along middlebox chains. We vary the number
of middleboxes from O to 16 with the total number of rules
increasing from 100K to 800K to show how the performance
of SICS is affected by the network size. We compare the SICS
gateway with PrefixMatch in Embark [17] since PrefixMatch is
the only existing cryptographic approach that supports service
function chaining. We report the median of 10 iterations for
each experiment.

Construction time. Table II shows the construction time
of the gateway with respect to the network size. For SICS,
rule composition accounts for the most of the overhead while
computing equivalence classes and constructing the packet
classifier can be finished in tens of milliseconds. In Embark,
the time cost is the time to construct the data structure for
PrefixMatch. The PrefixMatch structure in Embark works only
on one header field, so PrefixMatch needs to be run for every
header field, one after another. In Table II, we see that the
time cost of PrefixMatch in Embark is at least 5 times larger
than SICS for all six network sizes. The reason is that the total
number of sub-intervals for each header field in PrefixMatch is
much larger than the number of policy equivalence classes in
SICS. For example, the test network with 100K rules produces
approximately 200 equivalence classes; whereas the number of
sub-intervals calculated using PrefixMatch is over 9000. This
highlights the efficiency of the SICS approach compared with
the process used by PrefixMatch when it finds the intervals
pertaining to the same set of prefixes, especially when the size
of the network is large. As shown in Table II, the construction
of the gateway in SICS only uses 368.3ms for the network
with 100K rules and it is still less than 10s when the size of
the network increases to 800K.

Incremental rule update cost. In this set of experiments,
we first construct the packet classifier using a subset of

No. of Rule Computing Packet Embark
Rules (K) | Composition (s) ECs (ms) Classifier (ms) (s)
100 0.3 14.9 53.4 7.2
200 1.1 15.2 83.2 12.6
400 2.9 224 129.0 18.8
600 7.1 25.2 148.2 50.3
800 9.4 30.5 249.8 76.43

TABLE II: Construction time of the gateway.
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Fig. 8: Box plot of update cost.

predicates and then keep adding new or deleting existing
predicates. In Fig. 8, we measure the time cost to update each
predicate. We find that the medium time cost for updating a
predicate does not have a distinct difference when the network
size increases. The medium time cost for updating a predicate
is less than 0.5 ms for all networks.

PrefixMatch in Embark may need to be reconstructed when
a rule changes and the reconstruction process costs nearly
100s. PrefixMatch can still process packets using old configu-
rations during the reconstruction; however, the long update
delay may incur packet losses and harm the accuracy of
middlebox processing. The situation worsens when updates
happen frequently.

Throughput.

We first measure how throughput of SICS gateway scales
with network size. Packets used in the experiments are gener-
ated uniformly with respect to equivalence classes and results
for various network sizes are shown in Fig. 9. From the figure,
we find that the gateway in SICS can achieve 3.92 Mpps for
the network with 100K rules. For the largest network with
800K rules, the throughput is 2.2 Mpps. For all networks, the
throughput of the gateway in SICS is higher than Embark by
approximately 20%.

To investigate the potential overhead introduced by SICS
gateway, we measure throughput of SICS gateway when
encrypting traffic to send to the cloud and a simple redirection
[3] as the baseline. As shown in Table III, SICS gateway
averages 8.49 Gbps and 8.80 Gbps for a mixed and a full size
trace. No significant regression is observed when comparing
the throughput of SICS gateway with a simple redirection. For
minimal size traces, the throughput goes down when packet
classification in SICS gateway becomes a bottleneck.

Thoughput (Gbps) \ Min Size  Max size  Realistic (Mixed)
Redirection 7.25 8.82 8.56
SICS 1.41 8.80 8.49

TABLE II: Throughput on a single core at SICS gateway.
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Memory usage. The SICS gateway only stores predicates,
calculated by the rule composition module, instead of rules.
Predicates are represented as BDDs in our implementation.
For each predicate, the controller maintains a representation
list recording a subset of equivalence classes and their corre-
sponding labels whose disjunction is equal to the predicate.
Each equivalence class is represented as a set of pointers to
predicates which contain the equivalence class. With Embark,
the memory cost of the data structure for PrefixMatch is also
calculated. For all network sizes, the gateway of SICS uses less
memory than Embark. The memory cost is 0.267MB for SICS
and 0.274MB for Embark when the network size is 100K. For
the largest network with 800K rules, SICS and Embark uses
0.349MB and 1.345MB respectively. Neither the gateway in
SICS nor Embark consumes appreciable memory since they
only store the classifier and not the rules.

Scalability of the gateway. As shown in previous results,
the performance of Embark degrades sharply as the total
number of rules increases. Compared with Embark, the perfor-
mance of SICS mainly depends on the number of equivalence
classes calculated from these rules, which is a much smaller
value than the number of rules. Given processing rules and
service chaining requirements, the number of equivalence
classes is determined by the number of various possible actions
at the middleboxes and the service function chains, not by
the total number of rules. For example, a firewall with 10K
ACL rules produces only two equivalence classes, with each
one corresponding to the action deny and allow, respectively.
Fig. 10 shows the number of equivalence classes with respect
to the number of rules in the function network. With fewer
equivalence classes, SICS is more likely to achieve high
throughput and good scalability. In the figure, we can see that
the number of equivalence classes grows at a rate of less than
2. To show how the number of equivalence classes increases
when middleboxes are added to existing networks, we keep
adding middleboxes into the network with 100K rules. Fig. 11
shows the number of equivalence classes versus the number of
middleboxes added. The increase in the number of equivalence
classes is about 2 for each middlebox on average.

2) Bandwidth Overhead: We evaluate the extra bandwidth
overhead between the enterprise and the cloud. Embark intro-
duces a 20-byte overhead per IPv4 packet because it converts
them to IPv6. SICS only inserts a 16-bit label into the options
field of IPv4 packets which encodes up to 65536 equivalence
classes (cloud-wide behavior). For middleboxes that modify
packet headers, SICS uses another 16 bits as the identifier

[ e

175} /

0

ﬁ 1000 Slope=2_ //

S 800 >/

(5]

2 600 7 emmm——— |
Z 400 //.

3 200

(5]

© 0

% 100 200 400 600 800

Number of rules (K)

Fig. 10: Number of ECs as the number of rules increases.

% 280
2
3
S 260+
5t
= L ]
S 240} =
<
2 -
3 220} =
Qo
[
5 ot
200 : ‘ :
*= 0 4 8 12 16

Number of middleboxes

Fig. 11: Number of ECs as the number of middleboxes
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to represent rewritten header fields. For stateful middelboxes,
SICS adds a 32-bit connection ID. Hence, the total per-packet
bandwidth overhead introduced by SICS is 64 bits or 8 bytes.
This is placed in the options field of IPv4 protocol header.

3) Processing Delay: SICS employs a similar middlebox
outsourcing architecture as Embark which involves encryption
and redirection overhead. Compared with local processing,
deploying SICS in the Amazon VPC incurs hundreds of mil-
liseconds processing delay; whereas an ISP based deployment
with a larger footprint with respect to the Amazon VPC can
reduce the delay to tens of milliseconds [17].

B. In-cloud Middleboxes

In this section, we evaluate the performance of label match-
ing based in-cloud middleboxes. We develop middleboxes with
existing Click elements [52] and lookup tables using (2,4)-
Cuckoo hash tables [54], which each uses 64 KB memory.

Throughput of in-cloud middleboxes. For comparison, we
also implement prefix matching based firewall and NAT using
raw click elements. The only difference between RAW-Click
and SICS-Click is how middleboxes search for a match for
an incoming packet. Each middlebox has 1000 IPv4 5-tuple
rules. Fig. 12 shows the throughput in thousand of packets per
second (kpps, log scale) for the two middleboxes. We see that
the throughput of label matching based firewall and NAT in
SICS is about 8000 kpps, which shows an improvement of two
orders of magnitude over their header based pattern matching
counterparts.

Reacting to middlebox failures and overload. We consider
two dynamic scenarios: (1) a middlebox fails and (2) traffic
overload at a middlebox. We measure the reaction time of
SICS for each scenario and the results are shown in Fig. 13.
When a middlebox fails, we need to migrate the state of the
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Fig. 13: Response time in the case of a middlebox failure and
traffic overload.

failed middlebox to a new instance and configure the network
to reroute packets with certain labels to the new instance.
To prevent traffic overload at a middlebox, in addition to
middlebox state migration, we need to add new predicates
to split a portion of traffic on the current middlebox to
another middlebox. This requires additional updating of the
packet classifier at the gateway and representation lists at
the controller. From Fig. 13, we see that the overall time to
react to middlebox failure and traffic overload is low (several
milliseconds) and in fact the overhead is negligible.

X. CONCLUSION

SICS is a middlebox outsourcing framework that protects
the private information of packet headers and middlebox
rules. Compared with existing methods, SICS has several
unique advantages including a stronger security guarantee,
high-throughput processing, and support for quick updates.
SICS assigns each packet a label identifying its matching
behavior in a service chain and all middlebox processing in the
cloud is based on labels. We use a prototype implementation
and evaluation on VPC and local computers to demonstrate
the feasibility, high performance, and efficiency of SICS.
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