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ABSTRACT: The tracks, intensities, and other properties of tropical cyclones downscaled from three models’ simulations
of the Last Glacial Maximum (LGM) are analyzed and compared to those of storms downscaled from simulations of the
present climate. Globally, the mean maximum intensity of storms generated from each model is lower at LGM, as is the
fraction of all storms that reach intensities of category 4 or higher on the Saffir—-Simpson hurricane wind scale. The median
day of the storm season shifts earlier by an average of one week in all three models in both hemispheres. Two of the three
models’ LGM simulations feature a reduction in storm count and global power dissipation index compared to the current
climate, but a third shows no significant difference between the two climates. Although each model is forced by the same
global changes, differences in the way sea surface temperatures and other large-scale environmental conditions respond in
the North Atlantic impart significant differences in the climatology at LGM between models. Our results from the cold
LGM provide a novel opportunity to assess how tropical cyclones respond to climate changes.
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1. Introduction

Tropical cyclones (TCs) are warm-core, convective storms
that acquire energy from ocean-to-atmosphere fluxes of heat
and moisture, and the mechanisms that drive them can operate
at any latitude and in any climate in which the conditions that
support them exist. The large-scale environment in which these
storms are embedded must be conducive for them to form and
intensify. Low vertical wind shear, elevated midlevel humidity
(so that any air entrained at midlevels is less severely dry), and
thermal environmental soundings permitting deep convection
through the troposphere have all been shown to be necessary
conditions for these systems to exist and thrive (DeMaria 1996;
Camargo et al. 2007; Tang and Emanuel 2010; Nolan 2011).
Importantly, the existence of these storms is not predicated on
any particular sea surface temperature (SST), as the isotherms
encircling areas with favorable thermodynamic conditions vary
with climate (Emanuel 1987; Royer et al. 1998; Korty et al.
2012a,b, 2017; Koh and Brierley 2015; Yan et al. 2015, 2016,
2019) and depend on how climate changes (Emanuel and Sobel
2013). A remarkable consequence of this is that even though
tropical cyclones rarely form over water colder than 26.5°C in
today’s climate (Palmen 1948; Gray 1968), environmental
conditions at the height of the Last Glacial Maximum (LGM)
21000 years ago also supported TCs (Korty et al. 2012a; Koh and
Brierley 2015), even though SST was colder throughout the
tropics (Annan and Hargreaves 2013). While there have been
scattered attempts to simulate TCs under LGM conditions
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(Hobgood and Cerveny 1988; Yoo et al. 2016), in this paper we
present the first global set of tropical cyclones downscaled from
climate conditions at the LGM.

Analyzing aspects of TCs’ climatology using past climate simu-
lations (Korty et al. 2008, 2012a,b, 2017; Fedorov et al. 2010; Koh and
Brierley 2015; Yan et al. 2015, 2016, 2019; Yoo et al. 2016; Yan and
Zhang 2017; Pausata et al. 2017) offers a useful complement to the
extraordinary progress made over the past 15 years to understand
how TCs respond to contemporary climate change (e.g., Emanuel
2005; Webster et al. 2005; Emanuel 2013; Kossin et al. 2014; Walsh
et al. 2016; Sobel et al. 2016; Camargo and Wing 2016; Kossin 2018;
Knutson et al. 2019, 2020; Lee et al. 2020). The climates of the
geologic past are quite varied and can be further removed from
present conditions than are the projected anthropogenic changes
underway this century. The forces creating the different surface
conditions are also more varied—for example, not only changes in
greenhouse gas concentrations, but also large changes in surface
characteristics, continental positions (in deep geologic time), and
variations in Earth’s orbit that alter the seasonal cycle of incoming
solar radiation. Exploring this variety is important because even if
two distinct external forces yield similar changes in surface tem-
peratures, atmospheric circulations and thermal stratifications aloft
may respond in very different ways to them (e.g., Emanuel and
Sobel 2013; Zamora et al. 2016; Yan et al. 2020). Thus, while there
are presently no geologic proxy records of storms from as long ago as
the LGM, simulations of this period offer a unique opportunity to
explore how TCs respond to glacial climates as well as add an im-
portant contrast to the TC-climate research focusing on the response
of TCs to warming. Also, although the great majority of proxy storm
records span only the last two millennia, emerging techniques using
offshore cores and marine caverns have recorded evidence of earlier
storms deposited during the early Holocene and Younger Dryas
(Toomey et al. 2013, 2017; van Hengstum et al. 2020), raising at least
some hope that records of older storms may become possible.

Emanuel (2006) developed a method to downscale TCs
using a parent global model’s thermodynamic conditions and
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tropospheric winds to simulate the conditions along the tracks
that TCs would be steered. The method, which is reviewed in
greater detail in section 2, has successfully reproduced prop-
erties of the modern TC climatology when driven by reanalyses
or by simulations of present-day conditions, and it has also
been employed to explore the behavior of TCs under anthro-
pogenic warming and in paleoclimates (e.g., Emanuel et al.
2008; Emanuel 2013; Fedorov et al. 2010; Pausata et al. 2017;
Korty et al. 2017). Here we report results of this downscaling
technique applied to the glacial climates at the LGM: we an-
alyze storms statistically downscaled from three simulations of
the climate 21000 years ago, when large ice sheets covered
much of North America and Europe. Surface temperatures
were colder globally, and both model simulations and proxy
reconstructions of SSTs show that those in the tropics were
likely 1°-4°C colder than during the present day (Annan and
Hargreaves 2013). Coupled with the fact that much of the
Northern Hemisphere’s polar latitudes were covered in ice and
had substantially lower annual mean surface temperatures,
meridional temperature gradients were also larger in sub-
tropical and middle latitudes than today. The LGM climate has
been simulated by several generations of climate models, and
phase 3 of the Paleoclimate Model Intercomparison Project
(PMIP3) included LGM simulations from several established
modeling groups. Each model was forced with the same set of
prescribed conditions (e.g., CO, was 185ppm and large ice
sheets covered much of North America and Europe). However,
substantial intermodel variability has been documented in the
storms directly simulated by climate models using present-day
conditions (Camargo 2013), and so we consider how TCs re-
spond in LGM simulations of three different models here. Our
primary goals for this paper are twofold: 1) to analyze how the
colder environment at the LGM affects the climatology of
downscaled TCs, and 2) to show that models forced with the
same conditions can yield quite different responses to TCs, es-
pecially regionally.

We review the models and downscaling methodology in the
next section and present the climatology of LGM TCs in
section 3. Because some properties of the TC climatology at
LGM differ among the three models examined, in section 4 we
examine some underlying differences between the models’
twentieth-century simulations (used as control cases) and ob-
servational data to help understand the sources of variability in
individual model responses. We focus on some intermodel var-
iability by basin in section 5, and we compare our findings to the
current understanding of TCs and climate in the conclusions.

2. Data and methods

We analyze TCs downscaled from the historical runs and LGM
simulations of three models contributed to PMIP3: The Community
Climate System Model version 4.0 (CCSM4; henceforth simply
CCSM), the Meteorological Research Institute CGCM Version 3
(MRI-CGCMS3; henceforth MRI), and the Max Planck Institute for
Meteorology Earth System Model (MPI-ESM; henceforth MPT).
The control cases are downscaled from historical simulations of each
model using the period 1980-2005 (the late twentieth and early
twenty-first century; henceforth C20), and glacial cases are generated
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from 30 years of each model’s LGM simulation (equilibrium simu-
lations of climate conditions found 21 000 years ago). Because the
downscaling method requires upper and lower tropospheric winds at
daily frequencies to capture the variability in shear and steering
flows, the methodology can be applied only to the limited number of
years for which high-frequency data from the LGM experiments was
archived. These glacial simulations are forced with large ice sheets
[blended from three reconstructions; see Abe-Ouchi et al. (2015) for
details], lower CO, (185 ppm), lower methane (CHy; 350 ppb),
contain no chlorofluorocarbons (CFCs), and use the same ozone
(O3) levels prescribed in the preindustrial era control simulations
(Braconnot et al. 2012; Brady et al. 2013). Forced with these radically
different conditions, models produce significantly colder surface
temperatures that have broad qualitative agreements with proxies of
the period. However, there are significant regional differences
among the simulated responses: notable among these are whether
the Southern Hemisphere midlatitude jet shifts equatorward or
poleward at LGM and the sign of precipitation anomalies in the
western Pacific and Maritime Continent (Harrison et al. 2014, 2015).

a. Review of downscaling methodology

Emanuel (2006) and Emanuel et al. (2008) introduced a
novel method to statistically downscale TCs from the large-
scale properties of parent global climate models, which we
apply here to the LGM and C20 simulations described above.
A large number [O(10°%)] of weak initial vortices are randomly
distributed over all ocean basins at all times of the year, and
they are advected by the model’s deep layer tropospheric flow,
defined by the 250- and 850-hPa level winds (and corrected for
“beta drift”), to determine their future paths. The Coupled
Hurricane Intensity Prediction Scheme (CHIPS), an axisym-
metric model described in Emanuel (1995) and Emanuel et al.
(2004), is called to simulate the evolution of each initial vortex.
Naturally, the vast majority of these initial vortices were placed
in environments with hostile thermodynamic and other large-
scale conditions, and thus most fail to develop into a TC. Those
that do intensify are followed along their track, along which
they face evolving large-scale conditions, until landfall or
hostile environmental conditions dictate their demise. This
process is continued until a preselected number of events is
generated. The total number of seed vortices required to reach
this threshold is used to define a success rate and calibrate the
climatological frequency of TC genesis to an average of 80 per
year in C20, which is chosen to match the observed global
frequency of the historical record (Anthes 1982; Frank and
Young 2007). This calibrated success rate is then used to find
the frequency of storms in the LGM. For example, if an LGM
simulation required twice as many seeds to generate the same
number of events, its reported annual frequency of TCs would
be half that of the control experiments.

Differences in climatological properties between storm sets
from the two different climates are assessed for statistical sig-
nificance using Welch’s unequal variance ¢ test. A change is
considered significant at a 95% confidence level, with the null
hypothesis being equal means in the two climate states. Global
attributes such as annual storm count or mean intensity are
tabulated for each of the 30 LGM years and 26 years in C20 and
then each climate’s mean values are compared using Welch’s
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F1G. 1. (a) Composite storm season average (July—October in Northern Hemisphere, January—April in Southern Hemisphere) SST from
the C20 ensemble, and (b) composite storm season average SST differences between LGM and C20. (c),(d) As in (a) and (b), but for
potential intensity. The grid points adjacent to and at the equator are intentionally kept blank to highlight that each hemisphere is

averaged over a distinct range of months.

test. For spatial fields such as power dissipation, significance is
evaluated using the same method but is assessed locally at each
grid point.

b. Potential intensity and SST at LGM

To help analyze why there are differences between the
LGM and C20 climatology of downscaled TCs, we consider
how several large-scale environmental factors change in the
colder glacial atmosphere. While sea surface temperatures
(SSTs) are universally colder at LGM (Figs. 1a,b), with most
regions of the tropics ~2.5°C colder during the late summer
and autumn storm seasons, the effect of this surface cooling
on TCs is best understood in the context of potential intensity
(Emanuel 1987; Royer et al. 1998; Emanuel and Sobel 2013;
Korty et al. 2017). Surface temperatures change in conjunc-
tion with vertical profiles of temperature, which to first order
are set and maintained by moist convective processes in the
deep tropics (Xu and Emanuel 1989; Korty and Emanuel
2007; Zamora et al. 2016). Even though the surface was colder
in the LGM, so too was the troposphere above it, and the
surface enthalpy fluxes on which TCs depend can still deliver
a robust transfer of heat from the ocean to atmosphere in a
glacial climate.

To quantify these effects, we calculate potential intensity
(PI), which gives the maximum possible TC intensity set by the
thermodynamics, following the algorithm developed by Bister
and Emanuel (2002):

C, SST

Pl = /== (CAPE* — CAPE?). 1
C, T, (C C ) ey

PI depends on the ratio of the exchange coefficients for en-
thalpy Cy and drag C, from bulk aerodynamic formulas and on
the ratio of SST to the temperature at the level of convective
outflow T,, which must be determined from the vertical
sounding of temperature and moisture. CAPE is the vertical
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integral of parcel buoyancy, which depends on the parcel’s
temperature, humidity, and pressure. CAPE*in (1) is the value
of CAPE an air parcel would have if it were saturated at the
SST and lifted from the radius of maximum winds; CAPE? is
the value of CAPE for a parcel lifted from the ambient
boundary layer whose pressure was first reduced isothermally
to that of the radius of maximum winds [see Bister and
Emanuel (2002) for additional details]. PI in (1) gives the
maximum possible near-surface wind speed (measured as the
10-m wind speed in units of ms~!) for a given thermodynamic
sounding.

We build composites for each climate by interpolating each
model’s fields to a common spatial grid and then averaging the
three models’ values at each grid point. Figure 1c shows the
three-model composite storm season average PI (defined as
July—October in the Northern Hemisphere, and as January—
April in the Southern Hemisphere) for C20. Although PI
is high where SST is high, there is not a direct relation-
ship between them. Rather, PI is high where the vertical
soundings permit deep convection (common throughout
the deep tropics), and values drop abruptly at the sub-
tropical margin where trade inversions act as a cap on
convection (see Korty et al. 2012a). Figure 1d shows the
composite difference between LGM and C20 values of PI
during each hemisphere’s storm season. Despite the fact
that SSTs are 2°-3°C colder throughout the tropics, PI
shows little change between the two climates in several
basins, and it remains large enough to support TCs in the
tropics of all three models at LGM. There is little differ-
ence in the western North Pacific and in the tropical
eastern North Pacific, while it is actually higher at LGM in
much of the central Pacific. Composite values are lower at
LGM in much of the Atlantic and southern Indian Oceans.
Vecchi and Soden (2007) showed regions where tropical
temperatures are warmer than the tropical mean tend to
have the highest PI, while areas with local temperatures
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TABLE 1. Large-scale properties of each model’s simulations and the climatology of TCs downscaled from them: tropical (30°S-30°N)
and global annual mean SST (°C), and annually integrated power dissipation index (PDI; 10> m®s~?) for C20 and LGM simulations of
each model. SST averages exclude regions covered by sea ice. Changes in PDI that are not statistically significant (at a 95% confidence

threshold) are shown in italics.

CCSM MPI MRI
C20 LGM C20 LGM C20 LGM
Tropical mean SST (°C) 26.5 23.6 257 233 25.8 232
Global mean SST (°C) 20.7 18.9 19.1 17.8 20.1 18.4
Global PDI (10" m*s~?) 22 1.73 (—21.6%) 1.9 1.4 (=26.7%) 32 3.2(0%)

below the tropical mean tend to have lower PI. Korty et al.
(2012a) showed similar behavior exists in LGM simula-
tions and noted that changes in PI were strongly tied to the
difference of SST between climates. Local changes in
thermodynamic favorability are not solely a product of
shifts in SST, but rather how SSTs change relative to that
of the tropical mean.

c. Vertical wind shear and combined metrics

Vertical wind shear can play a detrimental role in the life of a
TC by mixing midlevel environmental air (which, being sub-
saturated, is relatively dry) into the core of storm; we calculate
this deep layer shear as the magnitude of the vector difference
of the 250- and 850-hPa level winds." Tropical cyclones also
benefit from locally high levels of humidity in the middle tro-
posphere; this can hasten the incubation period during which
surface fluxes must supply sufficient moisture to saturate the
column, and it also guards against the detrimental effects of
ventilating environmental air into the core of a storm in the
presence of vertical shear (Tang and Emanuel 2010, 2012). An
early genesis index proposed using relative humidity as a factor
to capture these areas (Emanuel and Nolan 2004), but subse-
quent work used other formulations that depend on the satu-
ration deficit of the middle troposphere (Emanuel et al. 2008;
Tippett et al. 2011; Korty et al. 2017). The latter is strongly
temperature dependent (if relative humidity changes are
small), as warmer temperatures require exponentially higher
amounts of moisture to reach saturation in a column. In the
modern climate, both formulations can adequately capture the
spatial and temporal structure of genesis locations, but they can
point in diametrically opposite directions in climate change
experiments (e.g., Lee et al. 2020). Alternatively, Bruyere et al.
(2012) argued that potential intensity and vertical shear were
sufficient for defining a genesis index based on observations
from the North Atlantic. They defined a cyclone genesis in-
dex (CGI):

cgi= (2 3(1+01v )2 ®)
- 70 Vsh/ o

! We choose to use winds from the 250-hPa level because data
from that level are used by the downscaling method. Although
their magnitudes differ, the vertical shear computed over the 850-
250-hPa layer is highly correlated with other metrics of deep layer
wind shear, such as the commonly used 850-200-hPa layer shear.
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where Vg, is the deep layer shear, and PI is defined as in (1),
and both velocities are in units of meters per second. We will
show that these two factors can explain many of the principal
changes and regional differences in the simulations examined
here. Furthermore, we found that changes in CGI were qual-
itatively aligned with changes in PDI despite neglecting the
humidity factor.? We choose (2) as a simple summary metric
for their combined effects of PI and shear (in our case, using a
250-850-hPa wind shear). We assess statistical significance for
changes in these environmental metrics in the same manner as
we do for spatial changes in the TC climatology: using Welch’s ¢
test at each grid point to compare the mean values of envi-
ronmental parameters between the two climate states for
each model.

3. Global properties of downscaled TCs at LGM

The TCs downscaled from LGM and C20 (control case) simu-
lations sample from the environmental conditions of two very dif-
ferent climates, as summarized in Table 1. Although identical ice
sheets are prescribed in each model over land, the sea ice coverage is
simulated by each model individually and varies between them.
Equatorward of 30° latitude, annually averaged tropical mean SSTs
are 2.4°-2.9°C colder at LGM than in the C20 simulations (cf.
Fig. 1b, which shows the composite SST differences during the late
summer to fall storms for each hemisphere). As discussed earlier,
TCs are possible in these colder climates because the potential in-
tensity, which depends on the relationship between local SST and
the atmosphere’s temperature profile above it, remains high. Korty
et al. (2012a) showed that high PI was most often found in places
with SST > 24°C in LGM simulations.

Figure 2 shows a random selection of downscaled TC genesis
points (top two panels) and tracks of high-intensity storms
(bottom two panels) drawn from the ensembles of C20 and
LGM simulations. Although the number of genesis points and
tracks pulled for the LGM climate is adjusted to account for
changes in frequency with climate (discussed below), the
panels show profound similarities: TCs could form in regions at

2 Although midlevel humidity plays an important role in TC
ventilation (Tang and Emanuel 2012), we note two opposing trends
in LGM simulations: because they are colder, the saturation deficit
would be smaller if relative humidity were constant, but the actual
midlevel relative humidity is lower in LGM simulations across al-
most all of the tropics.
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FIG. 2. Randomly selected genesis points, pulled from downscaled data from all three
models, are shown for (a) the C20 climate state and (b) at the LGM. In total 400 random points
are plotted for C20 while 360 (90% of C20) points are plotted for LGM. This ratio is equivalent
to the average difference in total annual count between the LGM and C20 simulations.
Randomly selected tracks for TCs when they are at or above HS strength, also pulled from all
three models, are shown (c) for the twentieth-century climate state and (d) at the LGM. Here,
100 random tracks are plotted for C20 and 77 (77% of C20) for LGM. This ratio is equivalent to
the average difference in the number of HS systems between the LGM and C20 simulations.
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LGM similar to where they form in C20, and although the
frequency becomes less common, storms can still achieve very
high intensities at LGM.

a. Annual frequency and intensity distributions

Table 2 shows the number of downscaled TCs, binned by
their lifetime maximum intensity, that were generated from
each model’s LGM and C20 simulations. All numbers have
been calibrated to an average total of 80 storms per year in
each model’s C20 simulation as discussed in the last section.
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Two of the models (CCSM and MPI) yield fewer total cases
at LGM than C20, but MRI produces about the same number
(the small increase is statistically insignificant). CCSM and
MPI both yield significantly fewer intense hurricanes (category
4 or 5 on the Saffir-Simpson hurricane wind scale; hereafter,
H4 and HS5, respectively) at LGM than in C20, but the declines
in these categories in MRI are insignificant. The response of
weaker hurricanes (H1-H3) is more varied across the models.
Declines in the number of events are insignificant for some
of these categories in CCSM and MPI, but there is a higher
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TABLE 2. Annual frequency of downscaled TCs by intensity category and median genesis day by hemisphere. Numbers are rounded to
one decimal place. Annual frequency is shown for both total storms and by category using the Saffir-Simpson hurricane wind scale; LGM
counts in italics are not different from C20 values by a statistically significant amount (95% confidence thresholds). The median Julian day
of each hemisphere’s storm season is shown for both C20 and LGM for each model.

CCSM MPI MRI

C20 LGM C20 LGM C20 LGM
Annual frequency of all TCs 80.0 64.9 80.0 68.2 80.0 83.0
Tropical storms 37.1 30.0 38.1 329 29.7 30.0
H1 15.6 13.8 17.6 16.7 14.7 16.7
H2 6.7 58 6.4 6.9 7.2 8.1
H3 6.9 5.7 7.1 5.4 7.7 9.0
H4 7.7 54 6.6 43 9.7 9.1
H5 5.9 42 4.3 2.0 11.0 10.1
Median Julian day of genesis (Northern 247 239 235 225 232 228

Hemisphere)

Median Julian day of genesis (Southern 62 56 49 42 55 50

Hemisphere)

number of events in this intensity range in MRI, which drives
the total number of events in this model’s LGM simulation
higher. Nevertheless, a smaller fraction of each event set rea-
ches H4 intensity or higher in each model’s LGM simulation
compared to its C20 simulation; the fraction of all storms
generated that become H4 or HS in LGM declines between
2.2% and 4.4% in each of the three models.® This is broadly
consistent with results from global warming studies that have
shown increases in the fraction of storms that reach high in-
tensity categories in warmer climates (Emanuel et al. 2008;
Emanuel 2013; Fedorov et al. 2010; Walsh et al. 2016; Camargo
and Wing 2016; Sobel et al. 2016; Korty et al. 2017). Our results
are also consistent with the explicit simulation of LGM storms
in the western North Pacific by Yoo et al. (2016), who also
found their average intensity lower.

Given the declines seen in the intensity distribution,
CCSM and MPI produce a statistically significant decline in
global sum of power dissipation at LGM relative to the C20
control, though the MRI shows no statistically significant
change (Table 1). The power dissipation index (PDI) is a
combined metric of storm activity that sums the cube of the
peak wind speed at each 6-hourly interval over the life of
every storm:

PDI = [v3 dt. (3)
Thus, PDI is most strongly influenced by the frequency and
duration of the highest intensity events. This decline in the
colder LGM for CCSM and MP1 is consistent with the behavior

3 Other sensible thresholds used to define intense events show
qualitatively similar declines in the fraction of total events. The
fraction of storms that reach H3 intensity or higher (‘“‘major hur-
ricanes”) is also lower in each model’s LGM simulation, but the
declines in the three models vary by a wider range between 1.6%
and 5.2%. The fraction of storms that reach HS intensity at LGM
declines between 0.9% and 2.4% in the three models.
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seen in simulations of warmer climates, in which PDI increases
with warming (e.g., Emanuel 2013; Sobel et al. 2016; Korty
et al. 2017). Sources of the intermodel variability will be ex-
plored in greater detail in sections 4 and 5.

b. Spatial distributions of genesis, tracks, and power
dissipation

Figure 3 shows that the regions that spawn TCs are similar
between the two climates, but genesis frequency declines in all
major TC formation regions at LGM. The C20 patterns of
genesis density are qualitatively similar to those of the histor-
ical record, though all three models overestimate the relative
frequency of Southern Hemisphere storms, where downscaled
activity at low latitudes is higher than observed. The declines in
LGM genesis seen in CCSM and MPI occur in each of the main
basins, highlighted by the reduced spatial extent of the 0.0375
storms per latitude degree squared genesis density line (cf.
Figs. 3c,d).* Conversely, MRI showed an increase in LGM
frequency in the eastern North Pacific, North Atlantic, and
South Pacific.

Figure 4 shows the track and power dissipation densities for
C20 and LGM. Events downscaled from C20 reproduce several
aspects of the observed climatology: the western North Pacific
is the most active basin, and Southern Hemisphere tracks are
largely confined to the Indian Ocean and southwest Pacific. In
LGM, power dissipation density decreases precipitously in
subtropical and middle latitudes, and the composite LGM PDI
also drops in all tropical basins that produce TCs. Track den-
sities similarly decline, although there are small increases in the
subtropical north central Pacific near and poleward of a region
in which potential intensity was locally higher at LGM than in
the C20 control (Fig. 1d). Conditions in C20 appear to support

#The 0.0375 contour line was selected to outline regions of sig-
nificant TC activity, which is not sensitive to using slightly higher or
lower values.
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FIG. 3. (a) Composite C20 genesis density in units of number of storms per year per degree of latitude squared; (b) difference in
composite genesis density between LGM and C20. (c) Contours of the 0.0375 storms per year per degree of latitude squared threshold for
each of the three individual C20 simulations. (d) Asin (c), but for LGM. It should be noted that genesis density is originally calculated for
5° X 5° grid boxes, some of which include both ocean and land in their domain. A byproduct of this is that genesis density contours in

(a) and (b) occasionally appear to extend over land. This is reflective of genesis events occurring very close to the shoreline, not genesis
occurring over land.

TCs in the South Atlantic more readily than is observed
in nature.

Figure 5 compares the annual frequency of downscaled TC

frequency of Southern Hemisphere TCs across MRI’s two
climate states were quite small. Distinct intermodel variability
is evident in the northern Atlantic, with MRI showing an in-

activity, separated by ocean basin. The overwhelming majority
of downscaled TCs in the Northern Hemisphere occur in the
western North Pacific, as in the modern era. The overrepre-
sentation of Southern Hemispheric TCs in the composite
analysis appears to be driven largely by MRI; it was the only
model for which there was consistent downscaled TC activity in
the southeastern Pacific. Nevertheless, changes in the annual
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crease in LGM TC count relative to that of its C20 simulation,
in direct contrast to CCSM and MPI. MRI also deviates from
these other two models by depicting only a minimal reduction
in western Pacific frequency at LGM relative to C20. Southern
Hemisphere intermodel variability is large, and prior work has
documented intermodel differences in how large-scale circu-
lation shifts at LGM here (Harrison et al. 2015).

(b) Composite Average Track Density: LGM-C20
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FIG. 4. (a) Asin Fig. 3a, but for track density; (b) as in Fig. 3b, but for differences in track density. (c),(d) Asin (a) and (b) but for composite
power dissipation index.
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FI1G. 5. Annual frequency of downscaled TCs from the (a) CCSM, (b) MPI, and (c) MRI simulations of twentieth-century and LGM
climate separated by basin. Included regions are the western North Pacific (WNP), eastern North Pacific (ENP), central North Pacific
(CNP), North Indian (NI), North Atlantic (NATL), South Indian (SI), South Pacific (SP), southeastern Pacific (SEPAC), and South
Atlantic (SATL). The longitude boundaries of the Northern Hemisphere basins are as defined for modern-day WMO Regional
Specialized Meteorological Centers. Longitude bounds for the Southern Hemisphere are defined from the coast of Africa through 130°E
for SI, from 130°E through 120°W for SP, from 120°W to the South American coastline for SEPAC, and including the entire basin for

SATL. Latitude bounds extend from the equator to the poles.

c¢. Seasonal cycle and season length

The annual cycle of storm genesis for each model is
shown in Fig. 6. In both climates and in all three models,
July—October (JASO) is the most active period in the
Northern Hemisphere, and January—April the most active
in the Southern Hemisphere, and for this reason we have
used these months to define the “‘storm seasons’ for each
hemisphere throughout the paper. On closer inspection,
there are some subtle differences in the timing of genesis
between C20 and LGM: in all three models and in both
hemispheres, the median day of genesis occurs about one
week earlier in LGM than in C20 (Table 2).> In CCSM
and MPI, Northern Hemisphere activity declines in all
months at LGM, but the decrease at the end of the season
(November) is steeper than in the rest of the season.
Activity during the early months of the season (May and
June) decreases by a smaller percentage. Similarly, CCSM
and MPI show robust early season Southern Hemisphere
activity in the LGM in December, whereas April and May
show steep declines, particularly in CCSM. MRI, which has
an overall increase in LGM storm frequency, also has a shift
in the median genesis day to earlier in the season. LGM
activity in MRI is elevated from June through September
relative to C20 and shows small declines in October and
November. The Southern Hemisphere season in MRI also
shows increased LGM activity during November and
December with a small decline in April. Using the same TC
downscaling methodology employed here, Dwyer et al
(2015) reported a phase shift of the TC climatology toward
later in the year for warmer Coupled Model Intercomparison
Project phase 3 (CMIP3) and phase 5 (CMIPS5) projections;

5 Here we have not calendar-adjusted the output but note that
the impact of changes in Earth’s orbital characteristics only result
in errors of about a day at the LGM (Bartlein and Shafer 2019).
Conclusions based on changes on the order of a week, as shown
here, should still hold.
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this is consistent with the earlier shift of the date of median
activity seen in these colder LGM simulations. Earlier au-
tumnal terminations for TC activity appear to be associated
with high wind shear and the equatorward retreat of high
potential intensity during the autumn months (not shown).
The areal extent of favorable potential intensity is smaller in
the LGM than in the C20 simulations, and this area contracts
earlier in the autumn season in the LGM (Fig. 1d).

4. Environmental conditions in twentieth-century
simulations

In the last section, we showed that the fraction of TCs that
reach H4 or higher intensity is smaller in LGM than 20C in all
models, and that the median day of the season is earlier by an
average of a week in all models and in both hemispheres.
However, there were also obvious intermodel differences that
impact the total storm count and, as we detail in the next sec-
tion, distributions by basin. In this section we pause to compare
the C20 simulations of each model to reanalysis data, as this
provides an important context to interpreting the individual
model responses at LGM.

The left panels of Figs. 7a—d compare SST from the
Extended Reconstructed Sea Surface Temperature version 5
(ERSST) averaged over July to October for the period 1980—
2005 (the same period analyzed for C20 experiments) and
departures from it for each of the three C20 models. CCSM has
lower JASO SSTs than climatology across the tropical North
Atlantic (east of the Caribbean Sea to the coast of Africa),
SSTs warmer than climatology in the eastern tropical North
Pacific, and temperatures near climatology in the tropical
western North Pacific. MPI anomalies are lower than CCSM in
the Pacific but have a similar pattern. MRI has larger cold
anomalies in both the western North Pacific and in the North
Atlantic basin.

One way to gauge how differences in SST between C20
simulations and the observed climatology could affect TCs is to
calculate the relative SST (RSST), which is the deviation of
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FI1G. 6. Annual cycle of TC frequency. (a) Northern Hemisphere of CCSM; (b) Northern Hemisphere of MPIL; (¢) Northern Hemisphere of
MRI. (d)—(f) As in (a)-(c), but for the Southern Hemisphere.

local SST from the tropical mean; it is highly correlated with
potential intensity (Vecchi and Soden 2007). In the ERSST
climatology, the highest RSST is found in the western North
Pacific, where SST is more than 2°C warmer in the JASO mean
than the average of the Northern Hemisphere tropics in JASO
(Fig. 7¢).® The western part of the Atlantic basin is also more
than 1°C warmer during JASO than the average between the
equator and 30°N during the same months. Deviations in a
model’s C20 RSST field from the RSST of the ERSST clima-
tology (Figs. 7f~h) are qualitatively similar to the deviations of
each model’s SST field from the observational climatology
(Figs. 7b—d). Across much of the tropical North Pacific, CCSM
and MPI show similar anomalies, but the there is significant
cool bias in the Atlantic in CCSM. The western North Pacific
and Atlantic are anomalously cool in the C20 of MRI, while the
eastern and central Pacific are relatively too warm. As shown
later, this different RSST pattern affects the distribution of TCs
generated in MRI C20 compared to actual genesis regions in
observations.

Figure 8 shows PI changes at LGM at each ocean grid point
as a function of changes in RSST (including points between the
equator and 30°N during JASO) from C20 to LGM. Here we
have filtered points so that only those whose JASO seasonal PI
averages exceed 55ms~ ! in either C20 or LGM are shown.
Korty et al. (2012a,b) showed that this threshold in PI ap-
proximately separates points where deep convection is possible
from those where vertical soundings cap convection in the
lower troposphere. Points to the right of the vertical line have a
warmer RSST in LGM than in C20, and generally have larger
PI at LGM; those to the left of the line have colder RSST at

®Here we use the mean SST between the equator and 30°N to
define the “Northern Hemisphere tropical mean” temperature.
Other studies have used a wider tropical mean between 30°S and
30°N from which to calculate RSST anomalies; making that choice
here would alter only the magnitude of the RSST, not its spatial
pattern.
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LGM (all points have colder absolute SST) with generally lower
PI at LGM. There are some exceptions to this relationship,
particularly when the magnitude of RSST or PI changes are
small and in CCSM. Nevertheless, it demonstrates the close
relationship between PI and RSST changes in these model
simulations.

High vertical wind shear is another significant obstacle to
TC genesis, and the magnitude of the deep layer shear vector
(850-250 hPa) is an important parameter in many TC genesis
indices. The vector difference averaged over JASO is
dominated by variability in the magnitude of the larger
250-hPa wind speed, and its 1980-2005 average in the
National Centers for Environmental Prediction (NCEP)-
National Center for Atmospheric Research (NCAR) re-
analysis is shown in Fig. 9a. The genesis regions for most
Atlantic and Pacific TCs feature climatologically low wind
speeds aloft, while regions with stronger upper-level wind
speeds (e.g., near and northeast of Hawaii) generate few
TCs. Differences in 250-hPa JASO wind speed magnitude
in each model’s C20 simulation are shown in Figs. 9b—d.
Departures from climatology are qualitatively similar in
the tropics of all models: generally weaker wind speeds
west of the Philippines, near Hawaii, and in parts of the
low-latitude eastern North Pacific, while wind speeds are
higher in each of the three models across the tropical
North Atlantic and Gulf of Mexico. Yet the magnitudes
are significantly higher in MRI than in other models, and
coupled with SST (and RSST) values that are too low in
the tropical North Atlantic, C20 conditions are far less
favorable in the Atlantic of this model than they are
in observations. Reanalysis of September data shows a
westerly jet at 250 hPa along the coast of West Africa near
30°-35°N, but this maximum is stronger and located 10°
latitude to the south in MRI’s C20. This shift in position
and intensity is concurrent with an anomalously strong
horizontal temperature gradient over North Africa in
MRI (not shown), which is at least in part related to the
reduction in basin wide SSTs. These departures from
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F1G. 7. Comparison of ERSST reanalysis and each C20 simulation. (a) Average SST for Northern Hemisphere storm season (July—
October) from 1980 to 2005. (b) Deviation of CCSM’s C20 SST field from ERSST climatology shown in (a). (c), (d) As in (b), but for MPI
and MRI, respectively. (e) Average RSST (computed by subtracting 0°~30°N storm season SST mean) in ERSST climatology from 1980 to
2005. (f)-(h) As in (b)—(d), but showing deviations of each model’s C20 RSST field from the ERSST climatology shown in (e). Dotted

white regions indicate areas where values were colder than the plotted contours.

climatology are instructive in understanding some of the
regional variations of the responses, which we consider in
the next section.

5. Intermodel variability

We compare the LGM responses of downscaled TCs be-
tween the three models and focus on regional differences in
several basins, illustrating that intermodel variability can result
in very different TC responses even when the global forcing
driving the model is identical.
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a. North Atlantic

Figure 10 shows the difference in PDI in the North Atlantic
(integrated over the entire year, but dominated by activity
during JASO), along with changes in JASO CGI, PI, and
vertical wind shear. There is a strong correspondence between
each model’s LGM response and the changes in environmental
conditions. Both CCSM and MPI have lower Atlantic activity
at LGM, and both have lower PI, higher shear, and a less fa-
vorable CGI across much of the basin. By contrast, MRI has
higher Atlantic activity at LGM, driven by higher PI, lower
shear, and larger CGI across the tropical latitudes of the basin.
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FIG. 8. Scatterplot of JASO LGM — C20 RSST vs LGM — C20 potential intensity (PI) at each grid point in the Northern Hemisphere
for (a) CCSM, (b) MPI, and (c) MRI. Only points where potential intensity exceeds 55ms™ ! in either climate are shown; hexagonal
orange markers indicate points where potential intensity was greater than 55ms~! in one climate but not the other, while blue pluses
indicate it was greater than 55 m s~ ! in both climates. Overlain contours are of the scatter point density—using 32> equally spaced bins and

passed through a Gaussian filter (sigma = 0.5)—at increasing intervals of 1, 10, and 100.

We showed that MRI simulates colder SST in the Atlanticin
its C20 simulation than is observed in nature (cf. Fig. 7d).
Zhang and Wang (2013) diagnosed the strength of the Atlantic
meridional overturning circulation (AMOC) in the historical
run of each model’s C20 simulation, and tied changes in its
intensity to Atlantic meridional variability (AMV) and simu-
lated SSTs. MRI simulates a weaker AMOC in C20 than does
CCSM or MPI (cf. their Fig. 6) and simulated SSTs deviate
from observations most strongly in middle and high lati-
tudes of the North Atlantic (see Fig. 7d). Muglia and
Schmittner (2015) compare the changes in simulated
AMOC strength between preindustrial era control runs
and LGM simulations, and report that MRI had a larger
increase in AMOC intensity from its preindustrial era run
than did either CCSM or MPI. All three models simulate
strong AMOC (~21-22Sv; 1Sv = 10°m®s™!) in their
LGM simulations, while there is significant variability in
the intensity of their preindustrial era strengths (20 Sv in
CCSM, 18Sv in MPI, and only 15 Sv in MRI). Thus, the
large increase in AMOC strength in the LGM simulation
of MR1is principally because its contemporary simulation
has a much weaker circulation than other models do.
Weaker AMOC circulations have been tied to cooler
Atlantic SSTs throughout the Northern Hemisphere (Muir
and Fedorov 2015), which is consistent with the C20 pattern
seen in MRI. We note, however, that other decades of
MRTI’s LGM simulation had weaker AMOC than in the 30
years available for downscaling (i.e., those with daily wind
data saved). Those years have lower RSST in much of the
Atlantic basin, particularly in the subtropics and western
Atlantic (not shown), and this natural variability likely
would have altered the TC climatology.

b. Western North Pacific

Downscaled TCs display less intermodel variability
in the western North Pacific than in the North Atlantic,
but because it is the most active basin and the largest
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contributor to the global total, we examine some details of
each model’s responses and differences here. Figure 11
shows the changes in PDI, CGI, PI, and shear at LGM for
each of the three models in our ensemble. The composite
genesis, track, and PDI density changes (shown in Figs. 3
and 4) indicate a decrease in activity in the westernmost
part of the basin near the Asian continent, with small or
slightly positive differences at LGM farther east in the
basin. The top row of Fig. 11 shows that each of the three
models show decreases in PDI near the continent, with
some variability in the response farther east. In the western
North Pacific, changes in CGI do not capture this vari-
ability in PDI as well as other basins due to additional in-
termodel variability in midlevel moisture. For example, in
the region from 160°E-180°, MPI had drier midlevel rela-
tive humidity at LGM despite higher CGI, and near the
Asian coastline increased relative humidity at LGM in
CCSM and MRI may have offset less favorable PI and
shear (not shown).

Potential intensity is little changed across wide swaths of
the west Pacific warm pool in each of the LGM simulations
and is higher in the central Pacific in MPI. Wind shear,
however, is larger in all three models near the coastline of
Asia. Elevated shear results from increases in upper-level
winds (e.g., 250 hPa) near the coastline, and appears to be
a consequence of stronger land-sea temperature gradients
in thermal wind balance with higher shears during the
summer months of each LGM simulation; vegetation cover
on the exposed Sunda and Sahul Shelves can also affect the
Walker circulation and shear (DiNezio et al. 2011, 2018;
DiNezio and Tierney 2013). Extensive ice coverage at high
latitudes resulted in lower global sea levels, exposing a
larger land area of the Maritime Continent during the LGM
(Braconnot et al. 2012). During the late summer months,
a larger horizontal temperature gradient develops between
the Maritime Continent and the adjacent Pacific Ocean
waters in each LGM simulation, driving larger vertical



670

(a) NCEP C20 Reanalysis: 250mb Wind Speed

FI1G. 9. (a) NCEP-NCAR reanalysis 250-hPa wind vectors and
speed (contours) averaged over July—October from 1980 to 2005.
(b) Deviation of CCSM’s C20 storm season wind speed at 250 hPa
from climatology shown in (a). (c),(d) As in (b), but for MPI and
MRI, respectively.

shears than in the C20 simulations. PDI is lower in all three
models’ LGM simulations near the Asian coastline, but
storm track density and PDI (cf. Figs. 4b,d) increase farther
offshore as storms are steered poleward earlier in their tracks.

c. Other ocean basins

Briefly, we present some details from other regions of
the world. In the northern Indian Ocean, PDI density was
reduced at LGM (cf. Fig. 3) in the three-model composite.
PI was generally lower while shear was higher in each LGM
simulation. In the Bay of Bengal, the PDI at LGM showed
no significant change in MPI but decreased from C20 in the
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other two models. Variability in this basin had little effect
on global TC count (Fig. 5). At LGM, all three models
showed in the eastern North Pacific a poleward expansion
of the region with high PI (cf. composite shown in Fig. 1d),
but this was also accompanied by an increase in mean wind
shear (not shown). Changes in PDI were mixed between
the models, with MPI producing an increase at LGM and
the others showing slight differences. Variability in these
basins was not large enough to significantly alter global
TC counts (Fig. 5).

There is also noteworthy variability in the Southern
Hemisphere, particularly in the Indian and South Pacific
basins. TCs downscaled from CCSM displayed the greatest
reduction in PDI at LGM, and the number of TCs was
also significantly lower in this hemisphere (Fig. 5). CCSM’s
LGM simulation featured a larger increase in wind shear off
of the west coast of Australia than did the other two models
(which instead depicted a decrease in wind shear) and also
had the greatest reduction in PI in the southern Pacific (not
shown). Rojas (2013) noted that CCSM and MRI were the
only two of eight models they examined whose LGM sim-
ulations showed poleward shifts and increases in intensity
of the Southern Hemisphere jet. The differences in shear
associated with the position of the jets can affect the con-
duciveness for TCs on the subtropical margin of TC for-
mation regions.

6. Conclusions

Tropical cyclones downscaled from simulations of the
LGM show that despite significantly colder conditions,
glacial climates can support and sustain a climatology of
tropical storms in many of the same regions in which they
are found in modern times. Yet there are also substantial
changes in the frequency, intensity distribution, and sea-
sonal cycle of TCs that are broadly consistent with changes
seen in warmer projections of the late twenty-first century.
Storms at LGM were less frequent and less intense in two
of the three models we examined, and all three models
showed a decline in the fraction of total storms that reach
the highest categories of intensity. The median day for
storm genesis shifted by an average of one week earlier in
both the Northern and Southern Hemispheres of all three
models.

Our LGM results show consistency with several re-
sponses seen in simulations of many warmer climates, both
projections of future warming (Emanuel 2013) as well
as very hot climates (Korty et al. 2017). These include an
increase in the fraction and frequency of the strongest
storms with warming, a shift in the median day of activity to
later in the storm season with warming (e.g., Dwyer et al.
2015), and a general trend toward more total storms with
warming. There is a consistent shift in late season Northern
Hemisphere activity: here we find a decrease in October
and November storm frequency in colder climates, and
Korty et al. (2017) found increases during these months
in simulations of very hot climates. The total count is
more complicated: in these cold climates, we find a ~12%
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F1G. 10. Differences between LGM and C20 North Atlantic TC power dissipation and environmental conditions. (a) Difference in PDI
(m*s %km?) between LGM and C20 in CCSM. Grid boxes with statistically significant differences (at 95% confidence threshold) are
shown with a black triangle. (b),(c) Asin (a), but for MPI and MRI, respectively. (d) Differences in CGI between LGM and C20 for CCSM
averaged over the storm-season (JASO). Only changes that are statistically significant are contoured. (e),(f) As in (d), but for MPI and
MRI, respectively. (g)-(i) As in (d)—(f), but for potential intensity. (j)—(1) As in (d)-(f), but for 850-250-hPa shear.

decline in count averaged over this ensemble (but one
model had no significant change). Emanuel (2013) re-
ported increases of ~25% averaged over an ensemble of
transient CMIP5 model projections by the end of the
twenty-first century, although in equilibrium simulations
Korty et al. (2017) showed smaller increases in much hotter
cases with 8 and 32 times preindustrial era levels of carbon
dioxide (+16% and +20%, respectively). Note, however,
that the storm count using this downscaling method be-
haves differently from count changes of directly simulated
storms: their count most often declines with warming
(Sobel et al. 2016; Walsh et al. 2016), although some sim-
ulations do not (Vecchi et al. 2019).

It is also clear that regional variability, particularly in the
North Atlantic, can alter any one model’s global response
substantially, and that large intermodel variability can exist
within any ensemble of a particular climate scenario. While
two of the three models showed declines in global PDI at
LGM, a third showed no significant change. Its North Atlantic
conditions are far less conducive for storm formation in its C20
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simulation than are actual contemporary environmental con-
ditions in this basin, and the number of seed vortices required
to generate a modern climatology for this model was larger.
Subtle differences in the relative magnitude of SST can
impart a large effect on the TC climatology, and careful study
of biases in control climate simulations should be examined to
aid understanding of changes seen in future or past climate
change scenarios.

We caution against interpolating these results to other
cool periods, such as the Little Ice Age (LIA) that occurred
during the middle of the last millennium. Although there are a
growing number of proxy storm records from LIA, these rec-
ords cannot be compared directly with our work on the LGM,
as the reasons why the LIA was colder differ from the LGM.
TCs respond to volcanism or to changes in the solar constant
very differently than they do to changes in carbon dioxide or to
the large-scale circulation changes that result from large con-
tinental ice sheets (e.g., Korty et al. 2012b; Emanuel and Sobel
2013). The response of TCs during colder intervals of the last
millennium will be driven by different external forces than
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FIG. 11. As in Fig. 10, but for the western North Pacific.

were these simulations of the LGM, and they are worthy of
investigation in their own right.
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