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A measurement of the WþW− boson pair production cross section in proton-proton collisions at
ffiffiffi
s

p ¼
13 TeV is presented. The data used in this study are collected with the CMS detector at the CERN LHC and
correspond to an integrated luminosity of 35.9 fb−1. TheWþW− candidate events are selected by requiring
two oppositely charged leptons (electrons or muons). Two methods for reducing background contributions
are employed. In the first one, a sequence of requirements on kinematic quantities is applied allowing a
measurement of the total production cross section, 117.6� 6.8 pb, which agrees well with the theoretical
prediction. Fiducial cross sections are also reported for events with zero or one jet, and the change in the
zero-jet fiducial cross section with the jet transverse momentum threshold is measured. Normalized
differential cross sections are reported within the fiducial region. A second method for suppressing
background contributions employs two random forest classifiers. The analysis based on this method
includes a measurement of the total production cross section and also a measurement of the normalized jet
multiplicity distribution inWþW− events. Finally, a dilepton invariant mass distribution is used to probe for
physics beyond the standard model in the context of an effective field theory, and constraints on the
presence of dimension-6 operators are derived.
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I. INTRODUCTION

The standard model (SM) description of electroweak and
strong interactions can be tested through measurements
of the WþW− boson pair production cross section at a
hadron collider. Aside from tests of the SM, WþW−

production represents an important background for new
particle searches. The WþW− cross section has been mea-
sured in proton-antiproton collisions at

ffiffiffi
s

p ¼ 1.96 TeV
[1,2] and in proton-proton (pp) collisions at 7 and 8 TeV
[3–6]. More recently, the ATLAS Collaboration published
measurements with pp collision data at 13 TeV [7].
The SM production of WþW− pairs proceeds mainly

through three processes: the dominant qq̄ annihilation
process; the gg → WþW− process, which occurs at higher
order in perturbative quantum chromodynamics (QCD);
and the Higgs boson process H → WþW−, which is
roughly 10 times smaller than the other processes and is
considered a background in this analysis. A calculation of
the WþW− production cross section in pp collisions atffiffiffi
s

p ¼ 13 TeV gives the value 118.7þ3.0
−2.6 pb [8]. This

calculation includes the qq̄ annihilation process calculated

at next-to-next-to-leading order (NNLO) precision in per-
turbative QCD and a contribution of 4.0 pb from the gg →
WþW− gluon fusion process calculated at leading order
(LO). The uncertainties reflect the dependence of the
calculation on the QCD factorization and renormalization
scales. For the analysis presented in this paper, the gg →
WþW− contribution is corrected by a factor of 1.4, which
comes from the ratio of the gg → WþW− cross section
at next-to-leading order (NLO) to the same cross section
at LO [9]. A further adjustment of −1.2% for the qq̄
annihilation process is applied to account for electroweak
corrections [10]. Our evaluation of uncertainties from
parton distribution functions (PDFs) and the strong cou-
pling αS amounts to 2.0 pb. Taking all corrections and
uncertainties together, the theoretical cross section used in
this paper for the inclusive WþW− production at

ffiffiffi
s

p ¼
13 TeV is σNNLOtot ¼ 118.8� 3.6 pb.

This paper reports studies of WþW− production in pp
collisions at

ffiffiffi
s

p ¼ 13 TeV with the CMS detector at the
CERN LHC. Two analyses are performed using events that
contain a pair of oppositely charged leptons (electrons or
muons); they differ in the way background contributions
are reduced. The first method is based on techniques
described in Refs. [4–6]; the analysis based on this method
is referred to as the “sequential cut analysis.” A second,
newer approach makes use of random forest classifiers
[11–13] trained with simulated data to differentiate signal
events from Drell-Yan (DY) and top quark backgrounds;
this analysis is referred to as the “random forest analysis.”
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The two methods complement one another. The sequen-
tial cut analysis separates events with same-flavor (SF) or
different-flavor (DF) lepton pairs and also events with zero
or one jet. As a consequence, background contributions
from the Drell-Yan production of lepton pairs can be
controlled. Furthermore, the impact of theoretical uncer-
tainties due to missing higher-order QCD calculations is
kept under control through access to both the zero- and one-
jet final states. The random forest analysis does not separate
SF and DF lepton pairs and does not separate events with
different jet multiplicities. Instead, it combines kinematic
and topological quantities to achieve a high sample purity.
The contamination from top quark events, which is not
negligible in the sequential cut analysis, is significantly
smaller in the random forest analysis. The random forest
technique allows for flexible control over the top quark
background contamination, which is exploited to study
the jet multiplicity in WþW− signal events. However, the
sensitivity of the random forest to QCD uncertainties is
significantly larger than that of the sequential cut analysis,
as discussed in Sec. IX A.
Total WþW− production cross sections are reported in

Sec. IX A for both analyses based on fits to the observed
yields. Cross sections in a specific fiducial region are
reported in Sec. IX B for the sequential cut analysis; these
cross sections are separately reported forWþW−→lþνl−ν̄
events with zero or one jet (l refers to electrons and
muons). Also, the change in the zero-jet WþW− cross
section with variations in the jet transverse momentum (pT)
threshold is measured.
Normalized differential cross sections within the fiducial

region are also reported in Sec. X. The normalization
reduces both theoretical and experimental uncertainties.
The impact of experimental resolutions is removed using
a fitting technique that builds templates of reconstructed
quantities mapped onto generator-level quantities. Com-
parisons to NLO predictions are presented.
The distribution of exclusive jet multiplicities forWþW−

production is interesting given the sensitivity of previous
results to a “jet veto” in which events with one or more jets
were rejected [2–4,6]. In Sec. XI, this paper reports a
measurement of the normalized jet multiplicity distribution
based on the random forest analysis.
Finally, the possibility of anomalous production of

WþW− events that can be modeled by higher-dimensional
operators beyond the dimension-4 operators of the SM is
probed using events with an electron-muon final state. Such
operators arise in an effective field theory expansion of the
Lagrangian and each appears with its own Wilson coef-
ficient [14,15]. Distributions of the electron-muon invariant
mass meμ are used because they are robust against mis-
modeling of the WþW− transverse boost and are sensitive
to the value of the Wilson coefficients associated with the
dimension-6 operators. The observed distributions provide
no evidence for anomalous events. Limits are placed on the

coefficients associated with dimension-6 operators in
Sec. XII.

II. THE CMS DETECTOR

The central feature of the CMS apparatus is a super-
conducting solenoid of 6 m internal diameter, providing a
magnetic field of 3.8 T. Within the solenoid volume are
a silicon pixel and strip tracker, a lead tungstate crystal
electromagnetic calorimeter (ECAL), and a brass and
scintillator hadron calorimeter, each composed of a barrel
and two end cap sections. Forward calorimeters extend the
pseudorapidity (η) coverage provided by the barrel and end
cap detectors. Muons are detected in gas-ionization cham-
bers embedded in the steel flux-return yoke outside the
solenoid. The first level of the CMS trigger system [16],
composed of custom hardware processors, is designed to
select the most interesting events within a time interval less
than 4 μs, using information from the calorimeters and
muon detectors, with the output rate of up to 100 kHz. The
high-level trigger processor farm further reduces the event
rate to about 1 kHz before data storage. A more detailed
description of the CMS detector, together with a definition
of the coordinate system used and the relevant kinematic
variables, can be found in Ref. [17].

III. DATA AND SIMULATED SAMPLES

A sample of pp collision data collected in 2016 with
the CMS experiment at the LHC at

ffiffiffi
s

p ¼ 13 TeV is
used for this analysis; the total integrated luminosity is
35.9� 0.9 fb−1.
Events are stored for analysis if they satisfy the selection

criteria of online triggers [16] requiring the presence of one
or two isolated leptons (electrons or muons) with high pT.
The lowest pT thresholds for the double-lepton triggers are
17 GeV for the leading lepton and 12 (8) GeV when the
trailing lepton is an electron (muon). The single-lepton
triggers have pT thresholds of 25 and 20 GeV for electrons
and muons, respectively. The trigger efficiency is measured
using Z → lþl− events and is larger than 98% for WþW−

events with an uncertainty of about 1%.
Several Monte Carlo (MC) event generators are used

to simulate the signal and background processes. The
simulated samples are used to optimize the event selection,
evaluate selection efficiencies and systematic uncertainties,
and compute expected yields. The production of WþW−

events via qq̄ annihilation (qq̄ → WþW−) is generated at
NLO precision with POWHEG v2 [18–23], and WþW−

production via gluon fusion (gg → WþW−) is generated
at LO using MCFM v7.0 [24]. The production of Higgs
bosons is generated with POWHEG [23] and H → WþW−

decays are generated with JHUGEN v5.2.5 [25]. Events for
other diboson and triboson production processes are gen-
erated at NLO precision with MADGRAPH 5_AMC@NLO2.2.2

[26]. The same generator is used for simulating Z þ jets,
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which includes Drell-Yan production, and Wγ� event
samples. Finally, the top quark final states tt̄ and tW are
generated at NLO precision with POWHEG [27,28]. The
PYTHIA 8.212 [29] package with the CUETP8M1 para-
meter set (tune) [30] and the NNPDF 2.3 [31] PDF set
are used for hadronization, parton showering, and the
underlying event simulation. For top quark processes,
the NNPDF 3.0 PDF set [32] and the CUETP8M2T4 tune
[33] are used.
The quality of the signal modeling is improved by

applying weights to the WþW− POWHEG events such that
the NNLO calculation [8] of transverse momentum spec-
trum of the WþW− system, pWW

T , is reproduced.
For all processes, the detector response is simulated

using a detailed description of the CMS detector, based on
the GEANT4 package [34]. Events are reconstructed with the
same algorithms as for data. The simulated samples include
additional interactions per bunch crossing (pileup) with a
vertex multiplicity distribution that closely matches the
observed one.

IV. EVENT RECONSTRUCTION

Events are reconstructed using the CMS particle-flow
(PF) algorithm [35], which combines information from
the tracker, calorimeters, and muon systems to create
objects called PF candidates that are subsequently identi-
fied as charged and neutral hadrons, photons, muons, and
electrons.
The primary pp interaction vertex is defined to be the

one with the largest value of the sum of p2
T for all physics

objects associated with that vertex. These objects include
jets clustered using the jet finding algorithm [36,37] with
the tracks assigned to the primary vertex as inputs and the
associated missing transverse momentum vector. All neu-
tral PF candidates and charged PF candidates associated
with the primary vertex are clustered into jets using the anti-
kT clustering algorithm [36] with a distance parameter of
R ¼ 0.4. The transverse momentum imbalance  pmiss

T is the
negative vector sum of the transverse momenta of all
charged and neutral PF candidates; its magnitude is denoted
by pmiss

T . The effects of pileup are mitigated as described in
Refs. [38,39].
Jets originating from b quarks are identified by a

multivariate algorithm called the combined secondary
vertex algorithm CSV v2 [40,41], which combines informa-
tion from tracks, secondary vertices, and low-momentum
electrons and muons associated with the jet. Two working
points are used in this analysis for jets with pT > 20 GeV.
The “loose” working point has an efficiency of approx-
imately 88% for jets originating from the hadronization of b
quarks typical in tt̄ events and a mistag rate of about 10%
for jets originating from the hadronization of light-flavor
quarks or gluons. The “medium” working point has a
b-tagging efficiency of about 64% for b jets in tt̄ events and

a mistag rate of about 1% for light-flavor quark and
gluon jets.
Electron candidates are reconstructed from clusters in the

ECAL that are matched to a track reconstructed with a
Gaussian-sum filter algorithm [42]. The track is required to
be consistent with originating from the primary vertex. The
sum of pT of PF candidates within a cone of size ΔR ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðΔηÞ2 þ ðΔϕÞ2

p
< 0.3 around the electron direction,

excluding the electron itself, is required to be less than
about 6% of the electron pT. Charged PF candidates are
included in the isolation sum only if they are associated
with the primary vertex. The average contribution from
neutral PF candidates not associated with the primary
vertex, estimated from simulation as a function of the
energy density in the event and the η direction of the elec-
tron candidate, is subtracted before comparing to the
electron momentum.
Muon candidates are reconstructed by combining signals

from the muon subsystems together with those from the
tracker [43,44]. The track reconstructed in the silicon
pixel and strip detector must be consistent with originating
from the primary vertex. The sum of the pT of the addi-
tional PF candidates within a cone of sizeΔR < 0.4 around
the muon direction is required to be less than 15% of the
muon pT after applying a correction for neutral PF
candidates not associated with the primary vertex, analo-
gous to the electron case.

V. EVENT SELECTION

The key feature of the WþW− channel is the presence of
two oppositely charged leptons that are isolated from any
jet activity and have relatively large pT. The two methods
for isolating aWþW− signal, the sequential cut method and
the random forest method, both require two oppositely
charged, isolated electrons or muons that have sufficient pT
to ensure good trigger efficiency. The lepton reconstruction,
selection, and isolation criteria are the same for the two
methods as are most of the kinematic requirements
detailed below.
The largest background contributions come from the

Drell-Yan production of lepton pairs and tt̄ events in which
both top quarks decay leptonically. Drell-Yan events can
be suppressed by selecting events with one electron and
one muon (i.e., DF leptons) and by applying a veto of
the Z boson resonant peak in events with SF leptons.
Contributions from tt̄ events can be reduced by rejecting
events with b-tagged jets.
Another important background contribution arises from

events with one or more jets produced in association with a
single W boson. A nonprompt lepton from a jet could be
selected with charge opposite to that of the prompt lepton
from the W boson decay. This background contribution is
estimated with two techniques based on specially selected
events. In the sequential cut analysis, the calculation hinges
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on the probability for a nonprompt lepton to be selected,
whereas in the random forest selection, it depends on a
sample of events with two leptons of equal charge.
Except where noted, WþW− events with τ leptons

decaying to electrons or muons are included as signal.

A. Sequential cut selection

The sequential cut selection imposes a set of discrete
requirements on kinematic and topological quantities and
on a multivariate analysis tool to suppress Drell-Yan
background in events with SF leptons.
The lepton pT requirements ensure a good reconstruction

and identification efficiency: the leading lepton must
have plmax

T > 25 GeV, and the trailing lepton must have
plmin
T > 20 GeV. Pseudorapidity ranges are designed to

cover regions of good reconstruction quality: for electrons,
the ECAL supercluster must satisfy jηj < 1.479 or 1.566 <
jηj < 2.5 and for muons, jηj < 2.4. To avoid low-mass
resonances and leptons from decays of hadrons, the
dilepton invariant mass must be large enough: mll >
20 GeV. The transverse momentum of the lepton pair is
required to satisfy pT

ll > 30 GeV to reduce background
contributions from nonprompt leptons. Events with a third,
loosely identified lepton with pT > 10 GeV are rejected to
reduce background contributions from WZ and ZZ (i.e.,
VZ) production.
The missing transverse momentum is required to be

>20 GeV. In order to make the analysis insensitive to
instrumental pmiss

T caused by mismeasurements of the
lepton momenta, a so-called “projected pmiss

T ,” denoted

pmiss;proj
T , is defined as follows. The lepton closest to the

 pmiss
T vector is identified and the azimuthal angle Δϕ

between the  pT of the lepton and  pmiss
T is computed. The

quantity pmiss;proj
T is the perpendicular component of  pmiss

T

with respect to  pT. When jΔϕj < π=2, pmiss;proj
T is required

to be larger than 20 GeV. The same requirement is imposed
using the projected  pmiss

T vector reconstructed from only the
charged PF candidates associated with the primary ver-

tex: pmiss;track proj
T > 20 GeV.

The selection criteria are tightened for SF final states
where the contamination from Drell-Yan events is much
larger. Events withmll within 15 GeVof the Z boson mass
mZ are discarded, and the minimum mll is increased to
40 GeV. The pmiss

T requirement is raised to 55 GeV. Finally,
a multivariate classifier called DYMVA [45,46] based on a
boosted decision tree is used to discriminate against the
Drell-Yan background.
Only events with zero or one reconstructed jet with

pJ
T > 30 GeV and jηJj < 4.7 are used in the analysis. Jets

falling within ΔR < 0.4 of a selected lepton are discarded.
To suppress top quark background contributions, events
with one or more jets tagged as b jets using the CSV v2 loose
working point and with pb

T > 20 GeV are also rejected.
Table I summarizes the event selection criteria, and

Table II lists the sample composition after the fits described
in Sec. VII have been executed. Example kinematic
distributions are shown in Fig. 1 for events with no jets
and in Fig. 2 for events with exactly one jet. The
simulations reproduce the observed distributions well.

TABLE I. Summary of the event selection criteria for the sequential cut and the random forest analyses. DYMVA
refers to an event classifier used in the sequential cut analysis to suppress Drell-Yan background events. RF refers to
random forest classifiers. Kinematic quantities are measured in GeV. The symbol (…) means no requirement
applied.

Sequential cut Random forest

Quantity DF SF DF SF

Number of leptons Strictly 2 Strictly 2
Lepton charges Opposite Opposite
plmax
T >25 >25

plmin
T >20 >20

mll >20 >40 >30 >30
Additional leptons 0 0
jmll −mZj � � � >15 � � � >15

pT
ll >30 >30 � � � � � �

pT
miss >20 >55 � � � � � �

pmiss;proj
T , pmiss;track proj

T
>20 >20 � � � � � �

Number of jets ≤ 1 � � � � � �
Number of b-tagged jets 0 0
DYMVA score � � � >0.9 � � � � � �
Drell-Yan RF score SDY � � � � � � >0.96
tt̄ RF score Stt̄ � � � � � � >0.6
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B. Random forest selection

A random forest (RF) classifier is an aggregate of binary
decision trees that have been trained independently and in
parallel [11]. Each individual tree uses a random subset of
features which mitigates against overfitting, a problem that
challenges other classifiers based on decision trees. The
random forest classifier is effective if there are many trees,
and the aggregation of many trees averages out potential
overfitting by individual trees. A random forest classifier is
expected to improve monotonically without overfitting [12]
in contrast to other methods. Building a random forest
classifier requires less tuning of hyperparameters com-
pared, for example, with boosted decision trees, and its
performance is as good [13].
The random forest analysis begins with a preselection

that is close to the first set of requirements in the
sequential cut analysis. The selection of electrons and
muons is identical. To avoid low-mass resonances and
leptons from decays of hadrons, mll > 30 GeV is
required for both DF and SF events. To suppress the
large background contribution from Z boson decays,
events with SF leptons and with mll within 15 GeV of
the Z boson mass are rejected. Events with a third, loosely
identified lepton with pT > 10 GeV are rejected to reduce
backgrounds from VZ production. Finally, events with
one or more b-tagged jets (pb

T > 20 GeV and medium
working point) are rejected, since the background from tt̄
production is characterized by the presence of b jets

whereas the signal is not. These requirements are known
as the preselection requirements.
After the preselection, the largest background contami-

nation comes from Drell-Yan production of lepton pairs
and tt̄ production with both top quarks producing prompt
leptons. To reduce these backgrounds, two independent
random forest classifiers are constructed: an anti-Drell-Yan
classifier optimized to distinguish Drell-Yan and WþW−

signal events, and an anti-tt̄ classifier optimized to dis-
tinguish tt̄ and WþW− events. The classifiers produce
scores, SDY and Stt̄, arranged so that signal appears mainly
at SDY ≈ 1 and Stt̄ ≈ 1 while backgrounds appear mainly at
SDY ≈ 0 and Stt̄ ≈ 0. Figure 3 shows the distributions of the
scores for the two random forest classifiers. The signal
region is defined by the requirements SDY > Smin

DY and
Stt̄ > Smin

tt̄ . For the cross section measurement, the specific
values Smin

DY ¼ 0.96 and Smin
tt̄ ¼ 0.6 are set by simultane-

ously minimizing the uncertainty in the cross section and
maximizing the purity of the selected sample. For meas-
uring the jet multiplicity, a lower value of Smin

tt̄ ¼ 0.2 is
used, which increases the efficiency forWþW− events with
jets. A Drell-Yan control region is defined by SDY < 0.6
and Stt̄ > 0.6 and a tt̄ control region is defined by SDY >
0.6 and Stt̄ < 0.6. The event selection used in this meas-
urement is summarized in Table I.
The architecture of the two random forest classifiers is

determined through an optimization of hyperparameters
explored in a gridlike fashion. The optimal architecture for

TABLE II. Sample composition for the sequential cut and random forest selections after the fits described in Sec. VII have been
executed; the uncertainties shown are based on the total uncertainty obtained from the fit. The purity is the fraction of selected events that
are WþW− signal events. “Observed” refers to the number of events observed in the data.

Sequential cut Random forest

DF SF DF SF

Process 0-jet 1-jet 0-jet 1-jet All jet multiplicities

Top quark 2110� 110 5000� 120 1202� 66 2211� 69 3450� 340 830� 82
Drell-Yan 129� 10 498� 38 1230� 260 285� 86 1360� 130 692� 72
VZ 227� 13 270� 12 192� 12 110� 7 279� 29 139� 10
VVV 11� 1 29� 2 4� 1 6� 1 13� 4 3� 2
H → WþW− 269� 41 150� 25 50� 2 27� 1 241� 26 90� 10

W γð�Þ 147� 17 136� 13 123� 5 58� 6 305� 88 20� 6

Nonprompt leptons 980� 230 550� 120 153� 39 127� 32 940� 300 183� 59
Total background 3870� 260 6640� 180 2950� 270 2820� 120

10510� 310 5780� 300 6600� 480 1960� 120
qq → WþW− 6430� 250 2530� 140 2500� 180 1018� 71 12070� 770 2820� 180

gg → WþW− 521� 66 291� 38 228� 32 117� 15 693� 44 276� 17
Total WþW− 6950� 260 2820� 150 2730� 190 1136� 72

9780� 300 3860� 200 12770� 820 3100� 200
Total yield 10820� 360 9460� 240 5680� 330 3960� 360

20280� 430 9640� 490 19360� 950 5060� 240
Purity 0.64 0.30 0.48 0.29

0.48 0.40 0.66 0.61
Observed 10 866 9404 5690 3914 19 418 5210
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this problem has 50 trees with a maximum tree depth
of 20; the minimum number of samples per split is 50 and
the minimum number of samples for a leaf is one. The
maximum number of features seen by any single tree is the
square root of the total number of features (ten for the DY
random forest and eight for the tt̄ random forest).
The random forest classifier takes as input some of the

kinematic quantities listed in Table I and several other event
features as listed in Table III. These include the invariant
mass of the two leptons and the missing momentum vector
mllpmiss

T
, the azimuthal angle between the lepton pair and

the missing momentum vector Δϕllpmiss
T
, the smallest

azimuthal angle between either lepton and any recon-
structed jet ΔϕlJ, and the smallest azimuthal angle between

the missing momentum vector and any jet Δϕpmiss
T J. The

random forest classifier also makes use of the scalar sum of
jet transverse momentaHT, and of the vector sum of the jet
transverse momenta, referred to as the recoil in the event.
The sample composition for the signal region is sum-

marized in Table II. The signal efficiency and purity are
higher than in the sequential cut analysis.

VI. BACKGROUND ESTIMATION

A combination of methods based on data control samples
and simulations are used to estimate background contri-
butions. The methods used in the sequential cut analysis
and the random forest analysis are similar. The differences
are described below.
The largest background contribution comes from tt̄ and

single top production which together are referred to as
top quark production. This contribution arises when b jets
are not tagged either because they fall outside the kine-
matic region where tagging is possible or because they
receive low scores from the CSV v2 b-tagging algorithm.
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FIG. 1. Kinematic distributions for events with zero jets and DF
leptons in the sequential cut analysis. The distributions show the
leading and trailing lepton pT (plmax

T and plmin
T ), the dilepton

transverse momentum pll
T , the azimuthal angle between the two

leptons Δϕll, the missing transverse momentum pmiss
T , and the

dilepton invariant mass mll. The error bars on the data points
represent the statistical uncertainty of the data, and the hatched
areas represent the combined systematic and statistical uncer-
tainty of the predicted yield in each bin. The last bin includes the
overflow.
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FIG. 2. Kinematic distributions for events with exactly one jet
and DF leptons in the sequential cut analysis. The quantities, error
bars, and hatched areas are the same as in Fig. 1.
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The sequential cut analysis defines a control region by
requiring at least one b-tagged jet. The normalization of the
top quark background in the signal region is set according
to the number of events in this control region. Similarly, the
random forest analysis defines a top quark control region

on the basis of scores: SDY > 0.6 and Stt̄ < 0.6. Many
kinematic distributions are examined and all show good
agreement between simulation and data in this control
region. This control region is used to set the normalization
of the top quark background in the signal region.
The next largest background contribution comes from

the Drell-Yan process, which is larger in the SF channel
than in the DF channel. The nature of these contributions is
somewhat different. The SF contribution arises mainly
from the portion of Drell-Yan production that falls below or
above the Z resonance peak. The sequential analysis
calibrates this contribution using the observed number of
events in the Z peak and the ratio of numbers of events
inside and outside the peak, as estimated from simulations.
The DF contribution arises from Z → τþτ− production with
both τ leptons decaying leptonically. The sequential cut
analysis verifies the Z → τþτ− background using a control
region defined bymeμ < 80 GeV and inverted pll

T require-
ments. The random forest analysis defines a Drell-Yan
control region by SDY < 0.6 and Stt̄ > 0.6, which includes
both SF and DF events. Simulations of kinematic distri-
butions for events in this region match the data well, and the
yield of events in this region is used to normalize the Drell-
Yan background contribution in the signal region.
The next most important background contribution comes

mainly from W boson events in which a nonprompt lepton
from a jet is selected in addition to a lepton from the W
boson decay. Monte Carlo simulation cannot be used for an
accurate estimate of this contribution, but it can be used to
devise and evaluate an estimate based on control samples.
In the sequential cut analysis, a “pass-fail” control sample
is defined by one lepton that passes the lepton selection
criteria and another that fails the criteria but passes looser
criteria. The misidentification rate f for a jet that satisfies
loose lepton requirements to also pass the standard lepton
requirements is determined using an event sample domi-
nated by multijet events with nonprompt leptons. This
misidentification rate is parametrized as a function of
lepton pT and η and used to compute weights f=ð1 − fÞ
in the pass-fail sample that are used to determine the
contribution of nonprompt leptons in the signal region
[46,47]. The random forest analysis uses a different method
based on a control region in which the two leptons have the
same charge. This control region is dominated by W þ jets
events with contributions from diboson and other events.
The transfer factor relating the number of same-sign events
in the control region to the number of opposite-sign events
in the signal region is based on two methods relying on data
control samples and which are validated using simulations.
One method uses events with DF leptons and low pmiss

T and
the other uses events with an inverted isolation requirement.
Both methods yield values for the transfer factor that are
consistent at the 16% level.
Background contamination from Wγ� events with low-

mass γ� → lþl− can satisfy the signal event selection

FIG. 3. Top left: score SDY distribution for the Drell-Yan
discriminating random forest discriminant. The Drell-Yan dis-
tribution peaks toward zero and the WþW− distribution peaks
toward one. Top right: score Stt̄ distribution for the top quark
random forest discriminant. The tt̄ distribution peaks toward
zero and the WþW− peaks toward one. Bottom left: the SDY
distribution after suppressing top quark events with Stt̄ >
Smin
tt̄ ¼ 0.6. Bottom right: the Stt̄ distribution after suppressing

Drell-Yan events with SDY > Smin
DY ¼ 0.96. The error bars on the

points represent the statistical uncertainties for the data, and the
hatched areas represent the combined systematic and statistical
uncertainties of the predicted yield in each bin.

TABLE III. Features used for the random forest classifiers. The
first classifier distinguishes Drell-Yan and WþW− signal events,
and the second one distinguishes top quark events and signal
events.

Classifier

Feature Drell-Yan Top quark

Lepton flavor ✓
Number of jets ✓

plmin
T ✓

pmiss
T ✓ ✓

pmiss;proj
T

✓

pll
T ✓ ✓

mll ✓
mllpmiss

T
✓

Δϕllpmiss
T

✓ ✓

ΔϕlJ ✓
Δϕpmiss

T J ✓

Δϕll ✓
HT ✓
Recoil ✓ ✓
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when the transverse momenta of the two leptons are very
different [46]. The predicted contribution in the signal
region is normalized to the number of events in a control
region with three muons satisfying pT > 10, 5, and 3 GeV
and for mγ� < 4 GeV. In this control region, the require-
ment pmiss

T < 25 GeV is imposed in order to suppress non-
Wγ� events.
The remaining minor sources of background, including

diboson and triboson final states and Higgs-mediated
WþW− production, are evaluated using simulations nor-
malized to the most precise theoretical cross sections
available.

VII. SIGNAL EXTRACTION

The cross sections are obtained by simultaneously fitting
the predicted yields to the observed yields in the signal and
control regions. In this fit, a signal strength parameter
modifies the predicted signal yield defined by the central
value of the theoretical cross section, σNNLOtot ¼ 118.8�
3.6 pb. The fitted value of the signal strength is expected to
be close to unity if the SM is valid, and the measured cross
section is the product of the signal strength and the
theoretical cross section. Information from control regions
is incorporated in the analysis through additional param-
eters that are free in the fit; the predicted background in the
signal region is thereby tied to the yields in the control
regions. In the sequential cut analysis, there is one control
region enriched in tt̄ events; the yields in the signal and this
one control region are fit simultaneously. Since the selected
event sample is separated according to SF and DF, 0- and 1-
jet selections, there are eight fitted yields. In the random
forest analysis, there are three control regions, one for
Drell-Yan background, a second for tt̄ background, and a
third for events with nonprompt leptons (e.g., W þ jets).
Since SF and DF final states are analyzed together, and the
selection does not explicitly distinguish the number of jets,
there are four fitted yields in the random forest analysis. In
both analyses, the yields in the control regions effectively
constrain the predicted backgrounds in the signal regions.
Additional nuisance parameters are introduced in the fit

that encapsulate important sources of systematic uncer-
tainty, including the electron and muon efficiencies,
b-tagging efficiencies, the jet energy scale, and the pre-
dicted individual contributions to the background. The total
signal strength uncertainty, including all systematic uncer-
tainties, is determined by the fit with all parameters free; the
statistical uncertainty is determined by fixing all parameters
except the signal strength to their optimal values.

VIII. SYSTEMATIC UNCERTAINTIES

Experimental and theoretical sources of systematic
uncertainty are described in this section. A summary of
all systematic uncertainties for the cross section measure-
ment is given in Table IV. These sources of uncertainty

impact the measurements of the cross section through the
normalization of the signal. Many of them also impact
kinematic distributions that ultimately can alter the shapes
of distributions studied in this analysis. Both normalization
and shape uncertainties are evaluated.

A. Experimental sources of uncertainty

There are several sources of experimental systematic
uncertainties, including the lepton efficiencies, the b-tag-
ging efficiency for b quark jets and the mistag rate for light-
flavor quark and gluon jets, the lepton momentum and
energy scales, the jet energy scale and resolution, the
modeling of pmiss

T and of pileup in the simulation, the
background contributions, and the integrated luminosity.
The sequential cut and the random forest analyses both

use control regions to estimate the background contribu-
tions in the signal region. The uncertainties in the estimates
are determined mainly by the statistical power of the
control regions, though the uncertainty of the theoretical
cross sections and the shape of the Z resonant peak also
play a role. Sources of systematic uncertainty of the
estimated Drell-Yan background include the Z resonance
line shape and the performance of the DYMVA classifier
for different pmiss

T thresholds. These uncertainties are
propagated directly to the predicted SF and DF background
estimates. The contribution from nonprompt leptons is
entirely determined by the methods based on data control
regions, described in Sec. VI; typically these contributions
are uncertain at approximately the 30% level. The con-
tribution from theWγ� final state is checked using a sample

TABLE IV. Relative systematic uncertainties in the total cross
section measurement (0- and 1-jet, DF, and SF) based on the
sequential cut analysis.

Uncertainty source (%)

Statistical 1.2
tt̄ normalization 2.0
Drell-Yan normalization 1.4
Wγ� normalization 0.4
Nonprompt leptons normalization 1.9
Lepton efficiencies 2.1
b tagging (b=c) 0.4
Mistag rate (q=q) 1.0
Jet energy scale and resolution 2.3
Pileup 0.4
Simulation and data control regions sample size 1.0
Total experimental systematic 4.6
QCD factorization and renormalization scales 0.4
Higher-order QCD corrections and pWW

T distribution 1.4
PDF and αS 0.4
Underlying event modeling 0.5
Total theoretical systematic 1.6
Integrated luminosity 2.7
Total 5.7
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of events with three well-identified leptons including a low-
mass, opposite-sign pair of muons. The comparison of the
MC prediction with the data has an uncertainty of about
20%. The other backgrounds are estimated using simu-
lations and their uncertainties depend on the uncertainties
of the theoretical cross sections, which are typically below
10%. Statistical uncertainties from the limited number of
MC events are taken into account and have a very small
impact on the result.
Small differences in the lepton trigger, reconstruction,

and identification efficiencies for data and simulation are
corrected by applying scale factors to adjust the efficiencies
in the simulation. These scale factors are obtained using
events in the Z resonance peak region [42,43] recorded
with unbiased triggers. They vary with lepton pT and η and
are within 3% of unity. The uncertainties of these scale
factors are mostly at the 1%–2% level.
Differences in the probabilities for b jets and light-flavor

quark and gluon jets to be tagged by the CSV v2 algorithm
are corrected by applying scale factors to the simulation.
These scale factors are measured using tt̄ events with two
leptons [40]. These scale factors are uncertain at the percent
level and have relatively little impact on the result because
the signal includes mainly light-flavor quark and gluon jets,
which have a low probability to be tagged, and the top
quark background is assessed using appropriate control
regions.
The jet energy scale is set using a variety of in situ

calibration techniques [48]. The remaining uncertainty is
assessed as a function of jet pT and η. The jet energy
resolution in simulated events is slightly different than that
measured in data. The differences between simulation and
data lead to uncertainties in the efficiency of the event
selection because the number of selected jets, their trans-
verse momenta, and also pmiss

T play a role in the event
selection.
The lepton energy scales are set using the position of the

Z resonance peak; the uncertainties are very small and have
a negligible impact on the measurements reported here.
The modeling of pileup depends on the total inelastic pp

cross section [49]. The pileup uncertainty is evaluated by
varying this cross section up and down by 5%.
The statistical uncertainties from the limited number of

events in the various control regions lead to a systematic
uncertainty from the background predictions. It is listed as
part of the experimental systematic uncertainty in Table IV.
The uncertainty in the integrated luminosity measure-

ment is 2.5% [50]. It contributes directly to the cross
section and also to the uncertainty in the minor back-
grounds predicted from simulation.

B. Theoretical sources of uncertainty

The efficiency of the event selection is sensitive to the
number of hadronic jets in the event. The sequential cut
analysis explicitly singles out events with zero or one jet,

and the random forest classifiers utilize quantities, such as
HT, that tend to correlate with the number of jets. As a
consequence, the efficiency of the event selection is
sensitive to higher-order QCD corrections that are
adequately described by neither the matrix-element calcu-
lation of POWHEG nor by the parton shower simulation. The
uncertainty reflecting these missing higher orders is evalu-
ated by varying the QCD factorization and renormalization
scales independently up and down by a factor of 2 but
excluding cases in which one is increased and the other
decreased simultaneously. A change in measured cross
sections is evaluated by applying appropriate weights to the
simulated events.
Some of the higher-order QCD contributions to WþW−

production have been calculated using the pT-resummation
[51,52] and the jet-veto resummation [53] techniques. The
results from these two approaches are compatible [54]. The
transverse momentum pWW

T of the WþW− pair is used as a
proxy for these higher-order corrections; the pWW

T spectrum
from POWHEG is reweighted to match the analytical
prediction obtained using the pT-resummation at next-to-
next-to-leading logarithmic accuracy [51]. Uncertainties
in the theoretical calculation of the pWW

T spectrum lead
to uncertainties in the event selection efficiency that are
assessed for the qq → WþW− process by independently
varying the resummation, the factorization, and the renorm-
alization scales in the analytical calculation [52]. The
uncertainty in the gg → WþW− component is determined
by the variation of the renormalization and factorization
scales in the theoretical calculation of this process [9].
Additional sources of theoretical uncertainties come

from the PDFs and the assumed value of αS. The PDF
uncertainties are estimated, following the PDF4LHC rec-
ommendations [55], from the variance of the values
obtained using the set of MC replicas of the NNPDF3.0
PDF set. The variation of both the signal and the back-
grounds with each PDF set and the value of αS is taken into
account.
The uncertainty from the modeling of the underlying

event is estimated by comparing the signal efficiency
obtained with the qq → WþW− sample described in
Sec. III to alternative samples that use different generator
configurations.
The branching fraction for leptonic decays of W bosons

is taken to be BðW → lνÞ ¼ 0.1086� 0.0009 [56], and
lepton universality is assumed to hold. The uncertainty
coming from this branching fraction is not included in the
total uncertainty; it would amount to 1.8% of the cross
section value.

IX. THE W +W − CROSS SECTION
MEASUREMENTS

Two measurements of the total production cross section
are reported in this section: the primary one coming from
the sequential cut analysis and a secondary measurement
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coming from the random forest analysis. In addition,
measurements of the fiducial cross section are reported,
based on the sequential cut analysis, including the change
of the zero-jet cross section with variations of the jet pT
threshold.

A. Total production cross section

Both the sequential cut and random forest analyses
provide precise measurements of the total production cross
section. Since the techniques for selecting signal events are
rather different, both values are reported here. The meas-
urement obtained with the sequential cut analysis is the
primary measurement of the total production cross section,
because it is relatively insensitive to the uncertainties in the
corrections applied to the pWW

T spectrum. The overlap of
the two sets of selected events is approximately 50%. A
combination of the two measurements is not carried out
because the reduction in the uncertainty would be minor.
The sequential cut (SC) analysis makes a double

dichotomy of the data: selected events are separated if
the leptons are DF or SF (DF is purer because of a smaller
Drell-Yan contamination), and these are further subdivided
depending on whether there is zero or one jet (0-jet is purer
because of a smaller top quark contamination). The
comparison of the four signal strengths provides an
important test of the consistency of the measurement;
the cross section value is based on the simultaneous fit of
DF and SF and 0-jet and 1-jet channels. The result is σtotSC ¼
117.6� 1.4ðstatÞ� 5.5ðsystÞ� 1.9ðtheoÞ� 3.2ðlumiÞ pb¼
117.6� 6.8 pb, which is consistent with the theoretical
prediction σNNLOtot ¼ 118.8� 3.6 pb. A summary of the
measured signal strengths and the corresponding cross
sections is given in Table V.
The random forest analysis isolates a purer signal than

the sequential cut analysis (see Table II); however, its
sensitivity is concentrated at relatively low pWW

T as shown
in Fig. 4. This region corresponds mainly to events with
zero jets; the random forest classifier uses observables such
as HT that correlate with jet multiplicity and reduce top
quark background contamination by favoring events with a

low jet multiplicity. As a consequence, the random forest
result is more sensitive to uncertainties in the theoretical
corrections to the pWW

T spectrum than the sequential cut
analysis. The signal strength measured by the random
forest analysis is 1.106� 0.073 which corresponds to a
measured total production cross section of σtotRF ¼
131.4� 1.3ðstatÞ� 6.0ðsystÞ� 5.1ðtheoÞ� 3.5ðlumiÞ pb¼
131.4� 8.7 pb. The difference with respect to the sequen-
tial cut analysis reflects the sensitivity of the random forest
analysis to low pWW

T .

B. Fiducial cross sections

The sequential cut analysis is used to obtain fiducial
cross sections. The definition of the fiducial region is
similar to the requirements described in Sec. VA above.
The generated event record must contain two prompt
leptons (electrons or muons) with pT > 20 GeV and
jηj < 2.5. Decay products of τ leptons are not considered
part of the signal in this definition of the fiducial region.
Other kinematic requirements are applied: mll > 20 GeV,
pll
T > 30 GeV, and pmiss

T > 20 GeV (where pmiss
T is calcu-

lated using the momenta of the neutrinos emitted in the W
boson decays). When categorizing events with zero or more
jets, a jet is defined using stable particles but not neutrinos.
For the baseline measurements, the jets must have pT >
30 GeV and jηj < 4.5 and be separated from each of the
two leptons by ΔR > 0.4.

TABLE V. Summary of the signal strength and total production
cross section obtained in the sequential cut analysis. The
uncertainty listed is the total uncertainty obtained from the fit
to the yields.

Category Signal strength Cross section [pb]

0-jet DF 1.054� 0.083 125.2� 9.9
0-jet SF 1.01� 0.16 120� 19
1-jet DF 0.93� 0.12 110� 15
1-jet SF 0.76� 0.20 89� 24
0-jet and 1-jet DF 1.027� 0.071 122.0� 8.4
0-jet and 1-jet SF 0.89� 0.16 106� 19
0-jet and 1-jet DF and SF 0.990� 0.057 117.6� 6.8

FIG. 4. Comparison of efficiencies for the sequential cut and
random forest analyses as a function of pWW

T . The sequential cut
analysis includes 0- and 1-jet events from both DF and SF lepton
combinations, for which the contributions from 0- and 1-jet are
shown separately. The efficiency curve for Smin

tt̄ ¼ 0.2 is also
shown; this value is used in measuring the jet multiplicity
distribution.
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The fiducial cross section is obtained by means of
a simultaneous fit to the DF and SF, 0- and 1-jet final
states. The measured value is σfid ¼ 1.529 � 0.020ðstatÞ�
0.069ðsystÞ � 0.028ðtheoÞ � 0.041ðlumiÞ pb ¼ 1.529�
0.087 pb, which agrees well with the theoretical value
σfidNNLO ¼ 1.531� 0.043 pb. These values are corrected to
the fiducial region with all jet multiplicities.

The fiducial cross sections for the production of WþW−

boson pairs with zero or one jet are of interest because some
of the earlier measurements were based on the 0-jet subset
only, i.e., a jet veto was applied [2–4,6]. The sequential cut
analysis provides the following values based on the
combination of the DF and SF categories: σfidð0-jetÞ ¼
1.61� 0.10 pb and σfidð1-jetÞ ¼ 1.35� 0.11 pb for a jet
pT threshold of 30 GeV. These fiducial cross section values
pertain to the definition given above; in particular, they
pertain to all jet multiplicities.
The fiducial cross section forWþW− þ 0-jets production

is also measured as a function of the jet pT threshold in the
range 25–60 GeV with the results listed in Table VI and
displayed in Fig. 5. The cross section is expected to
increase with jet pT threshold because the phase space
for zero jets increases.

X. NORMALIZED DIFFERENTIAL CROSS
SECTION MEASUREMENTS

Differential cross sections are measured for the fiducial
region defined above using the sequential cut, DF event
selection. The random forest selection is unsuitable for
measuring these differential cross sections because some of
these kinematic quantities are used as inputs to the random
forest classifiers. These differential cross sections are
normalized to the measured integrated fiducial cross
section, which for the DF final state (0- and 1-jet) is
0.782� 0.053 pb corresponding to a signal strength
of 1.022� 0.069.
For each differential cross section, a simultaneous fit to

the reconstructed distribution is performed in the following
manner. An independent signal strength parameter is
assigned to each generator-level histogram bin. For the
MC simulated events falling within a given generator-level
bin, a template histogram of the reconstructed kinematic
quantity is formed. The detector resolution is good for the
quantities considered, so the template histogram has a peak
corresponding to the given generator-level bin; the contents
of all bins below and above the given generator-level bin
are relatively low. When the fit is performed, the signal
strengths are allowed to vary independently. The correla-
tions among bins in the distribution of the reconstructed
quantity are taken into account. The fitted values of the
signal strength parameters are applied to the generator-level
differential cross section to obtain the measured differential
cross section.
Measurements of the differential cross sections with

respect to the dilepton mass ð1=σÞdσ=dmll, the leading
lepton transverse momentum ð1=σÞdσ=dplmax

T , the trail-
ing lepton transverse momentum ð1=σÞdσ=dplmin

T , and
the angular separation between the leptons ð1=σÞdσ=
dΔϕll are reported. The measurements are com-
pared to simulations generated with POWHEG+PYTHIA

in Fig. 6.
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FIG. 5. The upper panel shows the fiducial cross sections for
the production of WþW− þ 0-jets as the pT threshold for jets is
varied. The fiducial region is defined by two opposite-sign
leptons with pT > 20 GeV and jηj < 2.5 excluding the products
of τ lepton decay, and mll > 20 GeV, pT

ll > 30 GeV, and
pmiss
T > 30 GeV. Jets must have pT above the stated threshold,

jηj < 4.5, and be separated from each of the two leptons by
ΔR > 0.4. The lower panel shows the ratio of the theoretical
prediction to the measurement. In both the upper and lower
panels, the error bars on the data points represent the total
uncertainty of the measurement, and the shaded band depicts the
uncertainty of the MC prediction.

TABLE VI. Fiducial cross section for the production of
WþW− þ 0-jets as the pT threshold for jets is varied. The fiducial
region is defined by two opposite-sign leptons with pT >
20 GeV and jηj < 2.5 excluding the products of τ lepton decay,
and mll > 20 GeV, pT

ll > 30 GeV, and pmiss
T > 30 GeV. Jets

must have pT above the stated threshold, jηj < 4.5, and be
separated from each of the two leptons by ΔR > 0.4. The total
uncertainty is reported.

pT threshold (GeV) Signal strength Cross section (pb)

25 1.091� 0.073 0.836� 0.056
30 1.054� 0.065 0.892� 0.055
35 1.020� 0.060 0.932� 0.055
45 0.993� 0.057 1.011� 0.058
60 0.985� 0.059 1.118� 0.067
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XI. JET MULTIPLICITY MEASUREMENT

A measurement of the jet multiplicity tests the accuracy
of theoretical calculations and event generators. Signal
WþW− events are characterized by a low jet multiplicity in
contrast to tt̄ background events, which typically have two
or three jets. The sequential event selection exploits this
difference by eliminating events with more than one jet and
by separating 0- and 1-jet event categories. The random
forest selection, in contrast, places no explicit requirements
on the number of jets (NJ) in an event, and the separation of

signalWþW− events and tt̄ background utilizes other event
features listed in Table III. As a consequence, a precise
measurement of the fractions of events with NJ ¼ 0, 1, or
≥ 2 jets can be made. For this measurement, jets have pT >
30 GeV and jηj < 2.4, and must be separated from each of
the selected leptons by ΔR > 0.4. The rejection of events
with one or more b-tagged jets is still in effect; however, the
impact on the signal is very small.
The anti-tt̄ random forest produces a continuous score,

Stt̄, in the range 0 ≤ Stt̄ ≤ 1, as explained in Sec. V B.
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FIG. 6. The upper panels show the normalized differential cross sections with respect to the dilepton mass mll, leading lepton plmax
T ,

trailing lepton plmin
T , and dilepton azimuthal angular separation Δϕll, compared to POWHEG predictions. The lower panels show the

ratio of the theoretical predictions to the measured values. The meaning of the error bars and the shaded bands is the same as in Fig. 5.
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For the measurement of the jet multiplicity presented in this
section, the criterion against tt̄ background is loosened to
Smin
tt̄ ¼ 0.2 while Smin

DY ¼ 0.96 remains. This looser require-
ment leads to a signal efficiency for the random forest
selection with a relatively gentle variation withNJ as shown
in Table VII, and also a more even variation of the
efficiency as a function of pWW

T , as shown in Fig. 4.
These efficiencies are defined for the events passing the
random forest selection with respect to those passing the
preselection requirements. The efficiency for the preselec-
tion is essentially independent of NJ.
Background contributions are subtracted from the

observed numbers of events as a function of NJ and then
corrections are applied for the random forest efficiencies
shown in Table VII. The observed jet multiplicity suffers
from the migration of events from oneNJ bin to another due
to two experimental effects: first, pileup can produce extra
jets (pileup), and second, jet energy mismeasurements can
lead to jets with true pT below the 30 GeV threshold being
accepted and others with true pT above 30 GeV being
rejected. Pileup jets only increase the number of jets in an
event, while energy calibration and resolution lead to both
increase and decrease in NJ. Because of the falling jet pT

distribution, the jet energy resolution leads to increases in
NJ more often than to decreases.
The two sources of event migration are corrected in two

distinct steps. The signal MC event sample is used to build
two response matrices:RPU for pileup andRdet for detector
effects, in particular, jet energy resolution. The recon-
structed jet multiplicity for the signal process is given by
 v ¼ RPURdet  t, where  v and  t are vectors representing the
multiplicity distribution;  t represents the MC “truth” as
inferred from generator-level jets and  v is the reconstructed
distribution. Generator-level jets are reconstructed from
generated stable particles, excluding neutrinos, with the
clustering algorithm used to reconstruct jets in data. These
jets must satisfy pT > 30 GeV and jηj < 2.4 and must be
separated by ΔR > 0.4 from both of the two leptons from

W boson decays. Reconstructed and generator-level jets are
said to match if they have ΔR < 0.4. On the basis of the
simulated signal event sample, the two response matrices
are close to being diagonal,

RPU ¼

0
B@

0.986 0 0

0.013 0.985 0

0.001 0.015 1

1
CA

Rdet ¼

0
B@

0.963 0.060 0.003

0.036 0.891 0.090

0.001 0.049 0.906

1
CA:

Here, the columns correspond to NJ ¼ 0, 1, ≥ 2 for
generator-level jets, and the rows to the same for recon-
structed jets.
The response matrices are used to unfold the distribution

of jet multiplicities according to  u ¼ RDET
−1RPU

−1  v. No
regularization procedure is applied. The fractions of events
with NJ ¼ 0, 1, ≥ 2 jets are obtained by normalizing  u to
unit norm: the unfolded result is  w ¼  u=j  uj.
All systematic uncertainties are reevaluated for the jet

multiplicity measurement. Since the observables are essen-
tially yields normalized to the total number of events,
systematic uncertainties from the integrated luminosity and
lepton efficiency are negligible. The statistical uncertainty
in the response matrix is also negligible. Non-negligible
uncertainties are obtained for the jet energy scale and
resolution, for pileup reweighting, and for reweighting of
the pWW

T spectrum. The total relative uncertainties for the
elements of the response matrix are

0
B@

0.011 0.193 0.374

0.210 0.007 0.140

0.305 0.181 0.015

1
CA:

Although the relative uncertainty of the off-diagonal matrix
elements is large, those elements themselves are small, so a
precise measurement is still achievable.
Table VIII reports the measured fractions of events with

NJ jets. The fractions before unfolding for pileup and jet
energy resolution are listed, as well as the prediction based
on POWHEG weighted to correct the WþW− pT spectrum.
Figure 7 shows a comparison of the measured fractions and

TABLE VII. Efficiency for the random forest selection with
respect to preselected events as a function of jet multiplicity. The
stated uncertainties are statistical only.

Number of jets 0 1 ≥2

Efficiency 0.555� 0.003 0.448� 0.004 0.290� 0.004

TABLE VIII. Fractions of events with NJ ¼ 0, 1, ≥ 2 jets. The first uncertainty is statistical, and the second
combines systematic uncertainties from the response matrix and from the background subtraction.

Number of jets 0 1 ≥ 2

Before unfolding 0.795� 0.007� 0.053 0.180� 0.006� 0.039 0.025� 0.005� 0.018
After unfolding 0.773� 0.008� 0.075 0.193� 0.007� 0.043 0.034� 0.006� 0.033
Predicted 0.677� 0.007� 0.058 0.248� 0.007� 0.033 0.075� 0.006� 0.026
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the prediction from POWHEG. For this prediction, the pWW
T

spectrum is reweighted as described in Sec. VIII B.

XII. LIMITS ON DIMENSION-6 WILSON
COEFFICIENTS

In the framework of effective field theory, new physics
can be described in terms of an infinite series of new
interaction terms organized as an expansion in the mass
dimension of the corresponding operators [57]. The dimen-
sion-4 operators of the SM comprise the zeroth term of the
expansion. The series can be understood as coming from
the integration of heavy fields in an ultraviolet-complete
theory, which itself is renormalizable and unitary. When
testing for the presence of these higher-dimensional oper-
ators, it is assumed that just one or two operators have non-
vanishing coefficients in order to reduce the computational
burden. A truncated series, for example, a series including
the SM and dimension-6 operators only, is not renormaliz-
able and will violate tree-level unitarity at some energy scale.
Consequently, the truncated series is useful only when the
scale of new physics is large compared to the energies
accessible in the given final state, in which case terms
including higher-dimensional operators are suppressed.
In the electroweak sector of the SM, the first higher-

dimensional operators containing only massive boson
fields are dimension-6 [15,58],

OWWW ¼ cWWW

Λ2
WμνWνρWρ

μ

OW ¼ cW
Λ2

ðDμΦÞ†WμνðDνΦÞ

OB ¼ cB
Λ2

ðDμΦÞ†BμνðDνΦÞ

ÕWWW ¼ c̃WWW

Λ2
W̃μνWνρWρ

μ

ÕW ¼ c̃W
Λ2

ðDμΦÞ†W̃μνðDνΦÞ:

The gauge group indices are suppressed for clarity and the
mass scale Λ has been factored out from the Wilson
coefficients c and c̃. The tensor Wμν is the SUð2Þ field
strength, Bμν is the Uð1Þ field strength, Φ is the Higgs
doublet, and operators with a tilde are the magnetic duals of
the field strengths. The first three operators are CP
conserving, while the last two are not. In this analysis,
only the CP conserving operators are considered.
These operators contribute to several multiboson scatter-

ing processes at tree level. The operator OWWW modifies
vertices with three to six vector bosons, while OW and OB
modify both HVV vertices and vertices with three or four
vector bosons. The focus in this analysis is on modifica-
tions to the verticesHWþW−, γWþW−, and ZWþW− since
they lead to deviations of the pp → WþW− cross section
via diagrams of the kind shown in Fig. 8.
The analysis is based on the DF event sample selected in

the sequential cut analysis. The SF event sample is not used
because the contamination from Drell-Yan processes is
larger and the selected event sample itself is smaller. The 0-
and 1-jet categories are analyzed separately. The signal
region and the top quark control region are both included in
the analysis.
The invariant mass meμ distribution is used to test for

dimension-6 operators. The quantity meμ is well measured
and is not sensitive to higher-order QCD effects and jet
energy calibration issues. Furthermore, themeμ distribution
is more sensitive to higher-dimensional operators than
other observables based on lepton kinematics. In order
to suppress the Higgs boson contribution and enhance the
sensitivity to higher-dimensional operators, the require-
ment meμ > 100 GeV is imposed. The remaining Higgs
boson contributions are considered part of the signal.

J
/d

N
σ

 dσ
1/

0

0.5

1 Data

POWHEG+PYTHIA

 (13 TeV)-135.9 fbCMS

Number of jets
0 1  2≥

D
at

a
P

O
W

H
E

G

0.5

1

1.5

2 Theo. uncertainty
Theo. prediction / measurement

FIG. 7. The upper panel shows the fractions of events with
NJ ¼ 0, 1, ≥ 2 jets. The filled circles represent the data after
backgrounds are subtracted and pileup and energy resolution are
taken into account. The solid lines represent the POWHEG+PYTHIA
prediction. The lower panel shows the ratio of the theoretical
prediction to the measurement. The meaning of the error bars and
the shaded bands is the same as in Fig. 5.

FIG. 8. One of the Feynman diagrams through which dimen-
sion-6 operators modify the pp → WþW− cross section.
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Variations of the relatively small VZ background processes
due to dimension-6 operators are neglected.
The measurement of the Wilson coefficients uses tem-

plates of meμ with the following bins: [100, 200, 300, 400,
500, 600, 700, 750, 800, 850, 1000, ∞] GeV; the last bin
contains all events with meμ > 1 TeV. This choice mini-
mizes the expected 95% confidence level (C.L.) intervals
for all coefficients (with fixed mass scale Λ) while
populating each bin adequately. The highest bin is the
one with the greatest statistical power largely because of the
presence of multiple momentum factors in the Feynman
diagrams associated with the higher-dimensional opera-
tors (Fig. 8).
In order to construct the meμ templates, the weights

calculated for each event are used to build a parametrized
model of the expected yield in each bin as a function of the
coefficients (with fixed Λ). More precisely, for each bin, a
fit is performed of a second-order polynomial to the ratios
of the expected signal yield with nonzero coefficients to the
one without (SM). When only one coefficient is taken to be
nonzero, the fit is performed to five points, and when two
coefficients are taken to be nonzero, the fit is performed to a
5 × 5 grid. These fits are carried out for the 0- and 1-jet
categories separately.
A binned maximum likelihood fit of themeμ templates to

the data is carried out. The likelihood is computed using the
Poisson probability for each bin iwithNexp

i expected events
and Nobs

i observed events. Each source of uncertainty is
modeled with a log-normal distribution πijðθjÞ where θj is
the nuisance parameter for a source of uncertainty j as
discussed in Sec. VIII. The expected yields Nexp

i are

functions of the nuisance parameters θj. The likelihood
is computed from the product over all bins i,

L ¼
YN
i¼i

�
e−N

exp
i ðNexp

i ÞNobs
i

YM
j¼i

πijðθjÞ
�
;

where the N! term has been neglected. The nuisance
parameters for the systematic uncertainties are profiled
for each dimension-6 operators hypothesis.
Figure 9 shows the results of the template fits to the

observed meμ distributions. The expected signal distribu-
tions for three values of the coefficients close to the
95% C.L. expected limits on those coefficients are also
shown (not stacked); the largest impact of nonzero coef-
ficients is seen for meμ > 850 GeV.
Figure 10 (left) shows the curves of −2Δ lnL ¼

−2ðlnL − lnLminÞ for the three dimension-6 operators
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FIG. 9. Comparison of the template fits to the observed meμ
distributions in the 0-jet (left) and 1-jet (right) categories. The
non-SM contributions for cWWW=Λ2 ¼ 3.2 TeV−2, cW=Λ2 ¼
4.9 TeV−2, and cB=Λ2 ¼ 15.0 TeV−2 are shown, not stacked
on top of the other contributions. In the plot on the right, the
decrease in the non-SM contribution at lowmeμ is not statistically
significant and results from limited precision in the subtraction of
two large yields (SM and SMþ non-SM). The last bin contains
all events with reconstructed meμ > 1 TeV. The error bars on the
data points represent the statistical uncertainties for the data, and
the hatched areas represent the total uncertainty for the predicted
yield in each bin.
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considered here; the 0- and 1-jet categories have been
combined. The corresponding 68% and 95% C.L. intervals
are reported in Table IX. The observed limits are stronger
than expected due to a deficit of events at high meμ. In all
cases, they are within 2 standard deviations of the expected
limits as determined by pseudoexperiments. The observed
limits are about a factor of 2 more stringent than recent
results reported by the ATLAS Collaboration [7] and the
previous WþW− results from the CMS Collaboration [5].
The sensitivity of this analysis to cWWW and cW is similar to
the CMS WZ analysis [59] and is much better for cB.
Finally, the sensitivity is slightly weaker than for the CMS
analysis of WþW− and WZ production in lepton and jets
events [60]. Figure 10 (right) shows the expected and
observed 68% and 95% confidence level contours for pairs
of Wilson coefficients.

XIII. SUMMARY

Measurements of WþW− boson pair production in
proton-proton collisions at

ffiffiffi
s

p ¼ 13 TeV were performed.
The analysis is based on data collected with the CMS
detector at the LHC corresponding to an integrated lumi-
nosity of 35.9 fb−1. Candidate events were selected that
have two leptons (electrons or muons) with opposite
charges. Two analysis methods were described. The first
method imposes a sequence of requirements on kinematic
quantities to suppress backgrounds, while the second uses a
pair of random forest classifiers. The total production cross
section is σtotSC¼117.6�1.4ðstatÞ�5.5ðsystÞ�1.9ðtheoÞ�
3.2ðlumiÞ pb¼117.6�6.8 pb, where the individual uncer-
tainties are statistical, experimental systematic, theoretical,
and of integrated luminosity; this measured value is
consistent with the next-to-next-to-leading-order theoreti-
cal prediction 118.8� 3.6 pb. Fiducial cross sections are
also measured including the change in the 0-jet fiducial
cross section with jet transverse momentum threshold.
Normalized differential cross sections are measured and
compared with next-to-leading-order SM predictions.
Good agreement is observed. The normalized jet multi-
plicity distribution in WþW− events is measured. Finally,
bounds on coefficients of dimension-6 operators in the
context of an effective field theory are set using electron-
muon invariant mass distributions.
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