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Abstract 7 

Reactive transport modeling is an essential tool to simulate complex geochemical 8 
reactions in porous media that can impact formation properties including porosity and 9 
permeability. However, simulating these reactions is challenging due to uncertainties in 10 
model parameters, particularly mineral surface areas. Imaging has emerged as a 11 
powerful means of estimating model parameters including porosity and mineral 12 
abundance, accessibility and accessible surface area. However, these parameters, 13 
particularly mineral accessible surface area, vary with image resolution. This work aims 14 
to enhance understanding of the impact of image resolution and other means of 15 
estimating mineral reactive surface area on simulated mineral reactions and reaction 16 
rates. Mineral surface areas calculated from images with resolutions of 0.34 µm and 17 
5.71 µm were used to simulate mineral reactions in the context of geologic CO2 18 
sequestration in the Paluxy formation at the continuum scale. Additional simulations 19 
were carried out using BET surface areas collected from the literature and geometric 20 
surface areas. Simulations were run for 7300 days and mineral volume fractions and 21 
effluent ion concentrations tracked and compared. Variations in mineral surface areas 22 
measured from images are within 1 order of magnitude and yield similar simulation 23 
results, indicating the impact of image resolution on simulated reactions and reaction 24 
rates is minimum for the resolutions and sample considered. In comparison, surface 25 
areas obtained from BET and geometric approaches are 1-5 orders of magnitude higher 26 
than image-obtained surface areas and result in greater simulated reaction rates and 27 
extents. Minerals with high reaction rates (calcite and siderite) are most impacted by 28 
surface area values at short times where simulated mineral volume fractions at longer 29 
times agree relatively well, even for simulations with several orders of magnitude 30 
variation in surface area. Phases with lower reaction rates, such as K-feldspar and 31 
muscovite, are predominantly impacted over longer times where variations in surface 32 
areas impact reaction extents and porosity evolution.  33 
 34 
Keywords: Reactive transport modeling; Image resolution, Mineral surface area; 35 
Geochemical reactions 36 
 37 

1. Introduction 38 

Reactive transport modeling has been used extensively to enhance understanding 39 

of geochemical reactions and transport phenomena happening in a wide variety of 40 
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surface and subsurface systems (Steefel et al., 2005, 2013; Pallud et al., 2007; Boana et 41 

al., 2014; Li et al., 2017; Steefel, 2018; Maher and Navarre-Sitchler, 2019). For 42 

example, reactive transport simulations have been used to enhance the understanding 43 

of the fate of contaminants in porous media (Sen et al., 2006; Apul et al., 2007; Xu et 44 

al., 2010; Essaid et al., 2015; Schmidt et al., 2019), to evaluate CO2–induced dissolution 45 

and precipitation reactions and corresponding porosity and permeability evolution in 46 

subsurface environments (White et al., 2005; Audigane et al., 2007; Bacon et al., 2009; 47 

Meakin et al., 2009;  Aradóttir et al., 2012; Nogues et al., 2013; Connell et al., 2015; 48 

Deng et al., 2015; Ng et al., 2015; Steefel et al., 2015; Navarre-Sitchler et al., 2011 and 49 

2017; Bo Guo et al., 2018; Liu et al., 2019; Miao et al., 2019; Schmidt et al., 2019; 50 

Elkady and Kovscek, 2020), and to simulate biogeochemical process such as uranium 51 

bioremediation (Scheibe et al., 2009; Yabusaki et al., 2011; Martinez et al., 2014; 52 

Grandclerc et al., 2018; Shultz et al., 2018; la Cecilia et al., 2019). Models have the 53 

advantage of being able simulate the evolution of a system beyond laboratory time 54 

scales where models are developed based on experimental systems and validated with 55 

experimental observations (Martens et al., 2012; Salehikhoo et al., 2013; Beckingham 56 

et al., 2017). 57 

While reactive transport models are widely used, simulating mineral reactions is 58 

challenging not only due to the complexity of the reactions, but also uncertainties in 59 

estimating model parameters. In addition, changes in mineral porosity, permeability and 60 

reactive surface may occur as reactions progress (Gouze and Luquot, 2011; Qajar, 2012; 61 

Qajar and Arns, 2016; Beckingham et al., 2017; Yang et al., 2018; Altree-Williams et 62 

al., 2019), which could impact the modeling results. Mineral reaction rates are 63 

commonly estimated using a rate law based on transition state theory (TST) (Lasaga, 64 

1981, 1984; Aagaard and Helgeson, 1982) where the reaction rate is given by, 65 

𝑅! = 𝐴!𝑘![𝑓∆𝐺"]                                                    (1) 66 

where Am is mineral reactive surface area, km is mineral rate constant, and 𝑓∆𝐺" is the 67 

thermodynamic driving force for the reaction (Stefeel et al., 2015). While the 68 

thermodynamic aspects of mineral reactions are generally well understood, difficulties 69 

exist in estimating parameters for mineral nucleation and growth, rate constants in non-70 
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ideal conditions including high temperatures and pressures, and mineral reactive 71 

surface area (SA) (Hellevang et al., 2013; Black et al., 2015; Bourg et al., 2015). These 72 

variations may result in differences in simulated results. Estimated rate constants 73 

typically vary by one order of magnitude (Black et al., 2015), whereas variations in 74 

reported mineral surface area values span several orders of magnitude (Black et al., 75 

2015; Bourg et al., 2015).  76 

Mineral surface areas are typically measured in the laboratory or estimated based 77 

on geometry. In the laboratory, mineral specific surface area is often measured using 78 

the Brunauer–Emmett–Teller (BET) adsorption method (Brunauer et al., 1938). Surface 79 

areas estimated based on a geometry approximation typically assume mineral grains are 80 

smooth, spherical, and of a uniform size (Anbeek, 1992; Gunter et al., 2000; Noiriel et 81 

al., 2009). When clay minerals are present, an additional smaller grain size might be 82 

assumed (White et al., 2005; Alemu et al., 2011; Beckingham et al., 2016). These 83 

surface areas may or may not be additionally adjusted by roughness and scaling factors 84 

varying one to three orders of magnitude to account for surface roughness and 85 

variations in reactive site density (Bourg et al. 2015).  86 

Imaging has emerged as powerful tool to quantify mineral properties including 87 

mineral abundance, mineral accessibility and mineral accessible surface area (defined 88 

in section 2.2.2.1) (Peters, 2009; Landrot et al. 2012; Beckingham et al., 2016 and 2017; 89 

Qin and Beckingham, 2019). In this approach, images of mineral thin sections captured 90 

using scanning electron microscopy (SEM) under backscatter electron (BSE) mode are 91 

segmented into discrete mineral phases utilizing energy dispersive X-ray spectroscopy 92 

(EDS) elemental maps. Mineral accessibility is calculated from 2D BSE images by first 93 

identifying connected porosity and then corresponding adjacent mineral surfaces 94 

(Beckingham et al., 2017, Qin and Beckingham, 2019). This is then combined with 3D 95 

X-ray computed tomography (CT) images to calculate pore connectivity in three 96 

dimensions and used to infer three-dimensional mineral accessible surface areas 97 

(Landrot et al. 2012, Beckingham et al., 2017, Qin and Beckingham, 2019). The 98 

required images can be captured over a wide range of resolutions where the impact of 99 

image resolution on the quantification of mineral abundance and mineral accessible 100 
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surface area was assessed in Qin and Beckingham (2019). This analysis revealed 101 

mineral volume fractions calculated for a sandstone sample using images with 102 

resolutions at 0.34 µm to 5.71 µm agreed relatively well and mineral accessible surface 103 

areas varied up to 1 order of magnitude (Qin and Beckingham, 2019). Image-obtained 104 

accessible surface areas of calcite, siderite and K-feldspar decreased with decreasing 105 

resolution while the accessible surface area of quartz increased with decreasing image 106 

resolution. It was also noted that images with even higher resolutions, however, are 107 

needed to adequately depict clay minerals and phases with small-scale features (e.g. 108 

muscovite) (Qin and Beckingham 2019).  109 

Imaging and image analysis are powerful means of quantifying mineral properties 110 

to inform reactive transport simulations, including accessible surface areas where it has 111 

been found that accessible surface area better reflects mineral reactive surface area in 112 

porous media and better reproduces observed dissolution rates (Beckingham et al. 113 

2017). However, capturing images under high resolutions and processing high 114 

resolution images is time-consuming and may have high computational costs. The 115 

necessity of this time and resource investment to improve simulation of mineral 116 

reactions and reactions rates, however, is not well understood. This work evaluates 117 

variations in simulated mineral reactions and reaction rates using mineral surface areas 118 

obtained from images with varying resolution and values obtained using traditional 119 

approaches. Mineral surface areas measured from image analyses in Qin and 120 

Beckingham, (2019) were used here to evaluate the impact of image resolution on 121 

simulated mineral reactions extents and reaction rates. These simulations are compared 122 

to those utilizing BET mineral surface areas from the literature and geometric surface 123 

areas (GSA) calculated assuming two uniform spherical sizes, one for clay minerals 124 

and the other for non-clay minerals. Simulations compare variations in mineral 125 

reactions, reaction rates, and porosity over short and long times.  126 

 127 

2. Materials and methods 128 

2.1 Sample characterization 129 

Sandstone samples extracted from the Paluxy formation at the Kemper County 130 
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power plant, Kemper County, Mississippi, a prospective pilot CO2 injection plant, were 131 

considered in this study. These samples were also the focus of previous analysis in Qin 132 

and Beckingham (2019) where bulk samples were collected from well MPC 10-4 #1 133 

and well MPC 34-1 at depths from 1539 m to 1624 m. XRD analysis was performed on 134 

powdered samples and SEM BSE images of thin sections were captured for image 135 

analyses (Qin and Beckingham, 2019). The mineralogy, mineral abundances, and 136 

mineral volume fractions determined from 2D BSE images of a thin section of the rock 137 

sample extracted at the depth of 1539 m (Qin and Beckingham, 2019) were used here 138 

and are reported in Table 1. Mineral abundances are defined as mineral volume 139 

percentage without pore space (m3 mineral volume/ m3 total mineral volume) and 140 

mineral volume fractions are defined as mineral volume percentage within the porous 141 

medium (m3 mineral volume/ m3 total porous medium volume). Mineral rate constant 142 

values (Table 1) were interpolated following Beckingham et al. (2016) at anticipated 143 

formation conditions post CO2 injection corresponding to a temperature of 50°C and 144 

pH of 3.5. 145 

 146 
Table 1. Mineral abundances calculated from a 0.34 µm 2D SEM image in Qin and Beckingham 147 
(2019) and corresponding mineral volume fractions and rate constants for reactive transport 148 
simulations. Rate constant values: quartz (Brady and Walther, 1990), K-feldspar (Van Hees et 149 
al., 2002), calcite (Alkattan et al., 1998), smectite (Amram and Ganor, 2005), muscovite 150 
(Knauss and Wolery, 1988; Oelkers et al., 2008), siderite (Golubev et al., 2009). 151 

Mineral Chemical formulaa Abundances 
(%) 

Volume fraction 
(%) 

Log k 
(mol/m2/s)b 

Quartz SiO2 76.45 57.46 -11.6 

K-feldspar KAlSi3O8 3.5 2.63 -11.65 

Calcite CaCO3 9.63 7.24 -4.21 

Smectite (Ca0.2Na0.15)K0.2(Fe0.29Mg0.9)
(Al1.25Si3.75)(OH)6.5 8.23 6.19 -13.35 

Muscovite KAl2(AlSi3O10)(OH)2 0.31 0.23 -12.67 

Siderite Fe0.9Mg0.1CO3 1.98 1.41 -5.69 
a Smectite and siderite chemical formula are determined from EDS linescan. 152 
b Mineral rate constants correspond to a temperature of 50°C and pH of 3.5. 153 

 154 

2.2 Reactive transport simulations 155 
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2.2.1 Model description 156 

Continuum scale reactive transport simulations were built and carried out using 157 

CrunchFlow (Steefel et al., 2015). The model system (Fig. 1) consisted of a 3 cm long 158 

mineral cell in equilibrium with formation brine proceeded by a cell containing a 159 

constant partial pressure of CO2 in equilibrium with formation brine that acts as a 160 

constant source of CO2-saturated brine throughout the simulations. The mineral 161 

composition in the mineral cell was based on the mineral volume fractions determined 162 

from analysis of thin sections in Qin and Beckingham (2019) and given in Table 1. The 163 

initial formation brine chemistry (Table 2) was determined by simulating minerals 164 

equilibrating with 1 mol/(kg fluid) NaCl brine for 100,000 years where the resulting 165 

initial pH, based on charge balance, is 8.81. 166 

 167 

 168 
Fig. 1. Diagram of the simulation system. 169 

 170 

Table 2. Simulated brine chemistry of the Paluxy formation. 171 

Ion Concentration (mol/kg fluid) 
Na+ 1.00E-00 
Cl- 1.00E-00 
Ca2+ 7.00E-04 
Mg2+ 5.88E-07 
Fe2+ 5.64E-05 
K+ 1.08E-04 
Al3+ 1.08E-06 

SiO2(aq) 8.82E-04 
CO2(aq) 7.65E-04 
pH 8.81 

 172 

The estimated temperature and pressure at the sample depth, 1539 m, is 50 °C and 173 

163 bar, calculated based on a temperature gradient of 25 °C/km and surface 174 

temperature of 10 °C and pressure gradient of 105 bar/km (Bachu, 2000; Crandell et al., 175 

2009). These conditions control the solubility of CO2 in the formation brine, calculated 176 
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in CrunchFlow using the Duan and Sun model (Duan and Sun, 2003). These conditions 177 

result in a CO2 saturated brine with a pH of 3.5. In the simulations, the CO2 saturated 178 

brine flowed through the mineral cell at a constant flowrate of 1 m/day and the evolution 179 

of major ions and mineral volume fractions tracked. Precipitation of potential secondary 180 

mineral phases was also considered where the potential precipitating phases were 181 

selected using the database sweep option in CrunchFlow.  182 

 183 

2.2.2 Mineral surface area 184 

Table 3. Mineral surface area values used in reactive transport simulations. High and low 185 
resolution correspond to 0.34 µm and 5.71 µm resolution SEM images analyzed in Qin and 186 
Beckingham (2019), respectively. The surface area of quartz, K-feldspar, calcite and siderite 187 
were determined from images while the surface area of smectite and muscovite are from 188 
Beckingham et al. (2017) and Knauss and Wolery (1989), respectively. High and low BET 189 
literature refer to BET measured surface area values collected from the literature: quartz (Brady 190 
and Walther, 1989; Tester et al., 1994), K-feldspar (Bunsenberg and Clemency, 1976; Gautier 191 
et al., 1994), calcite (Papadopoulos and Rowell, 1988; Cubillas et al., 2005), smectite (Kennedy 192 
et al., 2002; Metz et al., 2005), muscovite (Caseri et al., 1992; Knauss, 1989), siderite (Shan 193 
and Guo, 2013; Erdem and Ozverdi, 2005). GSARF refers to geometric surface area multiplied 194 
by a roughness factor, RF, of 10 to account for surface roughness and GSASF is GSARF divided 195 
by a scaling factor, SF, of 10 to account for surface site reactivity. 196 

Mineral 

Surface area values (m2/g) 
high 

resolution 
imaging  

low 
resolution 
imaging 

GSARF = 
GSA*RF 

GSASF = 
GSARF/SF 

high BET 
literature 

low BET 
literature 

Quartz 2.56E-2 4.59E-2 1.18E-1 1.18E-2 1.11E-1 2.25E-2 

K-feldspar 2.62E-2 1.49E-2 1.22E-1 1.22E-2 1.52E+0 1.12E-1 

Calcite 1.10E-2 7.79E-3 1.15E-1 1.15E-2 1.64E+0 1.39E-2 

Smectite 9.33E+0 9.33E+0 8.56E+1 8.56E+0 8.00E+2 3.40E+1 

Muscovite 2.38E+0 2.38E+0 1.11E-1 1.11E-2 3.40E+0 1.10E+0 

Siderite 1.77E-2 1.72E-2 7.90E-2 7.90E-3 5.17E+1 2.67E+0 

 197 

       Six different sets of surface area (Table 3) were determined and used in a systematic 198 

series of reactive transport simulations. This included two sets of accessible mineral 199 

surface areas determined using images at different resolutions, two sets of geometric 200 

surface areas with and without a scaling factor, and two sets of specific surface areas 201 

determined from BET analyses (Table 3). In CrunchFlow, mineral surface areas are 202 

updated as reactions proceed, based on the following relationships for dissolution and 203 
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precipitation: 204 

Dissolution: 𝐴 = 𝐴#$#%#&'(
∅!

∅!"#"$"%&
)
'
(( ∅
∅"#"$"%&

)
'
(                                 (2) 205 

Precipitation: 𝐴 = 𝐴#$#%#&'(
∅

∅"#"$"%&
)
'
(                                        (3) 206 

where A is the reactive surface area, Φ is the porosity and Фm is the individual mineral 207 

volume fraction.  208 

 209 

2.2.2.1 Image obtained accessible surface area 210 

Mineral accessible surface areas used here were calculated using a multi-scale 2D 211 

and 3D imaging approach in Qin and Beckingham (2019). Accessible surface was 212 

defined as mineral surfaces adjacent to connected pore spaces. In Qin and Beckingham 213 

(2019), these image-obtained accessible surface areas were calculated using 2D SEM 214 

images of varying resolution, 0.34 µm to 5.71 µm. Here, values from the highest (0.34 215 

µm) and lowest (5.71 µm) image resolution were considered. It should be noted that 216 

even the image resolution of 0.34 µm was not sufficient to calculate surface area of 217 

smectite and muscovite, thus the surface area of smectite determined using FIB-SEM 218 

imaging from Beckingham et al. (2017) and BET measured value for muscovite from 219 

Knauss and Wolery (1989) were used here. The sets of image obtained surface areas are 220 

given in Table 3 and referred to as high resolution imaging and low resolution imaging. 221 

 222 

2.2.2.2 Geometric specific and effective surface areas 223 

Geometric surface areas were calculated from the experimentally measured 224 

average grain diameter for non-clay and clay minerals assuming spherical grains. The 225 

average grain diameters were determined from grain size distributions measured by 226 

Weatherford Labs for 7 samples from the Paluxy formation at depths of 1540 m, 1541 227 

m, 1547 m, 1549 m, 1551 m, 1556 m, and 1562 m. The corresponding average grain 228 

diameters were 191.8 µm for non-clay minerals and 0.3 µm for clay minerals (details 229 

in supplementary materials). To account for mineral surface roughness, the spherical 230 

surface areas based on these grain diameters were multiplied by a roughness factor (RF) 231 

of 10 where the resulting surface area corresponds to an estimate of a specific surface 232 
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area. A second set of surface area values reflecting limitations to surface reactivity, as 233 

would occur from reduced accessibility or only a fraction of the surfaces being reactive, 234 

were also calculated by dividing rough surface areas by a scaling factor, SF. Scaling 235 

factors typically range one to three orders of magnitude (White and Peterson 1990) 236 

where a scaling factor of 10 is used here. The resulting surface area is an estimate of an 237 

effective surface area where values for both surface areas are given in Table 3 and are 238 

referred to as GSARF, the geometric surface area adjusted for surface roughness with a 239 

roughness factor, and GSASF, the rough geometric surface area adjusted by the scaling 240 

factor that accounts for both surface roughness and surface site reactivity.  241 

 242 

2.2.2.3 Literature specific surface area 243 

Mineral specific surface areas measured using the BET method (Brunauer et al., 244 

1938) in previous studies were collected from the literature and used here. For a given 245 

mineral phase, BET surface areas vary up to 4 orders of magnitude (Black et al., 2015; 246 

Bourg et al., 2015) depending on sample source, sample condition, adsorption method 247 

used, etc. Here, mineral specific surface areas reported in the literature were collected 248 

and the highest and lowest measured values on pure mineral samples were selected. 249 

These values are referred as the high BET literature and low BET literature in Table 3. 250 

 251 

3. Results 252 

Simulations first consider the impact of image resolution on simulated mineral 253 

reactions and reaction rates by comparison of simulations using accessible surface areas 254 

obtained from the highest and lowest resolutions images in Qin and Beckingham (2019). 255 

Then, this is further compared with simulations using surface area values more easily 256 

obtained including geometric surface areas based on average grain diameters and BET 257 

obtained specific surface areas. All simulations consider the evolution of mineral 258 

volume fractions, ion concentrations, pH, porosity and surface area. For all the 259 

simulation results, time starts from negative values, indicating the state of the system 260 

before CO2 injection. At a time of 0 hours, CO2-saturated brine enters the system. The 261 

purpose of this is to better reflect some of the changes happening at early times.  262 
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3.1 Imaging-based simulations 263 

3.1.1 Mineral volume fractions 264 

 265 

Fig. 2. Simulated evolution of mineral volume fraction using imaging-based accessible surface 266 

areas depicting (a) the first 170-hours and (b) the entire 7300-day simulation. Solid lines are 267 

results of simulations using surface areas from high resolution images (0.34 µm), dashed lines, 268 

also labeled with a *, indicate simulation results using surface areas from low resolution images 269 

(5.71 µm). A single solid line is shown for minerals with no discernable difference between the 270 

two simulations. 271 

 272 

The evolution of mineral volume fractions from simulations carried out using 273 

imaging-based accessible surface area are shown in Fig. 2. Here, surface areas vary by 274 

less than one order of magnitude for all minerals and result in very small variations in 275 

mineral volume fractions where discernable differences only occur at longer times (Fig. 276 

2b). In these simulations, CO2 saturated brine enters the system at 0 hours and leads to 277 
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dissolution of the two carbonate phases - calcite and siderite, while the other mineral 278 

phases remain relatively stable during the first 170 hours (Fig. 2a). Calcite rapidly 279 

dissolves and it is close to depletion around 30 hours in both simulations, where the 280 

calcite volume fraction decreases from 7.23% to 0.13% in the simulation using the 281 

accessible surface area from high resolution images (solid lines). In simulations using 282 

the accessible surface area from low resolution images, the calcite volume fraction 283 

decreases to 0.19% (dashed lines) at 30 hours. Compared to calcite, siderite dissolution 284 

is relatively slower and the dissolution rate slightly increases as calcite nears depletion. 285 

During the first 170 hours, the volume fraction of siderite decreases from 1.41% to 0.14% 286 

and to 0.15% in simulations using accessible surface area from high and low resolution 287 

images, respectively. Volume fractions of the other mineral phases change by less than 288 

0.01%. 289 

At longer times, quartz precipitates while smectite, K-feldspar and muscovite 290 

dissolve. There is little variation between in the two simulations using the different 291 

accessible surface area values. Quartz precipitates in both simulations due to the low 292 

pH and high SiO2(aq) concentrations. It should be noted that previous works have 293 

suggested chalcedony, a polymorph of quartz, is the more likely precipitating phase 294 

(Audigane et al., 2007; Pham et al., 2011) but this was not observed in this simulation. 295 

Quartz surface areas vary within one order of magnitude where a higher accessible 296 

surface area, from the lower resolution images, results in a small increase in simulated 297 

precipitation, from 57.46% to 63.17% (dashed line) in comparison to the increase to 298 

60.82% (solid lines) in the simulation using the accessible surface area from high 299 

resolution images. The volume fraction of K-feldspar decreases from 2.63% to 2.44% 300 

and 2.52% in simulations using accessible surface areas from high (solid lines) and low 301 

(dashed lines) resolution images, respectively. The volume fraction of smectite 302 

decreases from 6.18% to 5.59% and muscovite decreases from 0.23% to 0.09%. As 303 

these surface areas cannot be determined from imaging, the same BET surface area 304 

values are used for smectite and muscovite in these simulations and therefore no 305 

discernable differences in volume fractions of these mineral phases occur.  306 

 307 
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3.1.2 Ion concentration and pH 308 

 309 

Fig. 3. Simulated evolution of major ion concentrations and pH over a) 170 hours and b) 7300 310 

days for simulations using imaging-based accessible surface areas. Solid lines are results of 311 

simulations using surface area from high resolution images (0.34 µm), dashed lines labeled 312 

with superscript * correspond to results of simulations using surface area from lower resolution 313 

images (5.71 µm). 314 

 315 

The evolution of major ion concentrations and pH are shown in Fig. 3. The 316 

introduction of CO2-saturated brine with a pH of 3.5 at 0 hours results in a decrease in 317 

the pH in the mineral cell from the initial pH of 8.8 and increases in the concentrations 318 

of calcium, magnesium and iron as calcite and siderite dissolve (Fig. 3a). Calcite 319 

dissolution rapidly buffers the pH to 4.9. The decrease of aluminum ion concentration 320 

between 0 to 35 hours is most likely to be explained by the high super-saturation of 321 

muscovite (Fig. S1 in supplementary material). During this period, muscovite is super-322 
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saturated and a small amount of precipitation that is not discernable on the plot (Fig. 323 

2a) occurs. After 35 hours, when calcite is completely consumed, the pH reduces 324 

towards 3.5. These conditions no longer favor muscovite precipitation, so the aluminum 325 

concentration returns to the background level. No observable changes occur for 326 

potassium and SiO2(aq) at early times. At longer times, slow dissolutions of smectite 327 

and muscovite keep the aluminum and magnesium concentration levels slightly 328 

elevated above background levels. The concentrations of other ions remain stable at 329 

background levels. 330 

Overall, the differences in pH and major ion concentrations are small in these two 331 

simulations using accessible surface areas from different resolution images. Only small 332 

variations in the evolution of pH and calcium concentration are observed around 35 333 

hours (Fig. 3a). At longer times, slight variations in magnesium, iron, potassium and 334 

aluminum can be observed. The good agreement between simulation results indicate 335 

that the variations in mineral accessible surface areas within one order of magnitude 336 

caused by differences in image resolution only have a small impact on simulated 337 

mineral reactions and reaction rates.  338 

 339 

3.1.3 Porosity 340 
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 341 

Fig. 4. Simulated porosity evolution over a) 170 hours and b) 7300 days for simulations using 342 

imaging-based accessible surface areas. Black solid lines are results of simulations using 343 

surface area from high resolution images (0.34 µm), magenta dashed lines, labeled with *, 344 

indicate results of simulations using surface areas from lower resolution images (5.71 µm). 345 

 346 

The simulated porosity evolution for simulations using image obtained surface 347 

areas are shown in Fig. 4. At early times, porosity increases following CO2-saturated 348 

brine entering the system at 0 hours. In the first 170 hours, the porosity increases from 349 

25% to 32% in both simulations (Fig. 4a), mainly due to the dissolution of calcite. The 350 

porosity then further increases from 32% to 33% due to siderite dissolution. At later 351 

times, quartz slowly precipitates, resulting in a decrease in porosity from 33% to 31% 352 

in the simulation using accessible surface areas from the high resolution image (solid 353 

lines) and decreases to 29% in the simulation using accessible surface areas from the 354 

low resolution image (dashed lines). There is no discernable difference in porosity 355 
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evolution over the first 170 hours (Fig. 4a) and the variation in long-term porosity 356 

evolution between the two simulations is small (Fig. 4b). 357 

 358 

3.2 Non-imaging based simulations 359 

In this section, results of simulations using BET specific surface areas and 360 

geometric specific and effective surface areas are presented and compared with results 361 

from simulations using image obtained accessible surface areas.  362 

 363 

3.2.1 Mineral volume fractions 364 

365 
Fig. 5. Simulated evolution of mineral volume fractions using (a-b) geometric specific surface 366 

areas that account for surface roughness (GSARF), (c-d) geometric effective surface areas 367 
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accounting for surface roughness and reactive site density (GSASF), (e-f) high BET literature 368 

specific surface areas, and (g-h) low BET literature specific surface areas. 369 

 370 

The evolution of mineral volume fractions for simulations using geometric and 371 

BET specific surface areas are shown in Fig. 5. Following introduction of CO2 saturated 372 

brine (0 hours), calcite and siderite dissolve at early times. The dissolution of siderite 373 

in simulations using geometric specific surface areas (Fig. 5a), e.g. those that account 374 

for surface roughness, is slightly faster than in the two imaging–based simulations (Fig. 375 

2a). In simulations that use geometric effective surface areas (Fig. 5c), the evolution of 376 

siderite volume fraction agrees relatively well with the two imaging-based simulations. 377 

Simulations carried out using literature BET specific surface areas have the fastest 378 

siderite dissolution rates and earliest siderite consumption times. In comparison to the 379 

accessible surface areas obtained from imaging, the geometric specific surface areas 380 

and BET specific surface area of siderite are 1 to 4 orders magnitude higher (Table 3). 381 

As expected, a higher surface area leads to a faster dissolution rate, particularly after 382 

consumption of calcite (30 hours) where the pH is lower. There is little variation in 383 

siderite dissolution rates in simulations using the highest surface areas, those from BET 384 

analyses (Fig. 5e and g). While the high BET surface area is more than one order of 385 

magnitude larger than the low BET surface, this difference does not further increase the 386 

consumption rate of siderite. In comparison, there are more than 2 orders of magnitude 387 

variation in calcite surface areas among all simulations but no distinct differences in the 388 

calcite consumption rate can be observed. Little variation in volume fractions of the 389 

other four minerals occurs within the first 170 hours, in agreement with simulation 390 

results using image-obtained surface areas. 391 

Over 7300 days, simulations that use higher surface areas (geometric and BET 392 

specific surface areas) have faster dissolution rates compared to simulations using 393 

image-obtained accessible surface areas (Fig. 2), but to varying extents. In the two 394 

imaging–based simulations (Fig. 2b), the smectite volume fraction decreases from 6.18% 395 

to 5.58% at 7300 days. In simulations using geometric specific and effective surface 396 

areas (Fig. 5b and d), volume fractions of smectite decrease from 6.18% to 2.43% and 397 
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5.64% and decrease to 0.001% and 4.27% in simulations using high and low literature 398 

BET specific surface areas (Fig. 5f and h) where increased depletion is coupled to 399 

higher surface area values. In simulations using image-obtained surface areas (Fig. 2b), 400 

the volume fraction of K-feldspar decreases from 2.63% to 2.44% and 2.52% at 7300 401 

days. With the higher surface areas used here (Fig. 5), the volume fraction of K-feldspar 402 

decreases from 2.63% to 1.87% and 2.54% in simulations using geometric specific and 403 

effective surface areas (Fig. 5b and d) and decreases to 0.04% and 1.93% in simulations 404 

using literature BET surface areas (Fig. 5f and h) where increased depletion is also 405 

coupled to higher surface area values. Precipitation of quartz occurs to varying extents 406 

in all four simulations, driven by the low pH and abundant SiO2(aq) in the flowing fluid. 407 

The volume fraction of quartz increases from 57.46% to 74.09% and 58.99% in 408 

simulations using geometric specific and effective surface areas (Fig. 5b and d) and 409 

73.21% and 60.42% in simulations using high and low literature BET surface areas (Fig. 410 

5f and h). 411 

 412 

3.2.2 Ion concentration and pH 413 
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414 

Fig. 6. Simulated evolution of major ion concentrations and pH for simulations using (a-b) 415 

geometric specific surface areas (those that reflect surface roughness, GSARF), (c-d) geometric 416 

effective surface areas (those accounting for surface roughness and adjusted by a scaling factor 417 

to reflect reactive site density, GSASF), (e-f) high BET literature specific surface areas, and (g-418 

h) low BET literature specific surface areas. 419 

 420 

Ion concentrations for simulations using geometric surface areas and BET surface 421 

areas from the literature are shown in Fig. 6. Variations in ion concentrations among 422 

simulations, and with simulation results using image-obtained accessible surface areas 423 
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(Fig. 3), are readily apparent. As CO2-saturated brine enters the system at 0 hours, 424 

calcium, magnesium and iron concentrations increase as calcite and siderite dissolve. 425 

From 0 to 30 hours, dissolution is dominated by calcite and evident here through high 426 

calcium concentrations. While there are two orders of magnitude variation in geometric 427 

and BET surface areas, this only results in small variations in simulated calcium ion 428 

concentrations. As calcite approaches depletion, siderite dissolution increases and 429 

becomes dominant which leads to further increases in magnesium and iron 430 

concentrations after 30 hours. Variations in magnesium and iron occur between 431 

simulations, resulting from differences in siderite dissolution rates. Although there is 432 

no discernable difference in siderite volume fractions (Fig. 5e and g), the concentration 433 

level of magnesium is higher for simulations using higher BET specific surface areas 434 

(Fig. 6e and g). pH closely follows the dissolution of calcite, buffered by calcite 435 

dissolution to 4.9 during 0 to 30 hours and then decreasing to 3.5 after 30 hours when 436 

calcite is depleted. The evolution of aluminum concentration follows the change of 437 

muscovite saturation index (Fig. S1 in supplementary material), where muscovite 438 

initially precipitates and decreases aluminum concentrations and then dissolves and 439 

increases aluminum concentrations.  440 

Variations in concentration tied to surface areas can be observed where higher 441 

surface areas result in higher reaction rates and associated ion concentrations. In 442 

comparison to simulations using image-obtained accessible surface areas at early times, 443 

calcium concentrations return to background levels quicker in comparison to in 444 

simulations using geometric specific surface area and high literature BET specific 445 

surface area where calcite has a higher surface area by 1-2 orders of magnitude and is 446 

depleted more rapidly. This also impacts the evolution of pH, largely controlled by 447 

calcite dissolution, and magnesium and iron, where the dissolution rate of siderite 448 

increases after calcite depletion. Higher concentrations of iron, magnesium and 449 

aluminum and more rapid changes in their concentrations can be observed in the 450 

simulations using the higher surface area values. 451 

At longer times, elevated levels of magnesium and aluminum can be observed, 452 

reflecting dissolution of smectite and muscovite. In terms of the surface area values 453 



 20 

used in the simulations, higher surface areas lead to faster dissolution and therefore 454 

higher concentrations of magnesium and aluminum in the first 5000 days. After 5000 455 

days, however, there is little variation in magnesium and aluminum concentrations 456 

among simulations until smectite and muscovite approaching depletion (Fig. 5f and Fig. 457 

6f) where concentrations approach background levels. In comparison, potassium and 458 

iron have higher background concentrations, such that the release of potassium and iron 459 

due to slight mineral dissolution (e.g. K-feldspar and smectite) do not largely impact 460 

potassium and iron concentrations. Overall, variations in ion concentrations among all 461 

simulations, including those using image-obtained accessible surface areas, are readily 462 

apparent at early times (170 hours) and small at longer times. Simulated ion 463 

concentrations after ~500 days agree well for simulations using low BET specific 464 

surface areas and geometric specific and effective surface areas, After ~5000 days, 465 

simulated ion concentrations for simulations using high BET surface areas agree well 466 

with other simulation results. 467 

 468 

3.2.3 Porosity 469 
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 470 
Fig. 7. Simulated porosity evolution using geometric specific and effective surface areas and 471 

literature BET specific surface areas. 472 

 473 

The simulated evolution of porosity for simulations using geometric surface areas 474 

and BET specific surface areas are shown in Fig. 7. Rapid dissolution of carbonate 475 

minerals following introduction of CO2-saturated brine at 0 hours results in an increase 476 

in porosity from 25% to around 33% in all four simulations (Fig. 7a). While the calcite 477 

and siderite surface area values in the simulations vary by 2 and 4 orders of magnitude, 478 

respectively, the overall difference in porosity increase is small in 170 hours.  479 

Over longer times, variations in surface area values result in larger differences in 480 

the simulated evolution of porosity. In simulations that use the highest BET surface area 481 

values from the literature (green line), the porosity further increases to 37% due to 482 

dissolution of smectite and K-feldspar. In all simulations, after the initial porosity 483 

increase, porosity decreases as little additional dissolution occurs and SiO2 precipitates. 484 
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The extent of precipitation, and corresponding change in porosity, varies between 485 

simulations where the porosity decreases from 33% to 21% in the simulations that use 486 

geometric specific surface areas (red lines) and decreases to 27% in the simulations that 487 

use high BET literature specific surface area values (green lines). This is higher than 488 

the decrease to 31% and 29% in simulations using surface areas from high- and low-489 

resolution images, respectively. In simulations where smaller surface areas of SiO2 are 490 

used, geometric effective surface areas and low BET specific surface areas (magenta 491 

and green lines), the porosity only decreases slightly over 7300 days which better agrees 492 

with results from simulations using image obtained accessible surface areas. 493 

 494 

3.3 Mineral surface area evolution 495 

Here, the simulated evolution of mineral surface areas is tracked where surface 496 

areas are updated in CrunchFlow using Equations 2 and 3 for dissolution and 497 

precipitation, respectively. Mineral surface area evolutions in the first 170 hours are 498 

presented here for calcite and siderite, while the surface areas for the other four mineral 499 

phases are minor and given in Fig. S2 in the supplementary materials. At longer times, 500 

calcite and siderite are completely dissolved and thus only the surface area evolution of 501 

the remaining phases, quartz, K-feldspar, smectite and muscovite, are presented here.  502 

 503 

3.3.1 Short term surface area evolution 504 
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 505 

Fig. 8. Simulated mineral surface area evolution of carbonate minerals over the first 170 hours: 506 

(a) calcite and (b) siderite. The evolution of BET specific surface areas (blue lines) are plotted 507 

on the right y-axis. 508 

 509 

The simulated evolution of mineral surface area for calcite and siderite for all six 510 

simulations are shown for the first 170 hours in Fig. 8. There are 2 orders of magnitude 511 

variation in calcite surface areas where the simulated evolution of surface areas that are 512 

initially higher decreases faster than surface areas that are initially lower. In all 513 

simulations, the surface area of calcite decreases to 0 around 30 hours, reflecting calcite 514 

depletion (Fig. 8a). A similar phenomenon can be observed for siderite, where initial 515 

surface area values span 4 orders of magnitude. Higher surface areas result in more 516 

rapid simulated decreases in surface area. The surface area of siderite additionally 517 

decreases even more rapidly upon depletion of calcite. Unlike calcite, the surface area 518 

evolution of siderite varies among simulations where the two highest surface areas 519 

(BET specific surface areas, Fig. 8b, blue lines) approach a surface area of 0 around 40 520 
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hours, indicating siderite depletion. In the other simulations, it takes longer for the 521 

siderite surface area to decrease to 0 and siderite to be consumed. As can be expected 522 

from equation 3, the overall surface area evolutions are similar to volume fraction 523 

evolutions (Fig. 2a). 524 

 525 

3.3.2 Long term surface area evolution 526 

 527 

Fig. 9. Simulated mineral surface area evolution of non-carbonate minerals over 7300 days: (a) 528 

quartz, (b) smectite, (c) K-feldspar and (d) muscovite. The evolution of BET specific surface 529 

areas (blue lines) are plotted on the right y-axis. 530 

 531 

The evolution of surface area for the non-carbonate minerals at longer times are 532 

shown in Fig.9. Some distinct variations in the simulated evolution of surface areas can 533 

be observed here. Little variation in the simulated evolution of surface area occurs in 534 

simulations using smaller surface area values. Conversely, increases and decreases in 535 

surface area occur in simulations using larger surface area values (blue and red lines in 536 

Fig. 9a, b and c, blue and black lines in Fig. 9d). Such changes also correspond to the 537 

volume fraction evolution in Fig. 5, where dissolution corresponds to a simulated 538 

decrease in the surface areas of the dissolving phases and precipitation to an increase 539 

in surface area. For example, in Fig. 9a, the surface area of quartz (SiO2) increases as 540 
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SiO2 precipitates (Fig. 5b, d, f, h).  541 

 542 

4. Discussion 543 

Table 4. Differences of the surface area values used in reactive transport simulations as 544 
compared to values obtained from the 0.34 µm images (high resolution). Surface area value 545 
differences = surface area value/ surface area from high-resolution imaging. 546 

Mineral 

Surface area value differences 
high 

resolution 
imaging  

low 
resolution 
imaging 

GSARF = 
GSA*RF 

GSASF = 
GSARF/SF 

high BET 
literature 

low BET 
literature 

Quartz 1.00E+0 1.79E+0 4.61E+0 4.61E-1 4.34E+0 8.79E-1 

K-feldspar 1.00E+0 5.69E-1 4.66E+0 4.66E-1 5.80E+1 4.27E+0 

Calcite 1.00E+0 7.08E-1 1.05E+1 1.05E+0 1.49E+2 1.26E+0 

Smectite 1.00E+0 1.00E+0 9.17E+0 9.17E-1 8.57E+1 3.64E+0 

Muscovite 1.00E+0 1.00E+0 4.66E-2 4.66E-3 1.43E+0 4.62E-1 

Siderite 1.00E+0 9.72E-1 4.46E+0 4.46E-1 2.92E+3 1.51E+2 
 547 

Differences among the surface area values determined from images, calculated 548 

using geometric approaches, and collected from the literature are shown in Table 4 and 549 

vary by many orders of magnitude. In general, mineral accessible surface areas 550 

calculated from image analyses are small compared to specific surface area values 551 

obtained from BET analysis and geometric approaches. The differences between 552 

accessible surface areas calculated from images (0.34 µm and 5.71 µm resolutions) are 553 

within one order of magnitude. The differences between accessible surface areas and 554 

geometric surface areas are mostly within 1 order of magnitude, except for muscovite 555 

where there is more than 2 orders of magnitude variation. This, however, is largely 556 

dependent on the choice of roughness and scaling factor. Typically, a roughness factor 557 

of 10 and scaling factor one to three orders of magnitude is used (Peters, 2009; Landrot 558 

et al., 2012; Beckingham et al., 2016; Kweon and Deo, 2017), but there is little guidance 559 

in terms of how to select appropriate values. Specific surface areas measured using the 560 

BET approach are as much as 1-4 orders of magnitude higher than image obtained 561 

surface areas.  562 

 563 
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 564 
Fig. 10. Relative percentage change of simulated mineral volume fractions for different initial 565 
surface area values at (a) 170 hours and (b) 7300 days. Relative percentage change is the 566 
difference in the initial volume fraction and the final volume fraction over the initial volume 567 
fraction. Positive values indicate dissolution (decrease in volume fraction) and negative values 568 
indicate precipitation (increase in volume fraction). Simulations using image obtained surface 569 
areas are shown with triangles, geometric surface areas simulations with circles, and 570 
simulations using BET values from the literature shown with squares.  571 
 572 

Mineral reaction rate directly increases with increasing mineral reactive surface 573 

area (e.g. Equation 1). This, however, results in different variations in mineral volume 574 

fractions among the different mineral phases. The simulated relative percentage change 575 

in mineral volume fractions with respect to the reactive surface area values used in the 576 

simulations for the different mineral phases is shown in Fig. 10. This reflects the total 577 

change in mineral volume fraction for 170 hours and 7300 days where complete 578 

dissolution is indicated by 100%.  579 

Among all simulations, the surface area values of calcite vary up to 2 orders of 580 
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magnitude (Fig. 10). Such variations in calcite surface area resulted in no discernable 581 

differences in the evolution of calcite volume fraction at 170 hours or 7300 days, where 582 

these times correspond to typical laboratory or field conditions, for example. As such, 583 

simulations with different calcite surface areas, all reach calcite depletion around the 584 

same time (~35 hours). It can thus be inferred that if the timescale of interest in the 585 

simulation is beyond the timescale of calcite depletion, even larger variations in surface 586 

area will likely not yield any difference in the final simulated calcite volume fraction 587 

and contribution of calcite dissolution to porosity. The rate controlling process of the 588 

reaction needs to also be considered where reactions have been observed to be either 589 

surface or transport controlled. At the conditions considered, calcite has a high reaction 590 

rate constant and is very under-saturated in the solution such that the dissolution of 591 

calcite here is most likely transport-controlled rather than surface-controlled (Raines 592 

and Dewers, 1997; Morse and Arvidson, 2002; Morse et al., 2007). Pokrovsky et al. 593 

(2019) also observed that at elevated temperatures (60-100 °C) and pH < 4.5, the calcite 594 

reaction rate is not proportional to H+ activity at the mineral surface, but rather is 595 

controlled by transport of H+ to the calcite surface. 596 

Siderite surface area values used here vary up to 4 orders of magnitude and 597 

variations in siderite volume fraction with changing surface area are quite obvious at 598 

170 hours but no longer apparent at 7300 days (Fig. 10). In simulations using image 599 

obtained surface areas, siderite volume fractions change by 90% at 170 days. With one 600 

order of magnitude variation in geometric surface areas (Fig. 10a, magenta circles), the 601 

volume fraction of siderite changed by 65% and 100%, respectively. The two highest 602 

surface areas - BET specific surface areas, also result in complete consumption of 603 

siderite and a 100% decrease in siderite volume fraction at 170 hours. As all simulations 604 

result in complete siderite consumption within hundreds of hours, there is agreement in 605 

the overall change in siderite volume fraction at 7300 days, even though surface areas 606 

span 4 orders of magnitude.  607 

Compared to calcite and siderite, the other four mineral phases have lower reaction 608 

rates. Large variations in surface areas for these phases result in less than 0.1% variation 609 

in volume fractions at 170 hours. Therefore, selecting surface areas for these mineral 610 
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phases from different sources would not have large effects on the simulated results if 611 

the goal was to understand the extent of reaction of these phases at shorter time scales, 612 

e.g. 170 hours or similar timescales. However, at longer times, the changes in mineral 613 

volume fraction can vary widely. As shown in Fig. 10, the differences of surface areas 614 

used in the six simulation scenarios are more than 2 orders of magnitude for K-feldspar 615 

and muscovite, around 2 orders of magnitude for smectite, and around 1 order of 616 

magnitude for quartz. Smaller K-feldspar surface areas result in minor (<5%) 617 

dissolution while K-feldspar is almost completely consumed (>95%) at 7300 days when 618 

larger surface areas are used. When BET specific surface areas are used (Fig. 8b, red 619 

square boxes), one order of magnitude variation in surface area results in significant 620 

differences in the evolution of mineral volume fractions (from 27% to 99%). On the 621 

other hand, when imaging-based accessible surface areas and geometric surface areas 622 

are used (Fig. 8b, red triangles and red circles), the resulted variations in mineral 623 

volume fractions are smaller (from 4% to 29%). A similar phenomenon occurs for 624 

muscovite where minor (<5%) dissolution of muscovite occurs when using lower 625 

values of surface area and 34% to 72% dissolution of muscovite occurs in simulations 626 

using higher surface areas at 7300 days. These variations in mineral volume fraction, 627 

however, require >2 orders of magnitude difference in surface area values. The extent 628 

of smectite dissolution also depends on surface area where the extent of dissolution 629 

increases with increasing surface area (8.9% to >99%). Small variations (<1 order of 630 

magnitude) in smectite surface area yield significant differences in the simulated 631 

volume fraction. This may lead to variations in estimated formation properties as clay 632 

minerals can largely alter the permeability and geomechanical properties of the 633 

formations, as observed for formations targeted for CO2 injection (Bourg, 2015; Bourg 634 

et al., 2017).  635 

Quartz surface areas vary by approximately one order of magnitude where 636 

increased precipitation occurs with increasing surface area. While the overall variation 637 

in volume fraction at the end of the simulation is smaller compared with other mineral 638 

phases, there is a significant impact on the resulting porosity because quartz is the most 639 

abundant mineral phase in the system (57.46%). As such, a difference in simulated 640 
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volume fraction of 10% to 30% results in significant variations in simulated sample 641 

porosity. Potential precipitation of additional mineral phases was also considered but 642 

no such phenomena is simulated to occur, most likely due to constant flow of CO2-643 

saturated brine and the corresponding consistent low pH conditions. 644 

It should also be noted that while variations in surface areas may not result in 645 

discernable differences in mineral volume fractions (Fig. 5e and g), it can result in 646 

differences in the evolution of ion concentrations (Fig. 6e and g), which could lead to 647 

other changes the system. For instance, higher concentrations of magnesium and 648 

aluminum could promote precipitation of clay minerals downstream. The simulation 649 

model in this work considers CO2-saturated brine constantly flowing through the 650 

system, maintaining pH at a low level – 3.5. This could represent the close-to-well 651 

zones during CO2 injection, for example, where brine is saturated with CO2. These 652 

conditions do not favor precipitation of carbonate or clay minerals but do correspond 653 

to conditions favorable for released SiO2(aq) to precipitate as quartz. Variations in the 654 

simulated rate and extent of mineral dissolution and precipitation reactions in these 655 

systems could potentially lead to very different results, including changes in porosity 656 

and permeability critical for assessing the fate and impact of injected CO2. 657 

Mineral surface area evolution mimics the evolution of mineral volume fractions 658 

where higher initial surface areas result in faster reaction rates and faster changes in 659 

surface area (Equations 2 and 3). For minerals with higher reaction rates (e.g. calcite 660 

and siderite),  the variations in the initial surface area have small impacts on the overall 661 

surface area evolution. For reactions with lower reaction rates that are more limited by 662 

reaction kinetics, variations in the initial surface area result in different evolutions of 663 

mineral surface area as well as mineral volume fraction. Minerals with lower reaction 664 

rates only have distinct changes in surface area at longer times, where variations in 665 

initial surface areas result in large differences in the evolution of mineral surface area 666 

(Fig. 9) as well as volume fraction (Fig. 5). For these minerals, higher initial surface 667 

areas result in simulated distinct changes over 7300 days, whereas lower surface areas 668 

remain stable throughout the 7300-day simulations (Fig. 9). For low reaction rate 669 

constants (e.g. non-carbonate minerals), impacts of variations surface area will be 670 
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lessened as reaction kinetics already limit the rate of reaction. However, in the higher 671 

ranges of surface area for these phases, where surfaces vary up to 4 orders of magnitude, 672 

variations in reaction kinetics are magnified. 673 

 674 

Conclusions 675 

This work aims to understand the impact of mineral surface area on simulated 676 

mineral reaction extents and reaction rates. Here, mineral surface areas values were 677 

obtained from image analyses, literature BET measurements and geometric 678 

approximations and used in reactive transport models to simulate CO2-brine-mineral 679 

reactions under reservoir conditions over varying times. Six sets of surface area values 680 

were collected, two sets of accessible surface area calculated from image analyses, two 681 

sets of specific surface areas from BET measurements in the literature and specific and 682 

effective surface areas calculated using geometric approaches. Differences in these 683 

surface area values are several orders of magnitude. Variations in simulated results were 684 

observed but depend on the mineral phase as well as the time scale.  685 

The variations in accessible surface area caused by image resolution differences 686 

are fairly small (< 1 order of magnitude) and have little impact on the simulated 687 

reactions on both short (hours) and long (years) time scales. However, selecting surface 688 

area values from the literature or calculating surface areas based on geometry could 689 

yield significantly different results in regard to the rate and extent of reactions as well 690 

as the long-term evolution of porosity. 691 

  692 
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Table 5. Summary of surface area impact on simulated mineral reactions and reaction 693 
rates in short term and long term. Numbers listed under surface area variations are 694 
referring to the surface area differences in orders of magnitude. Rate constant values: 695 
quartz (Brady and Walther, 1990), K-feldspar (Van Hees et al., 2002), calcite (Alkattan 696 
et al., 1998), smectite (Amram and Ganor, 2005), muscovite (Knauss and Wolery, 1988; 697 
Oelkers et al., 2008), siderite (Golubev et al., 2009). 698 

Reactivity Category Mineral Log k 

Surface area 
variations in 
orders of 
magnitude 

Short term Long term 

More 
reactive carbonate 

calcite -4.21 1-2 minimum minimum 

siderite -5.69 1-4 
large in 
higher SA 
range 

minimum 

More 
stable 

non-clay 

K-feldspar -11.65 1-2 minimum 
large in 
higher SA 
range 

muscovite -12.67 1-3 minimum 
large in 
higher SA 
range 

quartz -11.60 1 minimum large 

clay smectite -13.35 2 minimum large 

 699 

The extent of impact of variations in surface area on simulated mineral reactions 700 

and reaction rates depends on the time scale of interest. A summary of the observations 701 

varying surface areas had for each mineral phase over short and long time scales is 702 

given in Table 5. For minerals with fast reaction rates, large discrepancies in the 703 

simulated evolution of mineral phases will occur over short times (10s of hours) with 704 

varying surface areas. Among the more reactive minerals, calcite dissolution is not 705 

largely impacted by surface area variations while such impacts are more obvious for 706 

siderite. The overall impact of variations in calcite and siderite surface areas on the 707 

long-term evolution of the system (100s of hours), however, is small. For more stable 708 

minerals with lower reaction rates, such as K-feldspar, muscovite, smectite and quartz, 709 

variations in surface area have little impact on short time scales. Variations in reaction 710 

rates however are important over long times where large variations in the evolution of 711 

mineral volume fractions occur with different surface areas for these phases. 712 

Simulations also revealed that it is essential to have a good understanding of the quartz 713 
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surface area as the overall porosity evolution of the system is largely impacted by 714 

simulated SiO2 precipitation. 715 

Previous work found that accessible surface areas obtained from imaging better 716 

reflect the reactive surface areas and better reproduce the observed mineral reaction 717 

rates in core-flood experiments when comparing to other means of estimating reactive 718 

surface areas (Beckingham et al., 2017). Therefore, estimating accessible surface areas 719 

from imaging is generally preferred. However, imaging rock samples and then 720 

processing the 2D and 3D images to quantify accessible mineral surface areas is 721 

challenging and time and resource intensive. Higher resolution images are preferred 722 

when clay minerals are abundant (Qin and Beckingham, 2019), but this results in 723 

increased computational costs. Images with lower resolutions and proper processing 724 

can yield good results (mineral abundance, accessible surface area) and give similar 725 

simulated mineral reactions and reaction rates, especially in comparison to simulations 726 

carried out using surface areas calculated from higher resolution images. Depending on 727 

the purpose of the simulation, image analyses might not be necessary in some cases. 728 

For example, when simulating short term (10s of hours) CO2-brine-mineral reactions 729 

with samples composed predominantly of more stable phases such as K-feldspar, using 730 

surface area calculated from images, BET values from the literature, or surface areas 731 

estimated from geometry yield similar results. This is also true for long term 732 

simulations (100s of hours) of CO2-brine-mineral reactions for samples predominantly 733 

composed of highly reactive phases such as calcite. In either of these cases, imaging 734 

samples and processing captured images may not be necessary as other means of 735 

mineral surface area estimates are much less time and resource intensive and yield 736 

comparable results. However, when research interests are on the short-term evolution 737 

of samples composed of highly reactive phases (e.g. calcite and siderite) or the long-738 

term evolution of samples composed of more stable phases (e.g. K-feldspar, muscovite, 739 

quartz, etc.), surface areas estimated using different approaches will largely impact the 740 

simulated results including the rate and extent of the reactions as well as the evolution 741 

of porosity. In these cases, a more thorough understanding of accessible mineral surface 742 

area is needed. Close attention also needs to paid to the surface area of precipitating 743 
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phases that may largely impact porosity, SiO2 here, where differences in quartz surface 744 

area resulted in critical variations in porosity on long time scales. It was also observed 745 

here that other means of estimating effective surface area may be effective where 746 

simulations carried out using geometric effective surface areas that account for both 747 

surface roughness and surface site reactivity a agree relatively well with imaging-based 748 

simulations. However, this means of estimating surface area is largely imprecise and 749 

relies heavily on the choice of roughness and scaling factor, for which there is little 750 

guidance. 751 
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