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Abstract
In this paper we consider the propagation speed in a reaction diffusion system
with an anomalous Lévy process diffusion, modeled by a nonlocal equation
with a fractional Laplacian and a generalized monostable or ignition nonlinear-
ity. Given a typical Heaviside initial datum, we show that the speed of interface
propagation displays an algebraic rate behavior in time, in contrast to the known
linear rate in the classical model of Brownian motion and the exponential rate
in the KPP model with the anomalous diffusion, and depends on the sensi-
tive balance between the anomaly of the diffusion process and the strength of
monostable reaction. In particular, for the combustion model with a fractional
Laplacian (—A)°, we show that the speed of propagation transits continuously
from being linear in time, when a traveling wave solution exists for s € (1/2, 1),
to being algebraic in time with a power reciprocal to 2s, when no traveling wave
solution exists for s € (0, 1/2).
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1. Introduction

The study of propagation phenomena is a classical topic in analysis as it provides a robust way
to understand some pattern formations that arise in a wide range of context ranging from pop-
ulation dynamics in ecology [19, 27], to combustion [25] and phase transition [6]. Concretely,
this often leads to analyse the asymptotic properties of the solution u(z, x) of the parabolic
problem used to model the phenomenon considered. When this model is a reaction diffusion
equation, this lead then to the study of the properties of the solutions of

{&u(t, x) = Au(t, x) + f(u(t,x)) fort>0,x € RY, 0

u(0, x) = uop(x),

with respect to the nonlinearity f and the initial data u. In this particular situation, when f
is a smooth bistable, ignition or monostable nonlinearity, say f Lipschitz such that f(0) =
f(1)=0, f'(1) < 0, it is known that the solution of the equation (1) can exhibit some phase
transition behaviour. More precisely, for a Heaviside type initial datum u, i.e. up(x) = Tg,(x)
where H, denotes a half-space {x € RY | x - ¢ < 0}, then the solution u(t, x) of (1) converges
locally uniformly as t — 4-oc to 1 and the ‘invasion process’ resulting of this initial datum can
be characterized by particular solutions of (1) called planar front p(x - e — c?) [6, 18, 27, 36],
where (¢, ¢) solves here the following equations

©"(2) + ¢ (@) + fp(z) =0 forz € R,
Jim (@) =1, 2

ZLHEOO@(Z) = 0.

In particular, for any A € (0, 1) the super level set Ej(r) := {x € R¥|u(t, x) > \} grows at a
constant speed. That is there exists xT(\),x (\) in RY and a family of half-space HT(¢)
defined by

H"@)={xeR"|x-e—ct <0}
such that E satisfies
x (A +HT(t) CE\®) CxT(\)+H ().

Thanks to the comparison principle satisfied by such semi-linear equations (1), clearly this
particular phase transition behaviour appears also for other type of initial data uy > 1j, that
have some decay as x - e — —oo. For those initial data, we may then wonder if the above
description of the behaviour of super level set E) still holds true and if not how can we
characterize it. As shown in [2, 24, 26, 32, 34], the above characterization may not hold in
general and in some situation an accelerated transition may occur. Indeed when N = 1 and
for a monostable nonlinearity f of KPP type, thatis f € C([0, 1]) such that f(0) = f(1) =0,
f>0,7(0) >0, f/(1) < 0,and such that f(s) < f'(0)s, then for up(x) > 0, Hamel and Roques
have obtained in [24] a sharp description of the speed of the level line of the solution of the
corresponding Cauchy problem. In particular, they show that when u is such that uy(x) ~
%, as x — +o0, then the level lines of the solution move exponentially fast. That is, for
any \ € (0,1) there exists points x(f) € E\(r) such that x(r) ~ ¢ @, More generally, they
prove that
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Theorem 1.1. Let uy be a C* non-increasing initial data on some semi-infinite interval
[0, +00) and such that

Oxlo(x) = 0(up(x)) as x — +oo.
Then, for any A € (0, 1), € (0,f(0)), > 0 and v > 0, there exists Th., > tx such that
TA(0) C ug ([pe™ SO+ e O=ar)
where Iy denotes

Ta(®)={x € R|u(t,x) = \}.

From this result, we can see the clear dependence of the speed of the level sets of the solution
u(t, x) with respect to the decay behavior of u,. Similar sharp descriptions of the speed of the
level sets have been obtain for more general monostable type of nonlinearity, see for example
[2, 26, 32, 34]. On the other hand, thanks to the work of Fife and McLeod [18], and Alfaro
[2] we can see that accelerated transitions will never occur when the nonlinearity considered
is bistable or of ignition type.

In this spirit, in this paper we are interested in propagation acceleration phenomena that
are caused by anomalous diffusions such as super diffusions, which plays important roles in
various physical, chemical, biological and geological processes. (See, e.g., [35] for a brief sum-
mary and references therein.) A typical feature of such anomalous diffusions is related to Lévy
stochastic processes which may possesses discontinuous ‘jumps’ in their paths and have long
range dispersal, while the standard diffusion is related to the Brownian motion. Analytically,
certain Lévy processes (« stable) may be modeled by their infinitesimal generators which are
fractional Laplace operators (—A)*u with 0 < s < 1, whose Fourier transformation (—/A?u is
Qn|€))*i. (See [30].)

More precisely, we consider the following one-dimensional reaction—diffusion equation
involving the fractional Laplacian:

A+ (—AYu = f(u), 0, x € R,
{u (=AYu=fu), t>0, x€ )

u(0,x) = up(x), xeR,

where

(a) (—A)* (0 < s < 1) denotes the fractional Laplacian operator:

(—AYu(x) = €, pv, [ MU0y
’ R X =yt

where C| is a positive normalization constant in the sense that (—/ATu(g) = ¢ a€).
For simplicity, in the whole article, let us assume that C;, =1 after a suitable
normalization.

(b) fisa C? function on [0, 1].

(¢) wup(x) is the initial condition.

The precise assumptions on f and uy will be given later on.

Along with other types of nonlocal models (integro-differential or integro-difference) such
nonlocal fractional reaction diffusion model (3) has received a lot of attention lately. Con-
trary to the standard reaction diffusion equation (1), accelerated transitions can be observed
for Heaviside type initial data [10, 17, 22, 28, 31] in the anomalous reaction diffusion systems.
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The mechanism that triggers the acceleration in this situation is then intrinsically different
from that in the classical reaction diffusion and seems governed by subtle interplay between
the long range jumps in the diffusion processes and the strength of the pushes and pullings in
the reaction part, mathematically, i.e. the tails of the kernel and the properties of nonlinear-
ity f considered. Namely, when f is of bistable type then planar wave exists for all s € (0, 1)
[11, 23, 33] and the solution to (3) with a reasonable Heaviside initial data uy will converge
to a planar front (see [1]). On the other hand, for the same initial data but for a KPP type
nonlinearity, the solution will accelerate exponentially fast [10, 17], that is, for x(¢) € I'(r)
we have x(¢) ~ e/,

For more general monostable nonlinearities f, including those of ignition type, the picture
is less clear and only results on the existence/non-existence of planar front have been obtained.
More precisely, when f is an ignition nonlinearity then a planar front can only exist in the
range s € (3, 1) (see [22, 29]). Whereas for a general monostable nonlinearity f, i.e. f (1) ~
(1 — 1)), the existence of a planar front only occurs when p > 2 and in the range s € (2_(,;’_1)’ 1)
(see [22]). In the later case, this suggests that as in the KPP case, an accelerated transition will
then occur for any s € (0, 1) when 1 < p < 2. A natural question is then, as in the KPP case,
does the level sets move with an exponential speed when 1 < p < 2?

One objective of this paper is to answer this question and give a more detailed characteri-
zation of the speed of the level set for general monostable nonlinearities f.

1.1. Main results
Let us now describe more precisely the assumptions we made and state our main results.

Assumption 1 (Degenerate monostable nonlinearity). The nonlinearity f: [0, 1] —
[0, || fllsc] is of class C', and is of the monostable type, in the sense that

fO)=f1)=0,  f>0, foralluec©,1). (4)

The steady state O is degenerate, in the sense that, there exist some constants » > 0 and
B > 1 such that

fw) < ru®, forall uel0,1]. (5)
The steady state 1 is stable, in the sense that

() <o. (6)

Assumption 2 (Front like initial datum). The initial data uy : R — [0, 1] is of class
C' and satisfies

(@) 0 < up(x) < 1forall x € R.
(b) liminf uy(x) > 0.
X——00
(¢) up(x) =0 on [a, +0o0) for some a.

Under this two assumptions, we first prove that

Theorem 1.2. For any 0 < s < 1, assume that the nonlinearity f satisfies assumption 1,
and the initial data uy(x) satisfies assumption 2. Let u(t, x) be the solution to the problem (3)
with the initial data uo(x) and consider the super level set Ex(t) = {x € Rlu(t,x) > A} of the
solution u(t, x). Let us define

x\(1) = sup E\(2).
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If we assume further that ﬁ > 1, then for any \ € (0, 1) there exist some constants

T\ > 0 and C(\) > 0 such that

Ext) C (—oo,xa(@),  and xx(f) < CONSOD, i > Ty,

When 5 > 2 and ﬁ < 1, the existence of the traveling wave to the problem (3) provided

Wg—l) < 1 was proved by Gui and Huan in [22] meaning that for the solution u(z, x) to (3) with
some front-like data, if we look at the level set of u(#, x), then the spatial variable x may linearly
depend on the time variable . In this sense, our condition ﬁ > 1 is sharp. In addition, we
can observe from our results that when 5 > 1 then the level set of the solution u(z, x) to the
equation (3) moves at most at a polynomial rate, i.e. x)(¢) ~ t7 with v:= sup {1; % + ﬁ }
These results are in sharp contrasts with the results of Cabre er al [10] for the KPP case. In
particular, they highlight the fact that the exponential acceleration is strongly related to the
non-degeneracy of the nonlinearity f and only occurs when f'is such that f’(0) > 0, a situation
that allows an exponential growth at low density.
Next, we prove a first lower bound of the speed of the level set. Namely, we show that

Theorem 1.3 (A rough lower bound). Forany 0 < s < 1, assume that the nonlinearity
[fsatisfies flu) > 0 forallu € [0, 1], and the initial data uy(x) satisfies assumption 2. Let u(t, x)
be the solution to the problem (3) with the initial data uy(x) and consider the super level set
E\(t) = {x € Rlu(t, x) > A} of the solution u(t, x). Let us define

x)\(t) = sup E\(2).

Then for any X € (0, 1), there exist some constants T\ > 0 and C'(\) > 0 such that

(0 = CONE, Yi> T

Combining the latter with the upper bound obtained in theorem 1.3, as aimmediate corollary
we then get.

Corollary 1.1. For any 0 < s < 1, assume that the nonlinearity f satisfies assumption 1,
and the initial data uy(x) satisfies assumption 2. Let u(t, x) be the solution to the problem (3)
with the initial data uy(x) and consider the super level set Ex(t) = {x € Rlu(t,x) > A} of the
solution u(t, x). Let us define

x\(t) = sup E\(2).

If we assume further that Wg—l) > 1, then for any \ € (0, 1), there exist some constants
T\ > 0, C(\) > 0.and C'(\) > 0 such that

8
C'ONF < x\(1) < CONTTT, Vi > Ty,

Although these first estimates on the speed seem rather crude these are still quite inter-
esting, in particular in the case 0 < s < %, as they give a very simple way of showing the
non-existence of the traveling wave solution to the problem (3) with any general non negative
function f'and in particular for the Fisher—KPP nonlinearity. These results also highlight a fun-
damental difference between nonlocal model versus local model when considering an ignition
type nonlinearity. Indeed, when the nonlinearity f is of ignition type, we can easily deduce
from the work of Alfaro [2] that accelerated transitions never occur in the classical reaction
diffusion model (1) whereas they do in the nonlocal reaction diffusion (3) when s € (0, 1/2).
This is also a clear evidence that in the nonlocal setting, unlike in the local setting (1) the two
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types of nonlinearities: bistable and ignition type are not alike in the sense that the dynamic
obtained are completely different. In this nonlocal setting, a condition on the decay of the tail
of the kernel appears then of crucial importance in order to guarantee the existence of trav-
eling front. Namely, from our results we can see that, when f'is non negative the kernel must
satisfy some first moment integrability condition to expect to observe traveling front solutions.
This finite first moment condition suggests that a similar condition should hold true as well for
convolution type nonlocal models studied in [15] as these two models share many similarities.
That is, in such convolution type models, for a traveling front to exist the kernel need to satisfy
a first moment condition.

Let us look now more deeply at the consequences of these first estimates on the speed for
the combustion model and for supercritical fractional Laplacians (that is, 0 < s < %). In this
situation, from the above estimates we can in fact derive a sharp estimate on the speed of
propagation. Namely, we show

Corollary 1.2 (Combustion model for supercritical and critical fractional
Laplacians). For any 0 < s < % assume that the initial data uy(x) satisfies assumption
2, and the nonlinearity f is a combustion type nonlinearity, in the sense that either f is a fully
degenerate monostable nonlinearity, i.e. f monostable satisfying assumption 1 and such that
forallk € N f®(0) = 0 or fis of ignition type, that is there exists some 6 € (0, 1) such that

f()y=0= f(w), foralluel0,0], and f(u) >0 foralluec©,1). (7)

Let u(t, x) be the solution to the problem (3) with the initial data uy(x) and consider the super
level set Ex(t) = {x € Rlu(t,x) > A} of the solution u(t, x). Let us define

(1) = sup Ex(0).
Then for any € > 0, and for any X\ € (0, 1), there exist some constants Ty. > 0, C(\,e) > 0
and C'(\) > 0 such that

C S < xa(f) < COeNBTe, V> Ty

The proof of this corollary is quite straightforward. Indeed, the ignition type model can
be thought as some limit case of the degenerated monostable situation. In particular, for any
combustion nonlinearity f we may find a constant Cy > 0 such that for all 5 > 1 we have

S @) < fau) == Cou’(1 — u).

Recall that since we assume that the fractional Laplacian is either super-critical or critical (i.e.
s € (0, %]) then we can check that for all 5 > 1 the condition below is satisfied:

B 1
zs(ﬁ—l)_?s+2s(ﬁ—1) > 1

Thus by using a standard comparison argument and corollary 1.1, we may deduce that for any
B > 1 there exists C(3) and Ts such that for all > T

1

(D) < CO\, By H 307D,

The results of corollary 1.2 follows then by picking 3 so large that we have ﬁ <e.
Note that this estimate is sharp in the sense it gives the right asymptotic for the speed of

. 1 . . .
the level set, i.e. we get x,(f) ~ 2 as t — oo. It also provides a useful information for the
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critical case s = %, where we see that the level set moves asymptotically with a constant speed
although there is no existence of a traveling front in this situation.

Lastly, in the spirit of [3], let us obtain a finer lower bound on the speed for general
degenerate monostable nonlinearities f, i.e. 3 5 € (1, 4-00), such that lim, o fl fd”) =[>0.

Theorem 1.4 (A finer lower bound). Forany 0 < s < 1, assume that the nonlinearity f
satisfies assumption 1 and f(u) > ru’ asu— 0t for some small r; > 0, and the initial data
uo(x) satisfies assumption 2. Let u(t, x) be the solution to the problem (3) with the initial data
uo(x) and consider the super level set Ex\(t) = {x € R|u(t,x) > A} of the solution u(t, x). Let
us define

x\(t) = sup E\(?).

If we assume further that m > 1, then for any )\ € (0, 1), there exist some constants
T\ > 0, C(\) > 0.and C'(\) > 0 such that

,
C'ONTED < x\(1) < CONTTTD, V> Ty

Notice that 5- < ﬁ if and only if 1 < 3 < 2. Hence when § <s < land1 < <2,
the lower bound in theorem 1.4 is better than the one in theorem 1.3. From these estimates we

can then deduce the following generic estimate:

Theorem 1.5 (A generic bound). Forany0 < s < 1, assume that the nonlinearity f sat-
isfies assumption 1 and f(u) > ru’ as u— 0t for some small vy > 0, and the initial data
uo(x) satisfies assumption 2. Let u(t, x) be the solution to the problem (3) with the initial data
uo(x) and consider the super level set Ex\(f) = {x € Rlu(t,x) > A} of the solution u(t, x). Let
us define

x\(1) = sup E\(?).

Then for any \ € (0, 1), there exist some constants Ty > 0, C(\) > 0 and C'(\) > 0 such that

/ max{ ‘,17 ,l} ,17 +l_
C'( Mt ZE-D5S L xp(t) < COsB-D"x 0 V> Ty,

This last results clearly indicate that the speed of the level sets is the result of a fine interplay
between the diffusion process intimately linked to the quantity '/> and the reaction term f
1
which, as we will see in the proof, is strongly linked to the quantity =@ D.
To have a more synthetic view of our results, we summarize them in the following schematic
picture (figure 1):

1.2. Further comments

Before going to the proofs of our results, we would like to make some further comments. First,
we would like to emphasize that similar results were previously obtained in [3] in the context
of integro-differential equation

®)

Ou(t,x) = J *u(t,x) — u(t,x) + f(u(t,x)) forzr>0,x € R,
u(0, x) = up(x),

where J % u stands for the standard convolution and J is a positive probability density with a
finite first moment, i.e. J € L'(R) such that J > 0, [,J(z)dz = 1, [;J(2)|z| dz < +oc. The two
equations (3) and (8) shares some similarities, and in particular the equation (3) may be viewed
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48

22

as [ — oo, xx\(t)

B
IL tzs < p(t) < t=6-D

2 1
\:
1 1 __B :
TII. t2s(-D 5 xA(t) ;S t2s(F=1) 1
1 : :
I L}
I L}
I L}
IV.  z5(t) N:e'”t !
| '
L ! ; S
0 3 1

Figure 1. (I) In the dark gray region above the top yellow curve, it holds that 5 > 2
and % 1. The existence of the traveling front implies the linear dependence
xx(#) ~ 1 ([22]). (II) In the gray region bounded by the yellow and orange curves, the

front propagation rate satisfies the algebraic relation 1% S St *U* ) (theorems 1.2
and 1.3). As 8 — oo, the rate of propagation assumes the optlmal algebraic dependence

x\(t) ~ 1% as the reaction nonlinearity approaches the type in the combustion model.
(1II) In the hght gray region bounded by the orange curve and the black line 5 = 1, it
holds that 57— (3 T > 1 and 21\ S 6D 3 17 the front propagation rate satisfies the algebraic

dependence tZS(J D <@ S tZW D (theorems 1.2 and 1.4). (IV) In the white region
below and including ﬁ — 1 and above B = 0, the front propagation has exponential rate
x\(1) ~ e for some p > 0 ([10], theorem 1.1).

as a reformulation of the equation (8) but with a non integrable singular kernel. However, the
treatment of the singularity is of crucial importance here and induces some technical difficul-
ties, for which the ideas developed to analyze (8) do not straightforwardly apply. Indeed, in
our setting, the challenge of the singularity is intrinsic and related to the physical nature of the
fractional Laplacian. The approach here is hence not just an adaptations of the proofs given
in [3], and we have to deal with the singularity carefully. In particular, we go a step further
in our understanding of the mechanism triggering acceleration by describing the situation for
s € (0, %), a situation which is not treated in [3] at all. We believe that some of the techniques
developed here will be also useful to study propagation phenomena in the equation (8) for
kernels that do not satisfy this first moment condition. In particular, the analysis presented
here should provide the ground for a deeper understanding of nonlocal combustion problems
modeled by the equation (8) studied in [15], by ensuring that the existence of traveling front
is conditioned to a first moment property satisfied by the kernel. Works in this direction are
currently underway.

We also want to stress that although our results give some good insights on the speed
of the level sets, apart from situations involving combustion nonlinearities where a precise
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asymptotic is known, there is still a gap in our estimates and the right behavior, that we believe

is t%, has not been capture yet. Using new approaches, recent progress have been made
on the understanding of acceleration phenomena in various situations, namely for semilinear
equation like (1) with a nonlinear diffusion instead of the classical diffusion [4, 5, 21] as well
as for the equation (8) with Fisher—KPP type nonlinearity [8, 20]. The different approaches
developed in these works may be of some help in this task. Works in this direction are also
under considerations.

The paper is organized as follows. In section 2, we prove theorem 1.2 and obtain the upper
bound on the speed of the level set. Then in section 3, we obtain the generic lower bound on
this speed, theorem 1.3. Finally, in the last section, section 4, we prove the a refine estimate of
this speed when a degenerate monostable nonlinearity fis considered, theorem 1.4.

2. Upper bound on the speed of the super level sets

Construction of a supersolution: for some constant p > 0 which will be determined later on,
let us define

1
2, if x < >
vo(x) = | 1
—, if x > —.
xP hx 2
l\y
2
0 1} > T

For any v > 0, let w(, x) be the solution to the following initial-value problem:

dw(t, x) B 3
dr = v[w(, 01",

w(0, x) = vo(x).

Since 5 > 1, we can solve the above problem and obtain

1
[l — (8 — Di] 7T

w(t, x) =

The definition of vy (x) tells us that w(z, x) is well defined for r € {O, m) ifx < 1/2;

B
> y(B-1)

and w(t, x) is well defined for r € [0
is decreasing with respect to x.

) if x > 1/2. When ¢ is fixed, the function w(r, x)
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Let xo(r) = [1 + (8 — D] CERY for all # > 0, then we know that xo(r) > 1, w(t,xo(1)) = 1,
w(t,x) > 1 for all x < xo(7), and w(t,x) < 1 for all x > x¢(?). Let us consider the function

L, if x < xo(0),
m(t, x) =
w(t, x), if x > xo(2).

Then m(t, x) is well defined forall r > Oand all x € R, and 0 < m(z,x) < 1 forall > 0 and
all x € R. Let us start by showing some a priori estimate on w that we will constantly used in
our construction.

Claim 2.1. If p+ 1 > pg, then there exists some constant C(p, ) > 0 such that

1
|0cw(t, x)| 4+ |02 w(t, x)| < C(p, B), VYt >0, Vx > xo(t) — 5

Proof. Since x(r) > 1 forall # > 0, for any x > xo(#) — 1 we then have v(x) = - and

w(t,x) = [ — (8 — AT,

Now, a direct computation then shows that

1 p 1 ‘
@wmmzftg-mmmr“—wﬁ—nmwl-a—ﬂmmmrf%ux

= —plw(t, x)]? - xPP~r~1,

Since # > 1, p+ 1 > pB, 0 < w(z, x) is decreasing, and x > xo(f) — 3 > 1, then we have

p 8 _ l
|8xu)(t, X)| < Wu} ()C()([) 2) .

Let us now estimate w” (xo(r) — 1). By definition of w and xo(7), we have

) 1 1
w1 (x (1 — —) = 3=
T2) T (o - ) -

1
B— B—1)"
1+ (xo(r) — 3)7770 — 520

Recall that for < 1 and § > 0 the map s —
since xo(#) > 1 and p(8 — 1) < 1 we have

m is decreasing for s > 4, therefore

1 1
5—1 )(5—1)
w xo(t)——> < 7 =2F .
( 2 l—l—(l—%)l(‘g D

As a consequence, we then obtain that

|0cw(t, x)| < p2rt!.

On the other hand, we have
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P2 w(t, x) = —pdy [[w(t, x)]” - xPPP71]

= —pBlw(t, JC)]B*1 - Ocw(t, x) - xpﬁ*pfl
— plwt, 0 (pB = p— 1) - xP7 772,

Since B> 1, p+2> p+ 1= ph, x> xoH) — 1 > 1 and 0 < w(t, x) < w (xo(r) — 1,1)
we then have

|02.w(t, x)| <272 [p* B+ pB(p+ 1 — pB)].

Next, let us obtain a first estimate on the fractional Laplacian of m.

Claim 2.2. If p+ 1 > pp3, then there exists some constant C(s, p, ) > 1 such that

(=AY'm(t,x) > —C(s, p, 5), Vt>0, Vx > x(2).

Proof. By the definition of (—A)*m(t, x), we can obtain that

s B 1 m(t,x + h) + m(t, x — h) — 2m(t, x)
(Dm0 = 3 /R e a,

1 m(t,x + h) + m(t,x — h) — 2m(t, x)
) h|1+2s dh
h>} i

1 m(t,x + h) +m(t,x — h) — 2m(t, x)
+ E/h<% |h|1+2s dh,

=1+ 1.

Since 0 < m(t,x) < 1 for all # > 0 and all x € R, then there exists some C(s, p, ) > 0
such that

1 4
I < / —————dh =:C\(s, p, B).
) > |h[1+2s

To estimate I,, let us observe that by definition of m we have for all t > 0, m(¢, x) < w(t, x) for
all x and m(t, x) = w(t, x) for x > x¢(¢). Therefore for all # > 0 and x > xy(¢) we then have

L< l w(t,x + h) + w(t, x — h) — 2w(t, x)dh.
) i< [ 1+2s

By claim 2.1, we see that there exists Cy such that for all |A] < % and x > xo(1)
lw(t, x + h) + w(t, x — h) — 2w(t, x)| < C(p, B)|h[,
and therefore

C
L < -

2/ B[ dh =2 Cy 5, dh =: Ca(s. p. B).
hl<3
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Let us now prove that for the right choice of parameter p and +, the function m satisfies for
all £ > 0 and x > xo(?)

om(t, x) + (—A)Y’'m(t, x) — f(m(t,x)) > 0.

To this end, we start by showing that

Claim 2.3. Assume that p+ 1 > pf3 and let C; be the positive constant defined in claim 2.2.
For any fixed v > v, :=r 4 2Cy, let us define

X»),(l‘) =

1
p-1 PB-1)
C ]

(L) A8 Dy

Then x((1) < x,(7) for all t > 0, and for any (¢, x) such that xo(f) < x < x,(f), we have
Oim(t, x) + (=A)'m(t, x) — f(m(t,x)) = 0.

Proof. Since v —r > 2C; > 2 and since > 1, by definition of x,(f) we have x,(7) >

[T 4+ ~(B — )] pwl*l) = xo(#). Now for any (7, x) such that x¢(#) < x < x,(#), by assumption
1 and claim 2.2, it follows that

Oim(t, x) + (=A)'m(t, x) — f(m(t, x))
= dw(t, x) + (=AY m(t, x) — f (w(t, X)),
= w01’ = f(w(t, x)) + (—=A)’ m(1, x),
> w(t, x))" — rw 0]’ - C,
> (v — nlw@, 0l = Cy.
Since w(t, x) is decreasing with respect to x and since x((f) < x < x,(7) we then obtain
Oim(t, x) + (=AY’ m(1, x) — f (m(t,x)) = (y — Nlw(t, x,(1)]” = C; = 0.
U

Let us now verify that for v well chosen m is a supersolution to (3) for > 0 and x > x,(7).
First, we introduce the notations ¢ := p(8 — 1) and o :=~(8 — 1)t. For some constant K > 2
which will be determined later on, let us write

xg()—x
s m(t’ X+ Z) - m(t’ X) Hoe m(f, X+ Z) - m(t, )C)
—(=AYm(t,x) = EEE dz+P.V. . EIEES dz,
0o . 2
=1+ 1.

Since 3 > 1, by using the definitions of x.(f) and x(#) we can find v which may depend on
K such that v > ~, (where 7, is defined in claim 2.3), and x((7) — x < —K for all x > x,(1).
Recall that by definition of m we have 0 < m(z,x) < 1 for all > 0 and x € R. Therefore we

have
ol K 1*
|z|1+2s T —x0]

xo(t)fx
K
I <
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By choosing g < 1 (that is, p(5 — 1) < 1), we then have x? < [xo()]? + (x — xo(7))?, that is,
1
[x? — [x0(1)]?]4 < x — x0(¢), which in turn implies that
1 < 1 .
[x = x>~ [x4 — [xo(H)]9] 7

1-6
Since x > x¢(t) + K > 2, it follows that (x4 — 1)5 > 1 and so we get {vo((x" — 1)5) =

x? — 1, which yields to

1 1
w(t, (x? —1)1) = = -
HUO((X" S D10 R 1)t]
- 1
[x7 — 1 — (8 — D71

B 1

e L@ 7T

Recall that % (-1 = % and x — xo(7) > K, so we then obtain

1 2s
I < — K, (9 — 1)5)} ’
2s

Let us now estimate w(z, (x4 — 1)5) in terms of w(t, x). Let us first observe that for
x> x(t) > land g = p(B3 — 1), we have

wie, @~ 1 1
Wt w1 - @ 7T
1 1
) [ 1 ) )4 T
1 1
T w(tx) (67 — 1 — x5 4 [w(r, x)]1=5)] 7T
1 ' 1
I I
1

[1 = [w(e, 0177

On another hand, by using that w(z, x) is decreasing with respect to x, we straightforwardly see
that for x > x,(7) we have

Cl}ﬁ

[w(t, )] < [w(t, x, ()] = {
y—r
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a;l
So by enlarging -y if necessary such that [%} S %, we get from the above equality that
for x > x,(1)

wt, (! = D7) _

25T,
w(t, x)

As a consequence, we get

I < GK® - [w(t, )] 7,

2y
where C; .= 2%
Let us now estimate /5. Since x((f) — x < —K we can check that

-1 1
_ m(t, x 4 z) — m(t, x) m(t, x + z) — m(t, x)
L= ﬂoﬂ)*l ERE dz+PV. » e dz

K

dz,

. /+°° m(t, x + z) — m(t, x)
1 FRE

=L+ 1+ I.

Let us first focus on /3. Observe that since xo(f) > 1 and K > 2, then for all % <z< -1
we have x +z > 5 > 1. So by making the change of variables z = xu we get

dz,

w(tx 4 2) — w(t,x)
13 - (1)
XO[*X

|Z‘ 1+2s

1
[ w(t, x + xu) — w(t, x)
- xO(t)fx

|xu|l+2s

Kx

1
- 1

xdu,

=xwtx) [ o] 2
X0

1
3 1
- xw(t, x)

w(t, x)

[w(t, x + xu) B 1] 4

-1 |
= xw(t, x)

IOOE;I ‘xu‘1+25 ’

[ [(x + 2" P) — (8 — 1)y ™7
: — 1] du,
3D — (8 — Dy

1

XO;?X,X x| 125 ’

7 — 1| du.
q

(I4u)yi—1
[+

At this point to continue our estimate of /3, we prove the following claim.

Claim 2.4. For g < 1, there exists some K(g) > 0 such that for all ¢ > 0, all K > K(g), all

x > xo(f), and all u € [%,O], we have

q
Amio1 1
-2 2

Proof.

The proof goes identically with the one in [3].
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Now by claim 2.4 and by using Lagrange’s mean value theorem, there exists some constant
C5 > 0 such that

1 1 -1
______7—1<—£U+QLL%27—U
(tu)i-1 a 4q T
st 1] q
11—+ uy

<Pi+ola
q x1—o

By using the equality [w(t,x)]'# = x? — ¢ and since 0 < ¢ < 1, from the above estimate
we get

1

(I4uyi—1
|Gt 1]

|

-4<§u+&yﬂm@mWM—a+m%

<§u+&yﬂm@mﬂﬁw%

< Cy - xw(t, )11 - Jul?.

So we have

==

1

< JE—
I3 < xw(t, x) a0 Tl 2
X

- Cy - xw(t, ) |u)idu,

_1
x

< B I q .
< Cilw(t, x)] ﬁo;gx ] lxu|? - xdu,
B - 1
< [
< Cqlw(t, x)] ﬂomﬁ |Z‘l+25,_qdz.
~ K

By choosing ¢ such that 2s — g > 0, that is, 2s > g = p(8 — 1) we then achieve

-1

Iy < Cy[w(t, x)]ﬁ/ dz = Cs[w(z, )1’

o ‘Z| 142s—q
Let us now estimate /4. Clearly x +z > 1 forany z € [—1, 1] since x > 2. Therefore by using
definition of m and since x > x.,(f) > xo(t) + K > 2 we have m(t, x + z) = w(t, x + z) for all
x > x,(¢) and z € [—1, 1]. Thus, we have

1 [ m(t, x + 2) + m(t, x — 2) — 2m(t, x)
14 = dZ

2 | ‘Z|1+2s >

B l/l w(z,x+z)+w(z,x—z)—zw(z,x)dZ

2 | |Z‘ 1+2s

By claim 2.1 and since p 4 1 > pf and x > x,(t) > xo(f) + 2 > xo(t) — %, we know that
|07 w(t, 0| < p*Blw P + (p+ 1 = pB)lw, 01,

Since 8 > 1 and 0 < w(t, x) < 1, there exists then C¢ > 0 such that
|02,m(t, x)| < Co[w(t, x)1’,
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and so we get

l/l de = Crlw(t, ).

<3 |2[1+2s

2/

The estimate /5 is straightforward. Indeed, since m(t, x) is decreasing with respect to x, then
forall z > O and x € R, m(t, x + z) — m(t, x) < 0 and thus

I5s <0.
By compiling all the estimates, we then get for x > x,(f)
Om(t, x) + (=A)'m(t, x) — f(m(t, x))
= Jyw(t,x) + (=A)'m(t, x) — f(w(t, x)),
= y[w(t, 0]’ = f(w(t,x) + (—AYm(t, x),
> ylw(t, 0’ — rlwt, )’ — I — L,
>(y=-nwt,x)) - - -1 — I,

> w0 [7 = ek -l 017 = 6= 6.

Let us take p = 2—3‘ (in this case, we have p+ 1 > pf and 2s > p(6 — 1)) and fix K >

sup§2,K %) } so that claim 2.4 holds true. Then by choosing v large enough, we then
achieve for all x > x,(?)

om(t, x) + (—A)Y’'m(t, x) — f(m(t,x)) > 0.

In summary, we conclude that for p = % and ~ large enough, m(t, x) is a supersolution to
the problem (3) for all x > x((f) which moreover satisfies u(t, x) < 1 < m(t, x) for all t > 0
and x < x(7). By a straightforward application of the comparison principle we therefore get

u(t,x) < m(t,x), Vt>0, VxeR.

So for any A € (0, 1) and any x € I')(¢), then
1

>

A < ut,x) < m(t,x) =

2s(8—1) 31,1

[ =B - 1]

and since 3 > 1, it follows:

e

1 5_1 25(B-1)

Hence when T, > 1, we have

&)

(0 < CO - 13070,
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3. Lower bound on the speed of the super level sets

Proof of Theorem 1.3. By assumption 2 on the initial data uy(x), we can construct a non-
increasing function uy(x) such that zy(x) < ug(x) for all x € R and

N co, ifx<—Ry—1,
up(x) = .
0, ifx>

for some small 0 < ¢y < 1 and some large Ry > 1.
Let v(, x) be the solution of the following problem:

ov+ (—=AYv=0, r>0, xeR,
v(0,x) = Up(x), x € R.

Since f(u) > 0 forall u € [0, 1], it is easy to see that v(#, x) is a subsolution to the problem
(3) and by the comparison principle, we have

v(t,x) <u(t,x), V>0, xeR.

Let p(t, x) be the heat kernel for (—A)*, then we have

v(t, x) = /ﬁo(x —y)ps(t,y)dy, Vi >0, x € R.
R

For the heat kernel associated to (—A)*, it is well known that there exists some constant
1 > C; > 0 such that

C c!

< ps(t,x) < — 1 , V>0, xeR.
} 1% [1 + \fﬁx\lﬂf]

& [+ e

So we get
G
1% [1 + \f%y\‘“‘}

+o0 .C
g / 1 = 11 dy,
x+Ro+1 25 {1 + |f§y‘l+2s}

—+o00
Co - C1
> / . T T dz. 9)
% (eRg+) 1 [2[TT

In particular, we have

+oo
co-C
u(l, x) 2/ ——dz.
wtRo41 1 (21

ot,x) > / ol — ) - dy,
R

Thus for x > 1 we may find a constant C; > 0 such that

C
u(l,x) > .
xj

1560



Nonlinearity 34 (2021) 1544 J Coville et al

As aresult, we can find a small enough d > 0 such that

u(l,x) 2 v(1,x) 2 up(x):= ¢ d (10)

Hence, from the comparison principle and up to a shift in time, we only need to get the
lower estimate for the case for which u(z, x) is the solution to the problem (3) with the ini-
tial data uy. Since up(x) is non-increasing, then u(z, x) is decreasing with respect to x. Let

1

Ao = ;OO —0 O dz xp(1) = %, and x),(¢) be such that u(t, x),(f)) = A\o. From (9), then

12|12
there exist T, > 1 such that for all # > T, we have
+o0 +o0
co- C co-C
v(t, xp(1)) = / — i de = / a9z = Ao
b T Rg+n 1 [T N

As above the non-increasing behaviour of i1y(x) implies that v(¢, x) is decreasing with respect
to x. Since u(t, x) > v(t, x) forallr > Oand all x > 0, and since u(¢, x) and v(t, x) are decreasing
1

with respect to x, we then get % = xp(t) < x),(). The above argument holding as well for

any 0 < A\ < Ao, it provides the lower estimate.

It remains to obtain a similar bound for a given \y < A\ < 1. To obtain the bound we can
argue as in [3]. To do so let us first prove an invasion lemma on the solution of the Cauchy
problem (3). Namely,

Proposition 3.1. Forany 0 < s < 1, assume that the nonlinearity f satisfies assumption 1,
and the initial data uy(x) satisfies assumption 2. Assume 3 > 1 and ﬁ > 1, and let u(t, x)
be the solution to the problem (3) with the initial data uy(x). Then, for any A € R,

tlim u(t,x) =1 uniformlyin(—oo0,Al, (1)
500
and, for any A € (0, 1),

fim 2D _

1—00

(12)

Let us postpone for a moment the proof of proposition 3.1 and finish the proof of
theorem 1.3. Let us denote by w(z, x) the solution of (3) starting from a non-increasing wy

such that
Ao ifx < —1,
wo(x) = ) (13)
0 ifx>0.
It follows from proposition 3.1 that there is a time 7, > 0 such that
w(ty, X) > A, Vx <O0. (14)

On the other hand, since 7y(x) is non-decreasing, then v(z, x) is also decreasing with respect
to x. Since u(t, xg(t)) > Ao, then

u(t,x) = v(t,x) = Ao, Vx < xp(1).
So it follows from (13) that
u(T,x) = wo(x — x)(T)), VT >0,VxeR.
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The comparison principle then yields

u(T 4+ 7,x) 2 w(t,x —x),(T)), VI >0, Vr =0, Vx e R.
In view of (14), this implies that

u(T 4 13,x) > A, VT 20,V x < x),(T).
Hence, for r > 1), the above implies

1
(t —7y)2s 1

X0 = x)(t— 7)) = — 2 Ct7x,

provided r > T, with T\ > 7, large enough. This concludes the proof of the lower estimate.

In summary, we conclude that for any A € (0, 1) there exist some constants T’A > (0 and
C'(\) > 0 such that

x> CONE, V> T

O
Let us now complete our argument by proving proposition 3.1. To do so, let us first establish
the following result.

Proposition 3.2 (Speeds of a sequence of bistable traveling waves).  For any
0 < s < 1, assume that the nonlinearity f satisfies assumption 1, and the initial data uy(x) sat-
isfies assumption 2. Assume 3 > 1 and ﬁ > 1. Let (g,) = (8p,) be a sequence of bistable
nonlinearities such that g, < g,., < fand g, — f. Let (c,, U,) be the associated sequence of
traveling waves. Then

lim ¢, = +o0.
n—00

Proof. Since g, 11 = &, it follows from standard sliding techniques [7, 12-14, 16] that
Cnt1 = Cy. Assume now by contradiction that ¢, ¢ for some ¢ € R. Observe that since
g, — fand fol f(s)ds > 0, we have ¢, > ¢y > 0 for n large enough, says, n > ny. As a con-
sequence, for all n > ngy, U, is smooth and since any translation of U, is a still a solution,
without loss of generality, we can assume the normalization U,(0) = 1/2. Now, thanks to
Helly’s theorem [9] and up to extraction, U, converges to a monotone function U such that
U0) = % Also, since ¢, < ¢, from the equation we get an uniform bound on U’,, U" and up to
extraction, U, also converges in C2 (R), and the limit has to be U. As a result, U is monotone,
smooth and solves

(=AU +eU + f(U)y=0 onR,
_ _ 1 _
U(—o0)=1, U = 7 U(o) = 0.
In other words, we have constructed a monostable traveling wave under assumption that
£ > 1and WC‘(_I) > 1, which is a contradiction with the result in [22]. U
Equipped with this technical result we can establish proposition 3.1.

Proof. First, we prove (11) for the particular case where the initial datum u is a smooth
non-increasing function such that

dyg forx < —1,
up(x) = (15)
0 forx>
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for an arbitrary 0 < dy < 1. Since uy is non-increasing, we deduce from the comparison
principle that, for all # > 0, the function u(z, x) is still decreasing in x.

Letus now extend f'by 0 outside the interval [0, 1]. From [1] and proposition 3.2, there exists
0 < 0 < dy and a Lipschitz bistable function g < f—i.e. g(0) = g(#) = g(1) =0, g(s) < 0in
(0,0), g(s) > 01in (0, 1), and g'(0) < 0, g'(1) < 0, g’(#) > O—such that there exists a smooth
decreasing function Uy and ¢y > 0 verifying

(=AY Uy + cpUy + g(Uy) =0 on R,
Up(—o0) =1, Up(c0) = 0.

Let us now consider v(z, x) the solution of the Cauchy problem

o(t, x) = —(—A)Yvu(t,x) + g(v(t,x)) forr>0, x € R,
v(0, x) = up(x).

Since g < f, v is a subsolution of the Cauchy problem (3) and by the comparison principle,
v(t,x) <u(t,x)forallr > 0and x € R.

Now, thanks to the global asymptotic stability result [1, theorem 3.1], since dy > 6, then we
know that there exists £ € R, Cy > 0 and £ > 0 such that forall r > 0

[u(t, ) — Us(- — cot + )|z < Coe™ ™.
Therefore, for all # > 0 and x € R, we have
u(t,x) = v(t,x) = Up(x — cot + &) — Coe™™.

Since ¢y > 0, by sending t — oo, we get 1 > liminf,,ou(t, x) > lim, . [Ug(x — cot + &) —
Coe "] = 1. Asaresult, forall x € R, we have 1 > lim sup, ,cu(t, x) > liminf, . u(t, x) = 1,
which implies that u(¢,x) — 1 as t — oo. Since u(t, x) is decreasing in x, then the conver-
gence is uniform on any set (—oo, A]. This concludes the proof of (11) for our particular initial
datum.

For a generic initial data satisfying assumption 2, we can always, up to a shift in space,
construct a smooth non-increasing u satisfying (15) and uy < uo. Since the solution u(z, x) of
the Cauchy problem starting from u satisfies (11), so does u(t, x) thanks to the comparison
principle. |

4. Another better lower bound on the speed of the super level sets

Here we prove another lower bound on the speed of x)(f) when 1 < /5 < 2 and ﬁ > 1
(notice that m > 3 if and only if 1 < 8 < 2). In the whole of this section, let us assume
the conditions in theorem 1.4 hold. As above to measure the acceleration, we use a subsolution
that fills the space with a superlinear speed. The construction of this subsolution is an adaptation
of the one proposed by Alfaro and Coville [3] for a nonlocal diffusion with an integrable kernel.
It essentially contains three steps.

Step one. It consists in using the diffusion to gain an algebraic tail at time 7 = 1.

From the proof of Theorem 1.3, we have shown that we can find a small enough d > 0 such
that
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d for x < 1,
u(l,x) = v(l,x) 2 vo(x) = ¢ 4 (16)
F for x 2 1.

Hence, from the comparison principle and up to a shift in time, it is enough to prove the lower
estimate for u(z, x) which is the solution starting from the initial data vy, which we do below.
Step two. Here we construct explicitly the subsolution that we are considering.
Following Alfaro—Coville [3] let us consider the function g(y) :=y(1 — By) with B > 2 g it
is easy to see that g(y) < Oifandonly if 0 <y < B, and g(y) < g(ZB) = 5 <dforally € R.
As in the previous subsection, for any v > O, let w(-, x) denotes the solutlon to the Cauchy
problem

dw B 3
3(1" )C) - ’}/[’LU([, .X)] s
w(0, x) = vo(x).
That is
1
(001 — 4(8 — Dy 77

where v is defined in (16).
Notice that w(t, x) is not defined for all times. When x < 1, w(¢,x) is defined for 7 €

w(t, x) =

s

[0, m) whereas for x > 1, w(t, x) is defined for ¢ € {O T(x):= #1(31)1)) Let us
define
. 1
xp() = d > [(2B)* " 4 7(B — 1] 50D, (17)
Slnce B> ﬁ and 8 > 1, then xp(r) > 1 and w(t, xp(t)) = i For x <1 and 0 <1<
m, since vo(x’) = d for all x’ < 1, then we have 0, w(t, x) = O, w(t, x) = 0. Forx > 1
and 0 < 1 < T(x), we compute
dyw(t, x) = oGl = 7(8 = DA - (1= B)uo)] " - vh0),

5
_ —Zdl’Bs[w(t, AR s
< 0.
Ouw(t,x) = —2d" s [Blw(t, )17 - dpw(t, x) - x*7 72!
+[w(t, 0] - 25 — 25 — D272
= —2d"’s - [Blw, )"
. (—2d1*5s[w(t, x)]ﬁ .x2s572371) .y 2sB=2s—1
+ [w(t, )] - (28 — 25 — D7
=2d" Usw(t, x))7 - P
[2d" s - [w(t, )1 AT 4 25 41— 2581,
= 2d"sfw(t, )1 - 272 [2d" s - [[wg(0]'
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— (B — D W 25+ 1 - 25]
> 2d"  Psfw(t, x))P - x>0
2d" PsB - [we(0)]P x0T £ 25 + 1 — 258,

> 2d"  Psfw(t, x))P - x>0
d\"!
. 2d176Sﬂ . (_2> x2s572x +2S+ 1 _ 2Sﬁ ,
X A

> 2d Ps[w(t, 017 - PP 2 25 + 1),

> 0.

In the first inequality of the computation of 0, w(t, x), we used the condition 5 > 1 and
~v > 0. Hence, for any ¢ > 0, the function w(z, -) is decreasing and convex with respect to the
variable x.

Let us now define the continuous function

1
m(t, x) = 4B
g(w(t, x)) for xp(t) < x.

for x < xp(1),

Note that from the definition of m(t, x) we can see that the function m(z, -) is C*'(R) for all
t > 0, and m(-, x) is C"'((0, +00)) for all x € R. In addition, we have

Oem(t, x) = Ow(t, x)(1 —2Bw(t, x))* and
am(t, x) = yw’(t, x)(1 — 2Bw(t, x))T.

Let us make now some useful observations:

e when x > x3(0) = (ZdB)% > 1, we have m(0, x) = g(w(0, x)) = g(vo(x)) < vo(x);

e when x < 1, we have m(0, x) = ﬁ < d = v(x);

o when 1 < x < x3(0) = (2dB)*, we have vo(x) = % > 5%
Hence m(0, x) < vo(x) forall x € R.
Let us now show that m(z, x) is a subsolution for an appropriate choice of v and B.

By the definition of m(t, x), we have 9,m(t, x) = yw’(t, x)(1 — 2Bw(t, x))*, therefore we
get

_ 1 1 _
= 7B > m—m(O,x).

0 for x < xp(r) — 1,
om(t, x) < ) (18)
yw’(t,x)  for xg() — 1 < x.

Since f satisfies f(u) > riu” as u — 01, then there exists a small r, > 0 such that flw) >
rau’(1 — u) for all 0 < u < 1. When x < xp(1), then m(z, x) = ;5 and since w(t, x5(1)) = 55

2B°
then

F(m(t, x)) = ralm(t, )1°[1 — m(t, 0],

>r lw(tx(t))ﬁ 1—L -2 1—i [w(fx(f))]ﬁ
P 4B) ~ 20 4B R
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1

3B> then

Similarly, when x > xp(1), since 0 < g(y) < 75 and w(t, x) <

fm(t, ) = ralw(t, x)(1 = Buw(t, x)I’[1 = g(w(z, )],

> 1B1811—r11 8
>r|wx) |1 - Y T A ST [w(t, x)]".

In summary, we have

Colw(t, x5(t)]”  for x < xp(t),
LX) = 19
fm(t, 1) {Co[w(t, x)]‘g for x > xp(1), (19

where Cy = 2% (1 — 4—13).

Let us now derive a priori estimates on the fractional diffusion term (—A)*m(¢, x) on the
three regions x < xp(t) — 1, xp(t) — 1 < x < xp(t) + 1 and x > xp(¢) + 1. For simplicity of
the presentation, we dedicated a subsection to each region and let us start with the region
x < xp(t) — 1.

e When x < xp(r) — 1:

In this region of space, we claim that

Claim 4.1.

(a) If % < 5 < 1, then there exists C3 > 0 such that for all x < xp(f) — 1, we have

(—=AYm(1, x) < =Csvg(xp)[vo(xp)] ™ Tw(t, xp@)]”.

b Ifo<s < %, for large enough B >> 1, then there exists C3 > 0 such that for all x <
xg(t) — 1, we have
C
(~A)Ym(t,x) < .
Note that the singularity here play a major role and the estimate strongly depends on the

value of s.
Proof. For x < xp(r) — 1, since m(t,y) = ﬁ = m(t, xp(¢)) for all y < xp(7), we then have

0 mt, xp(1)) — mt,y)
|.X _ y‘ 1425

(=AY’m(t,x) = /

xp(1)

1

We now treat separately the following two situations: % <s<L0<s<3.

Case I: % < s < 1. By using the fundamental theorem of calculus we get

ot (v — xp(0)

w Jo |x =y

00 1
<
_ /0 /0 oy — e O 60+ 7 a7 e

Now, since w(t, -) is a positive, decreasing and convex function, for any z, 7 > 0, we have

—(=A)Ym(t, x) = Oxm(t, xp(t) + 7(y — xp(1))) dT dy,

Ovm(t, xg(t) + 72) = Oyw(t, xp(t) + 72) (1 — 2Bw(t, x5(t) + 72)),

2 Ocw(t, xp(1)).
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So, we obtain that

S >~ Z
—(=AY’'m(t,x) > O, w(t, xB(t))/O I — xp() — 2% dz.

In addition, since x < xp(#) — 1 we have x — xp(f) —z < —1 — z < O for any z > 0, which
then enforces |x — xp(1) — z| > |1 4 z| > 0. By using that } < s < 1, we therefore get

> z > z
dz< C ::/ ———dz < 4o0.
/0 =0 — g T Sy [T

As aresult

— (—A)’m(t,x) = C30,w(t, xp(1))
= —C3v(xp)vo(xp)] Tw(t, xp(t)]”,  Vx < xp(t) — 1.

CaselIl: 0 < s < % In this situation, the previous argumentation fails and we argue as fol-
lows. Since w(t,y) > 0 for all ¢ and all y, for any constant R > 1 which will be determined
later on, we have

+o0 _
(=AY m(t, x) = / rilt, %5(0)) m(t’y)dy

xp(1) |x — )"IHX

_ /J”oc w(t, xp(1)) — Blw(t, xp))* — w(t,y) + B[w(l,Y)]zdy

s

(1) |x — |t ’
[ Tw(, xp(0) — w(t, I = Blw(t, xp(1) + w(z, y)]]
B 142s dy,
xp(0) |x — y[t+=

400 [, 1)) — t7
_ / wit, x(0) =Wt Y) 4 Since wit,y) > 0,

N0 |x — y[I+%

B / O w(t, xp(1) — wit,y) dy.

N0 ‘y — )CB([) + 1|1+2S

- / 0 w(t, xp(1)) — wit, xp(1) + 2)
o |1+ [+

dz,

< /R wit, xp(0) = wlt, xp(D) +2) |
0

‘1 + Z‘1+23

N /+°° w(t, xp(1)) — w(t, xp(t) + z)
X [1+ 7|12

dz,

<L+ L.
Let us now estimate /; and /. Since w(t,y) > 0 for all ¢ and all y, for I, we have

/ T w(t, xp(1))
R

|1 _|_Z|1+25 %

1 B |
< —=- ——dz,
2B /R ZH-S 2z

I 1 1

S2B s R

I

N

(20)
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On the other hand, by using the fundamental theorem of calculus and the convexity of w(z, y)
with respect to y, we get for /;

L /R RGeS P /R 0w xp(0) 2y
o [T+ 2|+ T o Joo Tt ’

—0w(t, xB(t))/ 7d

‘1 +Z‘l+2s

Thus, by using the definition of ,w(t, xp(t)), R > 1 and since |y|* > [y|* in (1, R) we get

— o w(t, xB(t))/ dz,

‘1 + Z‘1+23

—Ow(t, XB(I))/ —:dy,
—0w(t, xB(t))/ —dy,

B
p 1 1
I < 2d”s(> @R 2R,
2B s

1—

which using that xz(f) > dz (2B) % and 253 — 2s — 1 < 0 enforces that

s S<1> Jabam T ent
2B 1—s
< C3,1Bf(1+%)R1’S.
Combining the latter estimate with (20), we then get
(CAYmx) <L+ < CuB (FHRI= ¢ % . ; . %
By taking R such that C3qle(1+%)R1*S = TIB S RS, that is, R = 2sC B . we then

achieve

(=A)'m(t,x) < 5

Let us now obtain some estimate in the region x > xp(f) + 1.
e When x > xp(t) + 1:
In this region, we claim that

Claim 4.2.
(a) If % < s < 1, then there exists positive constant C4 such that for all x > xz(r) + 1, we
have
(—A)'m(t, x) < —Cyvp(0)[vo(x)] " [w(z, x)]7.
(b) If 0 < s < 3, for large enough B > 1, then there exists positive constant C4 such that for

all x > xB(t) + 1, we have
(=AYm(t,x) < =Cadsuw(t, x) + Calw(r, x)]' 722 B@I727D,
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Proof. First, we have

(=A)Y'm(t,x) = P.V. /R wdy

‘)C _ y‘1+2x

>

xp(t) ¢ — m(t +oo t — m(t
_ / m(t, x) :11(2?y)dy n P'V'/ m(t, x) 1171(27y)dy’
—00 |x—y\ +2s xp(1) \x—y\ +2s

:le+12.

For Iy, since 9,m(t, x) = ,w(t, x)(1 — 2Bw(t, x))T, then m(t, -) is decreasing and since x >
xp(t) + 1 we get

I <0. 1)

For I,, we have

L =PV /°° m(t,x) — m(t, x +Z)dz
o xg()—x ‘Z|1+2S ’

dz

:/—% mtx) —mtx+9 oo /i m(t, x) — m(t, x + 2)
1

rp()—x |Z‘ 1+2s 1 ‘Z| 1+42s

T (e, x) — m(t,
+[ m(t, x) — m( X+Z)dz,

1425
! |2+

=L+ 1+ I.

Let us estimate this three integrals. Again by using that m(t, -) is decreasing and x > xp(f) + 1
we trivially have

I <0. (22)

For 14, we observe that since the function m(z, -) is smooth (at least Cz) on (x — %, x+ %), then
we have

, 1/% m(t, x + 2) + m(t, x — z) — 2m(t, x)
4=z

D) ! |z 1425

dz < C4,1 ‘ax.xm(t’ )C)‘

A direct computation of Oy,m(t, x) shows that |0, m(t, x)| < Cy2|0,w(t, x)|, which implies
that

I < —Cy30,w(t, x), (23)

since w is decreasing in x. To complete our proof we need to estimate /5 and to do so we treat
separately the following two situations: % <s<1,0<s < %

Casel: % < s < 1.Inthis situation, by using the fundamental theorem of calculus, we obtain

oo L dcw(t, x + 72) (1 — 2Bw(t, x + 72))
Is = — , dzdr,
% 0 |Z‘ 1425

which by the convexity and the monotonicity of w(t, -) and since % < s < 1, then yields
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00 1
Is < — [ / ﬁ@xw(hx +72) (1 = 2Bw(t, x + 72)) dzdr,
1 0o IZ
2
< —ouwiy | —S_d
~ X ’ % ‘Z|1+2S Z’

1
g _ax t’ Al _Derm . A~
W) S0y — 1)
By combining the latter with (21)—(23), we can therefore find a constant C4 > 0 such that
(—A)m(t, x) < —Cadyu(t, x) = —Cavh(x)vy " (w’(z, x).

CaseII: 0 < s < % In this situation, again the previous argumentation fails and we argue
as follows. For any R > 1, let us rewrite /5 as follows

Rom(t, x) — m(t, x + 2) T m(t, x) — m(t, x + 2)
15 = dz +
! |z[1+25 e |z 1425

dz,

=:l¢+ 1.

An easy computation shows that since m(z, x) < w(t, x), and R > 1 we get

—+o00 —+o00
m(t, x) 1
I < / —dz < w(t, x) - / ——-dz,
= R |Z‘l+2s = R 7142

< w(t,x) /mld _ Lo L (24)
< w(t,x i ZIHZ_Sw ) s

On the other hand by using the fundamental theorem of calculus, we obtain the following
for I¢

zdr,

poo N[O+ T2 (1= 2Bwt, x + 72)) q
6__% o |71 +2s

which by using the convexity and the monotonicity of w(t, -) can be estimate as follows

Rl
Is < —/ / Hfﬁ&cw(t, x +72) (1 — 2Bw(t, x + 72)) dzdT,
3 Jo 1T

R Z
< —o0yw(t, X)/% W dz,

' k1
< —3xu)(t, x) [ o dZ+/ o dZ N
3 Z 1 <

1 R
< —dw(t, %) ( / ;wa / 2—1st> < —dw(t, %) (C(s) + %R'—X) . ©5)
3 1

Combining (25) with (24) and using the definition of J,w(t, x) we thus obtain

1 1 )
Is < w(t,x) - oo+ Coalu(t, 07 P TRIS L C(s)dw(t, x).
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By taking R such that Ceo[w(t,x)]” - x*7~27 IR = Lyy(s,x) - &, that is, R =

[w(t, x)]' =7 - x~ 204241 we then get o
Is < Coalw(t, x)]' 2202020 4 C(9)0,w(t, x),
which combined with (21)—(23) then yields
(—=A)Ym(t, x) < —Cadxw(t, x) + Calw(t, x)] 2 H250x22s0-25=D)
O

Lastly, let us estimate —(—A) m(z, x) in the region xp() — 1 < x < xp(f) + 1.
e When xp(f) — 1 < x < xp(0) + 1:
In this last region, we claim that

Claim 4.3.

(a) If % < s < 1, then there exists positive constant Cs such that for all xp(f) — 1 < x <
xg(t) + 1, we have

(=AY m(t, x) < —Csvp(x)[vo(x)] " [w(t, )17

(b)) 0 <s < %, for large enough B > 1, then there exists positive constant Cs such that for
all xp(r) — 1 < x < xp(1) + 1, we have

(=AYm(t, x) < —CsOzuw(t, x) + Cs[w(z, x)] 72 F2Px T2,

Proof. Again let us rewrite the fractional Laplacian in the following way:

(=A)Y'm(t,x) = P.V./R%dy,
x—1 0
= [ N m—(\tﬁ 5 "D gy + B, / +1 —m(fﬁ 3 gy,
=11+ b.
Again, by using the monotone character of m(z, -), we have
L <0, (26)

and for /,, we have

© m(t,x) — m(t,x + 2)
L, =PV. dz,
: /_1 |22

dz,

_1/1 m(r,x+z)+m(t,x—z)—Zm(t,x)dz+/oo m(t, x) — m(t,x + 2)
_ 1

2/, |z 1425 |z 1425

=1L+ 1.
Observe that again to estimate I, we break the integral into two part and we can easily see
that the contribution of /4 can be estimated as in the proof of the previous claim so we will

not repeat it. If fact, here the only change with respect to the situation x > xg(¢) + 1, is the
contribution of /3 since unlike the previous case, the function m is not any more a C> smooth
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function on the domain of integration and we need then more precise estimate. So let us now

look more closely at /3.
For I3, thanks to the definition of m, we can get

drdz,

1 /‘ ! Zaxm(t, X+ 72) — Oum(t, x — 72)

L=~
’ 2)0Jo |z|*+2

1tz
= — o, )(1 — 2But, )"
2/_1 /o P [Oxw(t, x + T2)( w(t, x + 72))
— dw(t,x — 72)(1 — 2Bw(t, x — 72))] drdz.

Let us rewrite the bracket inside the integral as follows:

dvw(t,x + 72)(1 — 2Bw(t, x + 72)) " — dyw(t, x — 72)(1 — 2Bw(t, x — 72)) "

= [Byw(t, x + T7) — Oyw(t, x — 72)] - (1 — 2Bw(t, x + 72))"

+ dw(t,x — 12)[(1 — 2Bw(t, x + 72))T — (1 — 2Bw(t, x — 7).

Then we can decompose /3 into two integrals I3 = Is 4 I with
| L
Is:= 5[1 /0 W[axw(t,x +72) — Ovw(t, x — 72)]
x (1 — 2Bw(t, x + 12))" d7dz,

L L
Is = 5/_1 /o IZ‘lﬁ&(w(t,x —72) [(1 —2Bw(t,x + 12))*

— (1 =2Bw(t,x — 72))"] drdz.

Now since w(t, x) is smooth, using the fundamental theorem of calculus, we get

1ttt 2
Is = —5/ / / " Oyw(t, x + o72)(1 — 2Bw(t, x + 72))* do dr dz.
~1Jo J-1

|71 +2s
Since w(t, -) is convex, then

Is <O0.

For I¢, by using the convexity of w(z, -) and the uniform Lipschitz continuity of the function

(1 —2Bw(t, x))" for x € (xp(t) — 1, x5(t) + 1), then we have
Is < —laxw(t,x — 1)/1 /1 i\(1 — 2Buw(t,x + 72))*
) o Jo 2B
— (1 = 2Bw(t,x — 72))" | drdz,
<—Cd w(tx—l)/l Z g
s TCombx =D f R ts

< —C5,28xw(t,x —1).
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A direct computation gives us some Cs; > 0 such that O,w(t, x — 1) = Cs0,w(t, x), which
implies that

Is < —Cs30,w(t, x).
Hence
I; < —Cs30,w(t, x). 27

O

By collecting (18), claims 4.1, 4.2, 4.3 and (19), now we can show that m(z,x) is a
subsolution for some appropriate choices of B and .
If % < s < 1, by (18), claims 4.1, 4.2, 4.3 and (19), we have

(Om + (=A)'m — f(m))(t, x)

<

X

—[w(t, xp(t)]” [Co + h(t, xp(t)] for x < xp(t) — 1,
—[w(t, x)]‘g [Co + h(t,x) — 7] for x > xp(t) — 1,

where h(t, x) = Ceup(x)[vo(x)] ™7 with Cs = max{Cs, C4, Cs}.
‘We now choose v < % In view of the above inequalities, to complete the construction of

the subsolution m(t, x), it suffices to find a condition on B so that A(z, x) > —% forallt >0
and all x € R. From the definitions of (¢, x) and vg(x), it suffices to achieve

Cod?!
x(571)2s71 < 0

< m, forall r > 0, x > xp(r) — 1.

Since (8 — 1)2s < 1, this reduces to the following condition on x5(0):

1
C d@—l T=25(3—1
xp(0) > ( 0 ) + 1.

4Sd(%

From (17) we have x3(0) = (ZBd)%. Hence, in view of the definition of Cy, the above
inequality holds by selecting B > By, with By > 0 large enough.
IfOo<s< %, by (18), claim 4.1, and (19), we have for x < xp(r) — 1

C
(@im + (—AYm — f(m)(1,x) < B—j — Colw(t, x50’

B
G, 1
g -y C N b
B (23)
< B7?[Cy — 27PCoB*> .

Since 3 < 2, then there exists some B; > 1 such that C; — 27°CoB># < Oforall B > B;.
Hence in this case, we have

Om~+ (—A)Y’m — f(m))(t,x) <O0.

When x > xp(f) — 1, by (18), claims 4.2, 4.3 and (19), we have
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(Om + (—=A)'m — f(m))(t, x)
< Aw(t, x)]” — COxw(t, x) + Colw(t, x)]' > H20xHEI=27D — Cou(, x),
< Ylw(t, 017 + Crlw(t, )17 - x*772 1 4 Colw(t, x)]' 220 P20
— Colw(t, )7’
< [w(t, 01Ty + G727 4 Coluw(e, )] 2272 @0270 — ¢y,

It is easy to see that xp(f) > dTlx(2B)Tlx and since 258 — 2s — 1 < 0 we have for B large
enough

C7x2s572371 < @
=3

Note that since 3 > 1 and 0 < s < %, we have 1 — 2s + 253 — 8 < 0 and therefore since
w(t, x) = w0, x) = ve(x) = %, we have

C6 [’LU(I, x)]172s+2s576x25(25572371) < C8x72s(172s+23376) . x25(25572371)’

< Cgx®W2,

Using that 5 < 2 and since x > xg(f) — 1 > dz (2B)§ — 1, so when B is large enough, we
have Cgx?"~2 < € which implies that

5 P C
Ce[w(t, x)]1—2s+2s3—,3x2s(2s3 25—1) < ?0

So by taking v = % we achieve
(Om + (=A)'m — f(m)(t,x) < 0.

In summary, forany 0 < s < 1, after some good choices of v and B, then the function m(z, x)
indeed is a subsolution.

Step three. It consists in using the subsolution to prove the lower estimate in theorem 1.4.

Fix v > 0and By > 0 asin the previous step such that m(z, x) is a subsolution. From the com-
parison principle we get m(t, x) < u(t, x), for all > 0 and x € R. Recall that m(z, xp, (1)) =
ﬁ and that u(t, -) is nonincreasing (since initial datum v is nonincreasing) such that

1
M(t, X) = TBO, Vx < XBO(I). (28)
In particular, for any 0 < \ < ﬁ,

to satisfy

the ‘largest’ element x,(7) of the super level set I')(7) has

xat) > xy (1) > daT [y(8 — D] 50,

which provides the lower estimate.
It now remains to obtain a similar bound for a given ﬁ < A < 1. Such estimate can be
obtained by redoing the argument in section 3.
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