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Abstract— Previous research has shown that adaptive switch-
ing between multiple-input multiple-output (MIMO) trans-
mission strategies like spatial multiplexing and beamforming
increases link reliability and capacity gains, as compared to
fixed transmission strategies. To get the full benefit of adaptive
switching it is necessary to obtain accurate estimates of the SNR
values when we switch between the transmission strategies. In
this paper, it is shown that (relatively more) accurate switching
point estimates can be obtained by taking into account real-life
effects like mutual coupling and antenna efficiencies, for switch-
ing between statistical beamforming and spatial multiplexing.
Using simulations, it is shown that accounting for these effects
can make the switching point estimate more accurate by as
much as 12 dB, compared to the case when the practical effects
are not considered.

I. INTRODUCTION

Multiple-input multiple-output (MIMO) systems employ
multiple antennas at the transmitter and receiver. MIMO
wireless technology can provide much higher data rates and
link robustness as compared to a single-input single-output
system [1], using a variety of transmission strategies like
spatial multiplexing (SM) [2] - [4] and diversity techniques
like beamforming [5], [6]. The performance of a MIMO com-
munication link can be approximated by its ergodic capacity,
when good coding techniques are used [7]. A practical means
of approaching the spatially-correlated MIMO channel ca-
pacity is to use statistical switching between low complexity
schemes like statistical beamforming and spatial multiplex-
ing. The transmitter switches between different transmission
strategies in response to varying channel conditions [8] - [10].

In our paper, we analyze adaptive switching between SM
and statistical beamforming (SBF) [6]. Adaptive switching
can occur using both, instantaneous channel information [9]
(requiring a large amount of feedback), or using statistical
information about the spatial correlation matrices, as in
[10]. We use correlation matrices in this paper, as spatial
correlation matrices play a dominant role in determining
the optimal transmit strategy, vary slowly as compared to
instantaneous channel state and hence, offer an effective
tradeoff between performance and feedback requirements.

The performance gains made possible by adaptive switch-
ing cannot be realized if the switching point estimates are

not accurate, i.e. if the switching between SBF and SM
occurs much before or much after the intended point, the
performance gains obtained will be lesser than desired. To
get (relatively more) accurate switching point estimates, it is
necessary to include practical effects like mutual coupling
(MC) and antenna efficiencies (AE)1 in the evaluation of
the ergodic capacities of the two transmission strategies and
the switching points between them. While there has been
work done previously to analyze the impact of MC on the
capacity of a MIMO channel [11] - [15], there has been no
attempt to explore the impact of MC and AE on adaptive
switching between MIMO transmission strategies. Also, all
previous work on adaptive switching assumes unit antenna
efficiencies. This is not accurate, as practical antennas can
have efficiencies as low as 50% - 60% on account of ohmic,
coupling, and dielectric losses.

In this paper, we show that it is necessary to account for
the impact of MC and AE to obtain more accurate estimates
of the switching points between SBF and SM. We first derive
expressions for the ergodic capacity of SBF and SM. Using
these expressions, we show that more accurate capacity gain
estimates can be obtained if we include MC and AE effects in
the evaluation of ergodic capacities. We then derive switching
point estimates based on the upper bounds of the ergodic
capacities of the two strategies and show that there can be a
difference of as much as 12 dB in the switching points if we
do not account for these effects.

II. SYSTEM DESCRIPTION AND PERFORMANCE

EVALUATION

Consider a MIMO system with MT transmit and MR re-
ceive antennas. Assuming a block time-invariant channel,
the discrete-time input-output relation of the MIMO system
(the discrete time index has been dropped for the sake of
convenience) is given by

y =
√

Es

MT
Hs + n (1)

1Antenna efficiency is the ratio of the power radiated by an antenna to
the power into the antenna.
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where y ∈ C
MR×1 is the received signal, s ∈ C

MT ×1 is the
transmit signal constrained such that its covariance matrix,
Rss = E{ss†}2, satisfies Tr(Rss) = MT and Es is the total
average energy available at the transmitter over a symbol
period. The MIMO channel transfer matrix is denoted by
H ∈ C

MR×MT , and n ∈ C
MR×1 is the complex additive

white Gaussian noise at the receive antennas, with E{nn†} =
NoIMR

.
For our analysis, we use the Kronecker model [16], [17],

in which the channel transfer matrix is given by

H = R1/2
r HwR1/2

t (2)

where Rt and Rr denote the transmit and receive spatial
correlation matrices, respectively, and Hw ∈ C

MR×MT , is a
matrix of independent complex i.i.d. Gaussian entries with
zero mean and unit variance. The channel matrix, H, is
normalized so that E{‖H‖2

F } = MT MR. In the presence of
a large amount of correlation, it has been shown in [18] that
the capacity predicted by the Kronencker model is lower than
the measured capacity and does not describe the multipath
structure of the channel accurately. In this paper, however,
we prefer to use the Kronecker model due to its analytical
tractability.

We use the clustered channel model [19] for our analysis.
It is shown in [20] that channel models disregarding cluster
effects overestimate channel capacity. The clustered model
has also been validated through measurements [21], [22]
and variations have been used for different standards like
IEEE 802.11n Technical Group [23] and the 3GPP Technical
Specification Group [24] for system design and evaluation of
cellular systems.

III. ANTENNA CONFIGURATIONS AND SETUP

In this paper, we use one of the antenna configurations
described in [25]. The reconfigurable antenna array in [25]
consists of two reconfigurable microstrip dipoles designed
to resonate at a frequency of 2.45 GHz. Each dipole-arm is
made of two metallic strips laid out lengthwise and connected
by a PIN diode switch [25]. The first strip, λr/2 in length
(λr is the wavelength at the resonant frequency) is connected
to the feed network. When the PIN diode is turned off, the
strips are electrically isolated and only the first strip radiates.
Upon turning on the PIN diode, the second strip is electrically
connected to the first thus forming a longer radiating arm of
3λr/4 length. The two PIN diodes within the antenna operate
synchronously. Thus each dipole antenna can be configured
to have two configurations: ‘short’ when the switches are
turned off and ‘long’ when the switches are turned on. For our
analysis, we consider only the ‘long-long’ configuration, with
an antenna efficiency of 62%. The antennas are separated by
a distance of λr/4. Fig. 1 shows the gain pattern of the long-
long array configuration. The effect of mutual coupling can

2In this paper, X refers to a matrix of the specified size. The transpose
and Hermitian transpose of X is given by XT , and X† respectively. An
identity matrix of size R is denoted by IR. Also, Tr(Y) and |Y| refer to
the trace and determinant of a square matrix Y, respectively. E{.} refers to
the ergodic mean and ‖Y‖F stands for the Frobenius norm of Y.

Fig. 1. Radiation patterns of the long-long configuration. The distortion
induced by MC is evident in the pattern.

be seen by comparing these array patterns with that of a
single antenna pattern shown in Fig. 1. The S-parameters for
the ‘long-long’ configuration were measured with a calibrated
Agilent N5230A Network Analyzer. Antenna efficiencies
were calculated using the electromagnetic software, FEKO
[26], that takes into consideration the ohmic, coupling, and
dielectric losses of an antenna. The S-matrix of the long-long
configuration in [25] is given as

S =
[ −4.3∠−43.0o −16.1∠−12.1o

−16.4∠−12.2o −5.4∠−48.9o

]
where the magnitude is in dB and the angle is expressed in
degrees.

IV. EVALUATION OF ERGODIC CAPACITY, INCLUDING

MC AND AE

Let ST ∈ C
MT ×MT and SR ∈ C

MR×MR represent the
mutual coupling matrices at the transmit and receive sides
respectively. Also, let ∆T and ∆R stand for the transmit and
receive antenna array efficiencies respectively. To incorporate
the MC effects into the evaluation of ergodic capacity, we
represent the effective channel matrix by [27]

Heff = (IMR
− SR)H(IMT

− ST ) . (3)

From (2) and (3), we include the effect of antenna efficiencies
into the expression to give

Heff = (IMR
−SR)(∆RRr)1/2Hw(∆T Rt)1/2(IMT

−ST ) .
(4)

Note that Rt and Rr in (4) accounts for the antenna radiation
patterns in Fig. 1, according to the definition of spatial
correlation in [28], [29]. Hence, (4) accounts for all three
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effects: MC, AE and pattern distortion. The coupling matrices
are given by CT = (IMT

− ST ) and CR = (IMR
− SR).

When there is no mutual coupling on the transmit and receive
antenna sides (when the antennas are placed far enough) and
when the antennas on both sides have 100% efficiency, then
Heff = R1/2

r HwR1/2
t , as shown in (2).

We now show how MC and AE effects can be incorporated
into the ergodic capacity expressions for a MIMO channel.
The ergodic capacity of a MIMO channel is given by

C = max
Rss

Tr(Rss)=Es

E
{

log2

∣∣∣IMR
+

1
No

HRssH†
∣∣∣} b/s

Hz
. (5)

To incorporate the effect of mutual coupling in (5), we
replace H by Heff (from (4)) to give

C = max
Rss

Tr(Rss)=Es

E
{

log2

∣∣∣IMR
+

1
No

HeffRssH
†
eff

∣∣∣} b/s
Hz

.

(6)
To make our analysis tractable, we consider only single-sided
correlation at the transmit side and unit efficiencies and zero
MC at the receiver, i.e. we let SR = 0, ∆R = 1 and Rr =
IMR

. We also assume that MT = MR = M for simplicity.

A. Capacity of MIMO System Using SBF, Including MC and
AE

Due to the assumption of single-sided correlation at the
transmitter, unit AE and zero MC at the receiver, we consider
only the transmit side spatial correlation, AE and S-matrices.
Let the eigenvalue decomposition of the Hermitian transmit
covariance matrix, Rt = UT ΛT U†

T . Similarly, we have
CT = UCT

ΛCT
U†

CT
. In SBF, since all the data is transmit-

ted over the strongest channel, the transmit signal covariance
matrix, Rss can be written as RBF

ss = UBF
Rss

ΛBF
Rss

(UBF
Rss

)†,
where ΛBF

Rss
= diag{Es, 0, 0, . . .}. We associate the first

column of UBF
Rss

to correspond to the largest eigenvalue of
the channel. Similarly, the first eigenvalues in the matrices
ΛCT

and ΛT , correspond to the largest eigenvalues denoted
by λmax

CT
and λmax

T respectively. For the case of single sided
correlation at the transmit side, unit AE and zero MC at the
receive side, the ergodic capacity using SBF is obtained from
(6) as

CSBF = E
{

log2

∣∣∣IM +
1

No
HeffRssH

†
eff

∣∣∣}
= E

{
log2

∣∣∣IM +
∆T

No
HwR1/2

t CT RssC
†
T R†/2

t H†
w

∣∣∣}
(7)

where (7) is obtained from (4) by letting Rr = IM , ∆R =
1 and CR = IM . Simplifying (7) using the eigenvalue
decompositions of Rt, CT and Rss, and the matrix property
|IM + AB| = |IM + BA|,

CSBF = E
{

log2

∣∣∣IM +
Es∆T

No
(λmax

CT
)2λmax

T z̃z̃†
∣∣∣}

= E {
log2(1 + ρ∆T (λmax

CT
)2λmax

T z̃†z̃)
} b/s

Hz
(8)

Fig. 2. Comparison of the ergodic capacities obtained for different angle
of arrival and angular spread combinations, using statistical beamforming,
for SNR = 20 dB.

where z̃ = [z1, z2, . . . , zMR
]T . Here, zi is a complex Gaus-

sian random variable with zero mean and unit variance. Note
that ρ = Es/No. For the special case of zero MC and unit
AE at the transmit side, λmax

CT
= ∆T = 1, reducing (8) to

the expression in [10].
We now proceed to show the impact of MC and AE on

the ergodic capacity of a MIMO system using SBF. Fig.
2 compares the ergodic capacities obtained when MC and
AE are accounted for and when they are not, for different
angles of arrival and angular spreads. We use the long-long
configuration described in Section III for the simulations.
From the figure, it is seen that the difference in the two
values of ergodic capacities can be as much as 3 bps/Hz.
This shows that not considering the impact of MC and AE
in the evaluation of the ergodic capacity obtained using SBF
can significantly overestimate the capacity gains. Hence, to
get a (relatively more) accurate estimate of the capacity gains
achievable using SBF, it is necessary to account for MC and
AE effects.

The switching point between the SBF and SM is found
using the upper bounds on the ergodic capacities of the
same (to obtain a closed form simplified expression of the
switching point). The upper bound for the ergodic capacity
of a MIMO system employing SBF, including MC and AE,
can be obtained from (8) as

CSBF ≤ log2(1 + ρ∆T (λmax
CT

)2λmax
T E{z̃†z̃}) (9)

= log2(1 + ρ(λmax
CT

)2λmax
T MR)

b/s
Hz

(10)

where (9) is obtained from Jensen’s inequality, and from
the fact that ∆T (λmax

CT
)2λmax

T is a constant. For the special
case of no mutual coupling, (10) reduces to the upper bound
obtained in [10].

B. Capacity of MIMO System Using Spatial Multiplexing,
Including MC and AE

We follow the derivation in [10] to obtain the ergodic capacity
of a MIMO system using SM. We modify the derivation
in [10] to include MC and AE effects. For SM with linear
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Fig. 3. Comparison of the ergodic capacities obtained for different angle
of arrival and angular spread combinations, using spatial multiplexing, for
SNR = 20 dB.

receivers, the MIMO channel is decoupled into MT (= M)
parallel streams [30]. The conditional post-processing SNR
for the kth stream for a zero-forcing (ZF) receiver, ρk, is
given by

ρk =
ρ

MT

1[
(H†

effHeff)−1
]

k,k

(11)

where Heff is given by (4) and [.]k,k denotes the kth

diagonal element. To make our analysis tractable, we make
the assumption of single sided correlation at the transmit
side, unit AE and zero MC at the receive side, i.e. (IMR

−
SR)(∆RRr)1/2 = IMR

. We denote (∆T Rt)1/2(IMT
−

ST ) = (R̃t)1/2. Then, from [10], the ergodic capacity of a
MIMO system employing SM using a ZF receiver, including
MC and AE effects, can be estimated as

CSM =
M∑

k=1

e

(
|R̃kk

t |MT
|R̃t|ρ

)
ln 2

Γ

(
0,

|R̃kk
t |MT

|R̃t|ρ

)
(12)

where R̃kk
t corresponds to R̃t with the kth row and column

removed and Γ(., .) is the incomplete Gamma function.

Fig. 3 compares the two cases when we include MC and
AE in evaluating the ergodic capacity of a MIMO system
using SM and when we do not, for the long-long array
configuration described in Section III at SNR = 20 dB.
The difference in the two values of ergodic capacities is as
much as 4.5 bps/Hz. This difference in ergodic capacities
is greater in the case of SM as compared to SBF. This is
because in the case of SM, we use all the eigenvalues of the
effective channel, whereas for SBF, we use only the largest
eigenvalue. Hence, it is evident that accounting for MC and
AE is important to obtain realistic estimates of the capacity
gains that can be obtained using SM.

An upper bound of the capacity of SM with ZF receivers,
including MC and AE effects, can be obtained from [10] to

be

CSM ≤ log2

(
1 +

M∑
k=1

(ρ∆T )k

(
1

MT
|R̃t|

)k

trk(A)

)

=log2

(
1 +

M∑
k=1

(ρ|CT |)k

(
1

MT
|Rt|

)k

trk(A)

)
(13)

where A = diag(1/|R̃11
t |, . . . , 1/|R̃MT MT

t |) and trk(.) de-
notes the kth elementary symmetric function (e.s.f.), defined
as

trk(X) =
∑
α

k∏
i=1

λx,αi
=

∑
α

|Xα
α| (14)

for arbitrary Hermitian positive-definite X ∈ C
n×n. In (14),

the sum is over all ordered α = {α1, . . . αk} ⊆ {1, . . . , n},
λx,i denotes the ith eigenvalue of X, and Xα

α is the k × k
principle submatrix of X formed by taking only the rows and
columns indexed by α [10].

C. Adaptive Switching Between SBF and SM, Including MC
and AE

We use the ergodic capacity upper bounds from Sections IV-
A and IV-B to obtain closed-form expressions for the switch-
ing points between SBF and SM, including mutual coupling
and antenna efficiency effects. As in the previous section, we
consider single-sided correlation at the transmitter, unit AE
and zero MC at the receiver.

The switching point between SBF and SM, ρCP is the
positive root of the expression obtained by equating the upper
bounds for both the cases ((10) and (13)), as per

M∑
k=1

ρk−1
CP

(
1

MT
|R̃t|

)k

trk(A) − (λmax
CT

)2λmax
T MR = 0 .

(15)
For MT = MR = 2, (15) can be simplified to

ρCP =
4(λmax

CT
)2λmax

T − |R̃t|tr1(A)
1
2 |R̃t|2tr2(A)

. (16)

To illustrate our results, we consider the long-long con-
figuration described in the previous section. Fig. 4 shows
the variation of switching points (from (16)) over a range
of angles of arrival and angular spreads, when we take into
account MC and AE effects and when we do not for SNR =
20 dB. Some of the switching points, particularly those for
small angular spreads, are very high. This implies that for all
practical conditions, SBF will outperform SM and hence, no
switching will take place. The difference in switching points
as seen from the plot is as large as 18 dB for an angle of
arrival (AoA) of 90◦ and an angular spread (AS) of 10◦.
At more practical SNR regimes, the difference in switching
point values include 11.53 dB for AS = 75◦ and AoA = 350◦,
7.22 dB for AS = 75◦ and AoA = 190◦ and 7.19 dB for AS
= 45◦, AoA = 110◦, etc. As Fig. 4 shows, we can obtain
significantly more accurate estimates of the switching points
between SBF and SM for a fixed configuration, if we consider
the impact of mutual coupling and antenna efficiencies.

752



Fig. 4. Comparison of the switching points between SBF and SM for the
long-long configuration, for different angle of arrival and angular spread
combinations at SNR = 20 dB.

V. CONCLUSION

In this paper, we showed using antenna measurements, that
it is necessary to incorporate mutual coupling and antenna
efficiency effects when evaluating the capacity gains that
can be obtained using MIMO transmission schemes like
statistical beamforming and spatial multiplexing. We also
showed that significantly more accurate estimates (up to 12
dB more accurate for reasonable SNR regimes) of the switch-
ing point between these two transmission schemes can be
obtained by taking into account the mutual coupling between
antenna elements and the antenna efficiencies. We conclude
that accounting for mutual coupling and antenna efficiency
effects when evaluating capacity gains, or switching points
for adaptively switching between transmission strategies will
improve the accuracy of the estimates significantly.
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