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Abstract—Multiple input multiple output (MIMO) communi-
cation systems in an ad-hoc network can provide high spectral ef-
ficiency. Several resource allocation methods have been presented
and experimentally demonstrated to improve performance in a
resource limited environment. Recently, a game theoretic method
has been published with promising results. The goal of this paper
is to present simulation and experimental results for this game
theoretic technique.

Index Terms—MIMO systems, game theory, local area net-
works, co-channel interference.

I. INTRODUCTION

ULTIPLE input multiple output (MIMO) systems have

proven to be very promising for increasing spectral
efficiency of ad-hoc networks [1]. Efficient use of frequency
and power is an important goal of any resource limited system.
Recent work has shown that these systems can have increased
capacity through improved power control. Power control, or
resource allocation, is accomplished by assigning power to
eigenmodes of the MIMO matrix channel that provide the best
capacity. In an interference free system, the optimal solution
is independent waterfilling (IWF)[2].

At the expense of network overhead and computational
complexity, sophisticated power allocation methods can be
used to increase system capacity by limiting external interfer-
ence, such as multi-user waterfilling (MUWF) and the global
gradient projection method (GGP) [3]. MUWF improves
capacity by channel whitening. The GGP method improves
capacity by globally calculating power to determine the best
power allocation. Recent work has been published that takes
a game theoretic (GT) approach to the resource allocation
problem. This iterative, distributed technique has been shown
to outperform MUWF and approach the performance of GGP
using energy efficiency and capacity as a metric [4]. While ex-
perimental characterization has been performed on the MUWF
and GGP techniques [5], the purpose of this letter is to show
experimental results for the GT method and compare them
with simulations in a similar environment.

In the following section, the system model will be described
along with details on the MUWF and GGP power allocation
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methods. In Section III, the GT method is reviewed. A
description of the simulations, measurements, and experimen-
tal topology are provided in Section IV. Finally, Section V
includes the results.

II. FORMULATION

The network of interest consists of £ = {1,2,..., L} links
and each link receives interference from the other links, with
N, receive antennas and N; transmit antennas. For a particular
link, , the received signal is y; = Hl,lxl+Z§:1,j¢z H, ;x;+
n;, where H;; is an N, x N, channel matrix, x; is the
transmitted signal, and n; is the Gaussian background noise.
The two subscripts of the channel matrix refer to the receiver
and transmitter of a particular link.

The capacity for a link of interest [ is calculated with,

1)

where the power allocation matrix for link ! is Q; = E{xlxg}
and R; =T+ Zlem#l HlijjH;,j is the covariance matrix
of the interference-plus-noise. R; is a function of the sum of

interfering links. The sum-rate capacity can be determined by

Ci(Qu, ... QL) = log, det(I + H, QH R ™)

L
C(Q1,...QL)=>_C )
=1

The capacity for a given network will vary depending on the
method that each link calculates each Q;. For our analysis, we
are leaving out IWF and focusing on power allocation methods
that consider co-channel interference.

MUWEF increases capacity by taking into consideration the
interfering channels. Therefore, the channel of the link of in-
terest H; ; is whitened with the interference-plus-noise covari-
ance matrix, R;. For the MUWF power allocation method, the
channel for the link of interest in Eq. 1 is, I:Ilyl = RZ_I/QHM.
This distributed approach improves capacity over IWF in an
interference limited system at the cost of more complexity, i.e.
the knowledge of interfering links included in R;.

A centralized approach is the GGP method, which assumes
complete channel knowledge to perform a globally optimal
power allocation. This method provides higher system capac-
ity, but is not distributed. GGP power allocation is based on the
steepest descent method which maximizes the sum capacity
over all links,

L
mca}ngcz(Ql,...,QL). 3)
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This letter describes the experimental performance of game
theoretic power allocation in comparison with other methods.
Further specifics on MUWF and GGP can be found in [3].

III. GAME THEORY

The game theory power allocation method is a distributed
system where each “player” or link controls its power based
upon the utility (i.e. capacity) of a link and a penalty function
for transmitting power. The utility of a link is the link capacity,
C}, which is a function of the squared singular value of the
whitened channel, o; ;. The penalty or pricing function is then
a function of the amount of power a link uses, p;, to prevent a
link from transmitting unnecessarily high power. p; is scaled
by a pricing factor ; to enforce a minimum capacity per unit
power. Therefore, the net-utility function can be expressed as,
u; = Cy — yp;. With this net-utility function, the per-link
objective function can be expressed as,

Ny Ny
maxz logy (1 + 21,401,4) — ™ Z kIR “)
o= i=1

such that vaztl 215 < pi, which is the total power constraint.
Further, the value of 7;, must be selected. Details for com-
puting ~; are described in [4] along with the complete details
of how links can be shutdown completely if their capacity
does not exceed a pre-specifed threshold. In this paper, a “soft
shutdown” mechanism is used for ;. This mechanism sets ~;
such that most links use less than maximum power.

Quantitatively, the MUWF and GT methods are similar in
that they both maximize the capacity of each user, which
means that the power covariance matrix for each user is of
the form Q; = V,, ZVg , where V,, comes from the SVD of
the whitened channel matrix, H,, = R~/?H = Uwzvg.
Notice that the whitened channel matrix per user can be
different for MUWF and GT, since some links are shutdown
and transmitted power per link is different even though they
start with the same total available power.

In the GGP method, the objective is no longer to maximize
the capacity of each user, but rather to maximize the sum
capacity of the network. Therefore, the eigenvectors of Q; no
longer coincide with the right unitary matrix of the SVD of
the whitened channel matrix. This occurs because the choice
of optimal Q; per user is affected, not only by the resulting
single user capacity, but also by interference imposed to
others via the interference plus covariance matrix (R;). Thus,
the eigenvectors that find a “sweet spot” between the two
objectives (single user capacity and interference imposed on
other users) are used. These eigenvectors are usually different
from the eigenvectors of the whitened channel matrix.

IV. SIMULATIONS AND MEASUREMENTS
A. Simulation Information

To simulate an indoor environment to determine the per-
formance of the different power allocation methods, the ray
tracing program FASANT [6], [7] was used with a 3-D
model of the Bossone environment. The 3-D indoor model
includes all major walls and floors using relative permittivity
and permeability for those objects: €, = 4.44,pu, = 0.99
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Fig. 1. Nodes locations and one topology used for measurements and
simulations in the Bossone building.

and ¢, = 3,u, = 0.99 respectively. Only major features
were included and no additional scattering bodies were in the
simulation environment. Simulations were run at a frequency
of 2.484 GHz at the same locations as in the measurements.
The antenna arrays were modeled as dipoles in the simulation
package FEKO [8], due to the unavailability of precise radi-
ation patterns of our antennas. Radiation patterns for these
near field simulations were used as an input to FASANT.
We have previously used this simulation scheme to simulate
MIMO network links [4], [S] At each location, simulations
were performed in a 10 x 10 grid of positions with separation
A/10. The channel response from this grid of positions were
used to provide local averaging to reduce the effects of small
scale fading.

B. Experimental Testbed

The channel measurements for this letter were performed
with a custom software defined radio multiple antenna system.
The nodes were created at the Drexel University Wireless Sys-
tems Laboratory in collaboration with the University of Texas
- Austin Wireless Networking & Communications Group. The
measurements for determining the channel gains were made
with a carrier frequency of 2.484 GHz, on a BPSK signal with
5 MHz bandwidth. The baseband processing is based upon the
802.11g standard in SDM mode. Specifically, the preamble
of the standard (channel training) was used for capturing
the channel. For this MIMO network, two omni-directional
MAXRAD 6 dBi antennas were used at each node, with an
inter-element spacing of A/2.

The measurements were made on the third floor of the
Bossone building at Drexel University. The node locations
(Tx:{1,...,6} and Rx:{7,...,12}) are shown in Fig. 1. The
antenna arrays are all oriented vertically with respect to the
figure. We used two nodes (one transmitter and one receiver)
to create a simulated multi-node topology. By changing the
location of these two nodes, many different topologies can be
constructed. The two nodes were positioned at each Tx and
Rx position where 100 channel snapshots were measured. For
example, the channel from Tx:1 to Rx:7 was measured and
then the channel from Tx:1 to Rx:8 was measured. First, the
links are used to measure a single topology shown with lines
from the transmitter to an arrow denoting the receiver as in
Fig. 1. Second, from all of the Tx and Rx positions, 720 six-
node topologies are considered in the multi-topology analysis.
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Fig. 2. Measured link capacity versus SNR with GT power allocation in the
topology shown in Fig. 1.

Therefore, we present the performance of the different power
allocation methods for a single topology of interest and every
possible six node topology.

During the channel measurement, we tried to keep the envi-
ronment as stable as possible by limiting people from walking
by and opening doors. After the channels were recorded,
the three different power allocation methods were used to
calculate the capacity off-line. The total power available for
each link was initialized to 20 dB. For each topology, the
instantaneous capacity was calculated for the 100 snapshots.
In a real-time wireless communication system, once all the
channels were determined at the receiver of a particular link,
the channels would be sent to the transmitter which would
then calculate power allocation.

V. RESULTS

The first set of results is presented in Fig. 2, which shows
the measured link capacity for one topology of interest (out of
the 720 possible six-node topologies), using GT, for increasing
values of SNR. From the chosen topology (Fig. 1), one can
see how these capacities are achieved. First, because link 6 is
more isolated than the other links, the receiver is less affected
by other transmitters. Next, the transmitter of link 6 has
little effect on the other receivers. Therefore, more capacity
can be achieved by the channel that has little interference.
Third, both links 1 and 4 are susceptible to greater sources
of interference and would not yield much capacity without
greater signal power. Therefore, these links are shut-down
to prevent unnecessary interference to the rest of network.
Links 5 and 2 are similar to each other and are moderately
affected by interfering links because the receivers of these
links are in a centralized location. Finally, link 3 is able to
achieve a relatively small level of capacity amidst the co-
channel interference.

Table I is the comparison of the measured sum-rate capacity
and the efficiency results from this topology using different
power allocation schemes. The energy efficiency A, is the
ratio of the network capacity to the total network power
(bps/Hz/W). With 20 dB of SNR, GT has a sum-rate capacity
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TABLE I
MEASURED SUM-RATE CAPACITY AND EFFIENCY FOR SINGLE TOPOLOGY
WITH SNR=20 DB

Allocation scheme | Capacity (bps/Hz) | Efficiency
MUWF 11.56 0.0193
GGP 16.52 0.0275
GT 13.22 0.0314
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Fig. 3. CDF of sum-rate capacities for different methods from measurements
and simulations over all topologies.

between MUWF and GGP. However, this specific topology
is an example of the GT method providing higher efficiency
than the GGP method. This condition occurs due to the GT
method using lower transmit powers. These results match the
interpretation that GT is an improvement over MUWE. The
GGP method is able to achieve greater capacity due to its use
of greater levels of network information (and overhead).

Next, with 720 six-link topologies and data from 100
locations and snapshots from simulations and measurements
respectively, the sum-rate capacity was calculated and the
cumulative distribution function (CDF) for the three resource
allocation schemes is shown in Fig. 3. The capacity for GT
is higher than the MUWF case, however not as high as the
GGP method. The GGP method assumes a centralized control
with complete channel knowledge of all links, which allows
for an optimal solution to be found. The GT approach utilizes
penalties for using too much power over weak channels, thus
the capacity results are greater than the MUWF scheme. The
measurements results are fairly similar to the simulations
for all of the power allocation schemes. Differences can be
attributed to the fact that the simulations can not possibly
reproduce all of the channel effects in a real environment,
notably scattering. Also, the measurement locations may not
be precisely in the same location as in the simulation environ-
ment.

Further, we show the CDF of the energy efficiency, Fig.
4 for simulated and measured topologies. These results show
that for all topologies, the GT method is more energy efficient
than MUWF method and nearly as efficient as the GGP
method. There are some cases when the GT method is actually
more efficient than the GGP method. While the capacity
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Fig. 4. CDF of energy efficiencies for different methods from measurements
and simulations over all topologies.
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Fig. 5. CDF of the ratio of singular values from measurements and
simulations.

performance of the GT method was near MUWE, the energy
efficiency is closer to GGP. This is due to the soft-shutdown
mechanism, which limits the transmitted power of links with
little achievable capacity. As with the capacity CDF results,
energy efficiency CDF results show good agreement between
measurements and simulations.

To provide a comparison between measured and simulated
channels, Fig. 5 shows a CDF of the ratio of singular values
(smaller singular value over larger singular value) for mea-
sured and simulated channels. Fig. 5 shows the distribution of
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the singular value ratios for the 3,600 (i.e., 6 transmit positions
X 6 receive positions x 100 samples) measured and simulated
channels. The ratio is greater for the measured channels, which
shows that the measured channels are more uncorrelated.
This result makes sense because simulated channels are an
approximation of the actual environment and do not include
all possible features in the multipath environment. These
additional multipath features have been shown to decrease
channel correlation and increase singular value ratios [9]. It is
important to note that the distributions are very similar except

that the measured channels are shifted to higher ratios.

VI. CONCLUSION

In this letter, experimental and simulated results for different
power allocation methods in an indoor MIMO local area
network have been shown. The performance of the GT method
was compared to MUWF and GGP methods in terms of
capacity and energy efficiency. Additionally, the probabilistic
results show that the GT method outperforms the MUWF
approach and approaches the performance of the GGP method
(without as much network overhead). These results quantify
the benefits, in terms of capacity and energy efficiency, of
using greater levels of network knowledge in MIMO ad-hoc
network power allocation.
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