












Table 4: Comparison of FracBNN with other efficient models on ImageNet ś The effective bitwidth of activations in FracBNN is 1.44

bits since the average sparsity in fractional convolution is 56%. IMAC denotes integer MACs. FPMAC denotes floating-point MACs.

Network Precision Model Size IMAC BMAC FPMAC Top-1 Top-5

(W/A) (MB) (×108) (×109) (×108) (%) (%)

Bi-RealNet-34 [31] 1/1 3.18 0 3.53 1.39 62.2 83.9

MeliusNet-29 [2] 1/1 5.10 0 5.47 1.29 65.8 86.2

MeliusNet-42 [2] 1/1 10.1 0 9.69 1.74 69.2 88.3

Real-to-Binary Net [33] 1/1 1.92 0 1.68 1.56 65.4 86.2

ReActNet-A [30] 1/1 4.56 0 4.82 0.12 69.4 -

BNN Ensemble [59] 1/1 11.52 0 10.10 8.34 61.0 -

FP-BNN [28] 1/1 11.4 1.10 1.03 0 42.9 66.8

JPEGCompress [34] 1/8 0.72 6.21 0 0 70.8 90.1

Synetgy [51] 4/4 2.16 3.30 0 0.09 68.3 88.1

ResNet-18 [17] 8/8 11.69 0 0 18.2 69.8 89.1

MobileNet [20] 8/8 4.20 0 0 5.69 70.6 -

MobileNet V2 [41] 8/8 3.47 0 0 3.00 71.8 91.0

ShuffleNet 1.5× [54] 8/8 3.40 0 0 2.92 71.5 90.2

FracBNN 1/1.4 4.56 0.01 7.30 0 71.8 90.1

Table 5: Comparison of FracBNNwith other BNNs onCIFAR-

10 ś The effective precision of activations in FracBNN is 1.4 bits

since the average sparsity in fractional convolution is 60%.

Model Model Size BMAC IMAC Top-1

(MB) (×106) (×106) (%)

IR-Net [38] 0.03 40.5 0.4 86.5

FP-BNN [28] 1.67 58.1 3.6 86.3

BNN [57] 1.67 58.2 3.5 88.9

FracBNN 0.03 71.5 0 89.1

the 2-bit feature maps from the on-chip Block RAM and the 1-bit

weights from the off-chip DDR memory. We manage to store the

low-precision feature maps on the Block RAM for faster loading.

After obtaining the feature maps, we first split each 2-bit feature

into MSB and LSB. We then pack bits along the channel dimension

into 𝐵-bit arbitrary precision integers for concurrent access. As we

acquire weights from the DDR, we pack them into 𝐵-bit vectors to

align the precision with the feature maps. In order to balance be-

tween parallelism and resource utilization, we select 𝐵 = 64 for the

CIFAR-10 design and 𝐵 = 32 for the ImageNet design. The packed

weights and feature maps are fed to the convolution engine. Mean-

while, auxiliary parameters, including thresholds, and weights in

the BatchNorm and activation functions are fetched from the DDR.

We also load the fixed-point shortcuts from the DDR to prepare for

the residual connection summation.

The pseudo code of the fractional convolution engine is described

in Algorithm 1. As we introduced in Section 3.3, the fractional

convolution consists of a base phase and an update phase.

In the base phase (line 5 to 8), the MSB feature maps are con-

volved with the weights. The computation is the same as a binary

convolution. We first compute bitwise XNOR on the 𝐵-bit features

and weights, and then perform a popcnt on the outcome as the

final result. We find that the straight-forward implementation for

popcnt of directly adding each bit is sufficiently resource efficient.

The combined XNOR and popcnt operations are able to be finished

in one cycle. As completing the base path, the output feature maps

of the MSB convolution are stored in an on-chip buffer, and we

proceed to the update phase.

In the update phase (line 9 to 18), a conditional binary convo-

lution is executed based on the per channel gating thresholds. As

shown in the algorithm, an LSB output feature will be computed

only when its correspondingMSB output feature exceeds the thresh-

old. The fractional convolution promotes to a binary convolution

if the sparsity is 100%; on the other hand, it degenerates to a 2-bit

convolution if the sparsity is 0%. Otherwise it is in between. If

the sparsity is low enough, it then becomes more straightforward

to directly parallelize the MSB and LSB convolutions to a 2-bit

convolution at the cost of more hardware resources.

The binary convolutions are pipelined on the spatial dimension

and parallelized on the channel dimension. Within the resource

constraint, we fully unroll the computation in a 3×3 window to

maximize the parallelism. The point-wise fractional convolution is

essentially the same as the 3×3 convolution other than the size of

the window. Upon finishing the convolution operations, we perform

BatchNorm and BPReLU activation on the results and produces the

output of a block. Finally, we organize the outputs into a buffer and

transfer them to DDR.

4.2 3×3 Binary Convolution Engine

The pure binary convolutional layer takes place only at the ther-

mometer encoded inputs. We reuse the 3×3 convolution engine in

the fractional convolutional layer to handle this occasion. Since

the input layer is excluded from fractional activations, we only

execute the base phase. For ImageNet, we pack 32 bits together

along the input channel and feed into the convolution engine. It

outputs 32 channels as well. Since the input has 96 channels after

the thermometer encoding, we iterate three times for each spatial

position and accumulate the results for the output of the layer.

4.3 Average Pooling, Classifier, and Other
Operations

In addition to the accelerators for convolution operations, which

account for themajority of the computations in the network, we also



Algorithm 1 Fractional Convolution

1: function FracConv(fmap, weights, threshold, output)

2: 𝑊 ←Width

3: 𝐻 ← Height

4: fmapmsb ← Split(fmap, msb)

5: fmaplsb ← Split(fmap, lsb)

6: for chout in 0, 1, ... 𝐶out − 1 do

7: for chin in 0, 1, ... 𝐶in − 1 do

8: w← LoadWeights(chout, chin)

9: output[chout] + = BinaryConv(fmapmsb [chin], w)

10: end for

11: for chin in 0, 1, ... 𝐶in − 1 do

12: w← LoadWeights(chout, chin)

13: for pixel in 0, 1, ..., 𝐻 ∗𝑊 − 1 do

14: if output[chout][pixel] > threshold[chout] then

15: act← LoadWindowlsb(fmaplsb, chin, H, W)

16: output[chout][pixel] + =

17: popcnt(XNOR(act, w))

18: end if

19: end for

20: end for

21: end for

22: end function

implement hardware accelerators for less frequent operations such

as average pooling and matrix multiplications. An average pooling

layer sums up features in the spatial dimension, and is divided by the

number of features summed together. The challenge of designing

this kernel is determining the amount of parallelism and the trade-

off between resource and latency. We use an adder tree to serve as a

sum engine to compute the sum in one dimension in a pooling tile

in one cycle and then pipeline the addition operation for the other

dimension to achieve the optimal concurrency. Even though it is

possible to maximize the parallelism by accessing all the elements in

a tile at once and compute the sumwith the fewest number of cycles,

it requires partitioning the array in both dimensions. The cost of

resource utilization may not be worth the performance gain. Our

implementation achieves comparable performance with economic

resource consumption. The matrix multiplication unit serves as

the linear classifier at the final state of the network. It computes

the class dimension in parallel. For further optimization, it can

be assigned to CPU and executed in parallel with the accelerator.

This compact accelerator design is the balanced choice between

performance and resource usage. Other miscellaneous operations

such as BatchNorm, BPReLU activation, and channel concatenation

are fused seamlessly with adjacent operations.

5 EVALUATION

In this section, we first describe the experiment setup, and then

present our results on FPGAs.

5.1 Modeling Training Setup

We evaluate FracNN on both CIFAR-10 [25] and ILSVRC12 Ima-

geNet [23] classification datasets. We augment the input images

using random horizontal flip and random crop. Color jitter is used

only for ImageNet. We follow the two-step training strategy as de-

scribed in Real-to-Binary Net [33]. In the first step, the activations

are binarized but the weights are floating-point. The weight decay

is 1e-5. In the second step, weights are binarized and initialized

from the first step. Activations are still binary. The weight decay is

zero. To train the FracBNN, the first two steps are the same except

that the activations are quantized to 2 bits. We add a third step that

initializes the weights from the second step, and applies the frac-

tional convolutional layer. The first and the last layer are excluded.

We use cross-entropy loss during the training on CIFAR-10. For

ImageNet, we calculate the KL divergence between the softmax

output of a teacher model and that of the trained model as the loss

function, same as ReActNet [30]. In our experiments the teacher

model is a pretrained ResNet-50.

For CIFAR-10, we train the model for 300 epochs in each training

step with a batch size of 128. The initial learning rate is 1e-3, and

decays linearly to 0 in each epoch. For ImageNet, we train the

model for 120 epochs in each step. The batch size is 256. The initial

learning rate is 5e-4 and also decays linearly to 0 in each epoch. We

use PyTorch [36] to specify models and training scripts. All training

experiments are completed on NVIDIA RTX 2080Ti GPUs.

5.2 FPGA Implementation

We evaluate the performance of the FracBNN accelerator archi-

tecture on a Xilinx Ultra96 v2 FPGA board. This board uses the

Zynq UltraScale+ MPSoC device (ZU3EG), which contains an em-

bedded ARM CPU. The programmable logic fabric has 71k LUTs,

360 DSPs, and 7.6 Mb BRAMs. Ultra96 v2 is supported by PYNQ,

which can import and invoke the accelerator as an overlay in a

Python environment. Programmers can feed data and control sig-

nals from software via AXI/DMA interfaces to the accelerator. We

have implemented accelerators for both CIFAR-10 and ImageNet.

The CIFAR-10 accelerator is fully unrolled on the board. Both de-

signs run at a clock frequency of 250MHz. The post-implementation

resource utilization is summarized in Table 8.

Table 6 compares our ImageNet accelerators against other pre-

vious works. Notably, our ImageNet model provides a significant

advantage in the model accuracy. The top-1 accuracy is the best

amongst the other comparable network models that are imple-

mented on FPGAs. To map the entire model on the FPGA, it takes

72% LUTs and 93% BRAM usage. Our DSP utilization is allocated

mainly for the index calculation, normalization, and activation

functions. Due to the limited available resource, we store the in-

termediate feature maps on the DDR memory upon completing a

combination of convolutional, BatchNorm, and BPReLU layers, and

fetch them when computing the residual connection. We are able

to achieve 48.1 frames per second (FPS) as we test our design in the

PYNQ environment. Our hardware logic runs at 16 ms. We allocate

double buffers to overlap part of the communication overhead and

compute. Our design can perform real-time image classifications,

and the attainable frame rate surpasses current state-of-the-art

embedded hardware accelerators on the same task. In Table 6, the

designs that have significantly higher frame rates either target a

server-class FPGA such as Intel Stratix V or have a lower accuracy

than ours. It is worth noting that Synetgy [51] take a different



Table 6: Hardware performance of FracBNN on ImageNet at batch size of 1.

ReBNet [11] AlexNet [28] FINN-R [3] T-DLA [7] MobileNetV2 [49] Synetgy [51] JPEGComp [34] FracBNN

Device Virtex Stratix-V Zynq Zynq Zynq Zynq VirtexUS+ Zynq

VCU108 ZU3EG 7Z020 ZU2EG ZU3EG XCVU9P ZU3EG

FPS 170 862.1 200.0 20.48 205.3 41.1 3321.2 48.1

Top-1 (%) 41.43 42.9 50.3 65.6 68.1 68.3 70.8 71.8

Top-5 (%) - 66.8 - - - 88.1 90.1 90.1

Bits (W/A) 1/1 1/1 1/2 2/2 8/8 4/4 1/8 1/1.4

Fmax (MHz) 200 150 220 250 430 250 300 250

Power (W) - 26.2 10.2 2.58 - 5.5 75 6.1

LUT 537600 230918 36249 37921 31198 51776 274795 50656

BRAM 3456 2210 432 97 145 159 2746 201

DSP 768 384 - 202 212 360 2370 224

Table 7: FracBNN performance on CIFAR-10 (batch size 1).

ReBNet BNN FBNA FracBNN

[11] [57] [15]

Device Zynq Zynq Zynq Zynq

ZC702 7Z020 ZC702 ZU3EG

FPS 2000 168.4 520.8 2806.9

Top-1 (%) 86.98 88.8 88.6 89.1

Bits (W/A) 1/1 1/1 1/1 1/1.4

Fmax (MHz) 200 143 - 250

Power (W) - 4.7 3.3 4.1

Table 8: Resource utilization of the FracBNN accelerator.

DSPs BRAM LUTs

CIFAR-10 126 (35%) 212 (98.1%) 51444 (72.9%)

ImageNet 224 (62.2%) 201 (93.0%) 50656 (71.8%)

approach in their FPGA implementation Ð the system consists of

independent accelerators, which the CPU invokes them as needed.

Table 7 compares our results against other works that target

CIFAR-10. FracBNN once again achieves the best model accuracy.

Compared to the BNN accelerator in [57] and FBNA [15], our de-

sign achieves the highest frame rate with a better accuracy on a

comparable embedded FPGA platform. Since our CIFAR-10 network

model is very compact, we are able to unroll the entire network on

the FPGA logic to eliminate unnecessary transactions between the

logic blocks and the DDR memory. The only data transmissions

are the input image and prediction results. Under this setting, we

achieve an FPS of 2806.9 with 72.9% of LUT utilization. The frame

rate is 1.4× higher than ReBNet [11], which has the highest frame

rate among the baselines but with a lower accuracy (by 2.1%).

5.3 Ablation Study

We further validate the efficacy of the binary input layer and the

fractional convolutional layer.

We observe that our binary input layer runs significantly faster

than a conventional fixed-point input layer with trivial additional

resource consumption. Table 9 shows the comparison in resource

utilization and latency. As described in Section 4.2, our binary input

layer reuses the convolution engine in the fractional convolutional

layer. The only resource consumption occurs in loading the image

and the weights, therefore remains low. Moreover, the latency of

our binary input layer is very low since the convolution engine is

highly parallelized when designed for the fractional convolution.

In contrast, the conventional input layer with 8-bit inputs and

weights requires DSP to compute the the results. The number of

DSPs, however, is limited on the target FPGA device. This resource

constraint makes it difficult for the 8-bit design to achieve the same

parallelism as binary computations, thus resulting in a much higher

latency.

Table 9: Comparison between the implementation of our bi-

nary input layer and an 8-bit conventional input layer.

Conv. DSPs BRAM LUTs Latency(ms)

1-bit 3 (0.8%) 2.5 (1.2%) 3603 (5.1%) 2.0

8-bit 287 (79.7%) 34 (15.6%) 22509 (31.9%) 65.9

To evaluate the efficiency of the fractional convolution, we im-

plement and compare the logic part of three networks Ð each with

1-bit convolutional layers, fractional convolutional layers, and 2-bit

convolutional layers, respectively. In the previous sections, we dis-

cuss the expectation that a neural network exploiting the fractional

convolution should perform slightly worse than a pure binary (1-bit

weights and 1-bit activation) model, but have significant improve-

ments over a conventional 2-bit activations and 1-bit weights model.

Table 10 shows a side-by-side comparison among the three models.

Clearly, the implementation results confirm our expectations on

the fractional network. We expend some extra resource to ensure

the same concurrency as the 1-bit model to match the performance.

The model with fractional convolutional layers has a slightly worse

latency compared to the 1-bit network, but it is more than 3x better

than a conventional 2-bit convolutional network. The only differ-

ence in the models is the precision of the convolution accelerator

modules. The reason behind such difference is that the conventional

2-bit convolution accelerator requires more resources than either

1-bit or fractional ones. If we hope to ensure the same concurrency,

there is no room to fit a much more expensive 2-bit convolution

accelerator. Eventually, we have to tune down the concurrency

to fit the network on the hardware, resulting in a higher latency

but slightly less resource utilization than the 1-bit and fractional

convolution models.

6 RELATED WORK

Binary Neural Networks. The pioneering works on BNN [8, 21]

establish the end-to-end training flow for the discrete networks.



Table 10: Comparisons among the 1-bit, fractional, and 2-bit

Networks on ImageNet.

Network DSPs BRAM LUTs Latency

Bitwidth (ms)

1-bit 87 (23.7%) 137 (63.4%) 59488 (84.3%) 15.0

2-bit 85 (23.8%) 169 (78.5%) 53419 (75.7%) 61.3

Frac. 224 (62.2%) 201 (93.0%) 50656 (71.8%) 16.3

Courbariaux et al. [21] binarize the weights and activations using

the sign function. This incurs nearly no loss in accuracy on small

datasets such as MNIST [27], SVHN [35], and CIFAR-10 [25]. While

its preliminary result of binarized AlexNet [26] only achieves 36.1%

top-1 accuracy on the ImageNet dataset, this work demonstrates

the feasibility of BNNs. There have been extensive follow-up ef-

forts to improve the accuracy of BNNs. Most of the attempts are

along the line of modifying BNN network architectures [2, 31, 40].

There are also works that explore different training strategies of

BNNs [33, 44, 60]. Recently, PReLU is found to be a better activa-

tion function for BNNs [6]. With an additional shift on the basis of

PReLU, ReActNet [30] binarizes MobileNet [20] and obtains ResNet-

18 level accuracy. In addition, [59] explores using an ensemble of

multiple BNN models to improve the accuracy, albeit at the cost of

higher compute complexity. There is also a study that tailors BNNs

for FPGAs by constructing LUTNet, an area-efficient LUT-based

neural network [46]. Unlike the aforementioned research, the pro-

posed approach exploits fractional activations to achieve efficient

and accurate quantization. Specifically, we leverage our recent work

on precision gating (PG) [55], a dynamic dual-precision scheme

that updates important features to a high precision at the inference

time based on a learnable threshold. We adopt PG in our baseline

BNN model motivated by ReActNet, and update a small portion of

features to two bits to improve the model accuracy.

Quantization of Input Layer. One visible drawback about cur-

rent BNNs in terms of hardware design is that the first layer remains

full-precision. Hirtzlin et al. [19] propose to use stochastic comput-

ing for the binarization of the input images. This method expands

the 3 input color channels from images in CIFAR-10 to more than

1500 binary channels. Consequently, it increases the number of

parameters and MACs in the input layer by nearly 16×. Dürichen

et al. [10] discuss two other options. The first one is using the 8-bit

fixed-point representation of a pixel, named DBID. However, the

associated weight of each binary digit is lost when converted to

a binary vector. In the second option, a pointwise convolutional

layer is added between the images and the input layer while using

DBID. It does not address the fundamental problem in DBID. Unfor-

tunately, when applied to the VGG-8 model on CIFAR-10, these two

methods degrade the accuracy by at least 4.6%. Our method is very

different from these techniques as we use thermometer encoding

to split the pixels into a binary vector. It incurs minimal or even no

accuracy degradation. FBNA [15] expands each pixel to a sum of

a binary vector for a pretrained model; but the dimension of that

vector must be a power of two. Our proposed method is different as

it can encode a pixel to an arbitrary dimension between 1 and 255,

and BNNs with it are still end-to-end trainable. In MeliusNet [2], a

grouped stem architecture is proposed to reduce the MACs in the

input layer by 40%. The technique replaces the 7 × 7 convolutional

layer with three 3 × 3 group convolutional layers. Though there is

MACs reduction, the input layer is still floating-point. Our proposed

method is different as we use a binary input layer.

FPGA-Based CNNAccelerators. There have been extensive stud-

ies on accelerating low-precision neural networks [37]. Qiu et

al. [39] first show convolutional layers are computation-bound

while fully-connected layers are memory-bound, and propose a

dynamic-precision data quantization method to accelerate CNN.

Different hardware architectures are then proposed to address the

bottleneck in computation and memory bandwidth [34, 48, 53], and

high-level programming frameworks are proposed to help efficient

quantization [3, 7, 12, 43, 52]. However, most of these works tar-

get AlexNet and VGG, which are much less efficient than more

recent CNN models such as ResNet and MobileNet. As another

approach, algorithm-hardware co-design method is leveraged to

develop hardware-efficient networks with fewer bits in weights

and activations [14, 16, 24, 47, 49, 51]. Our work is very different as

all of the convolutional layers in the model are computed in pure

BMACs.

There is also an active body of research on accelerating BNN

models on FPGAs. Zhao et al. [57] make the first attempt imple-

menting a BNN accelerator on FPGA, which introduces a BitSel

module and variable-width length buffers to make the network

inference efficient. FINN [4, 45] provides a framework for fast BNN

inference. ReBNet [11] leverages multi-level residual binarization

to improve the accuracy. FBNA [15] binarizes all the network layers

but only targets the CIFAR-10 dataset. Liang et al. [28] implement

the binarized AlexNet on ImageNet. The top-1 accuracy is 42.9%,

which is 13% lower than its full-precision model. Our work uses

fractional activations to create an accurate model.

7 CONCLUSIONS

This work proposes FracBNN, which exploits fractional activations

to substantially improve the accuracy of BNNs. FracBNN employs

a dual-precision activation scheme. Features are computed with

up to two bits, using an additional sparse binary convolution. The

input layer is also binarized using a novel thermometer encod-

ing. FracBNN preserves the key hardware benefits of conventional

BNNs. We design an efficient FPGA-based accelerator for our novel

fractional convolution kernel. We also implement the entire opti-

mized network on an embedd FPGA (Xilinx Ultra96 v2). Experi-

ments show that FracBNN achieves a top-1 accuracy comparable

to MobileNetV2, surpassing that of the best-known BNN FPGA

accelerator and a recently introduced BNN by a large margin. On

the embedded FPGA, FracBNN demonstrates the ability of real-time

image classification.
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