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Abstract— Identification of conserved gene network modules 
in different stages of cancer may lead to uncovering mechanisms 
behind cancer initiation and progression. This work is based on 
two hypotheses. Hypothesis-1: the network modules conserved in 
all cancer stages are potential biomarkers related to the trajectory 
of cancer development or progression of cancer from initiation to 
stage-to-stage to metastasis. Hypothesis-2: The network modules 
from a stage, which are not conserved in other stages, can be 
considered as the stage-specific biomarkers for diagnosis. 

To test the hypotheses, gene expression and clinical data of 
Breast Invasive Carcinoma (BRCA) from The Cancer Genome 
Atlas (TCGA) were used for analysis. Gene expression data was 
divided into five groups - stage I to stage IV and normal tissue 
samples. First, the co-expression networks for each of the four 
stages and normal samples were generated. Second, the modules 
from each of the stage-specific networks were discovered using 
weighted gene co-expression network analysis (WGCNA). Third, 
survival analysis was performed to identify the prognostically 
significant modules. Fourth, module preservation analysis was 
performed to determine whether a module from one stage is 
preserved in other cancer stages as well as in normal stage. Finally, 
gene ontology and pathway enrichment analyses were performed 
for the prognostically significant and conserved modules. 

The present study discovered several gene-network modules 
for breast cancer preserved in all cancer stages and are significant 
in overall survival; hence, they can be considered potential 
biomarkers for cancers, related to the trajectory of cancer 
development. The modules that were found not to be conserved in 
different stages can be considered as stage-specific biomarkers. 

Keywords— Cancer Biomarker, Gene Co-expression, Module 
Preservation, Network Biomarker 

I. INTRODUCTION  

Gene expression profiles across cancer samples have been 
widely used to find cancer biomarkers [1]–[9], heterogeneity in 
cancer [10], signatures for cancer diagnosis [11]–[13], 
progression [14], prognosis [15], and therapeutic strategies [16]. 
Different methods and algorithms have been proposed to 
analyze gene expression profiles. One such method is the use of 
co-expression networks [1]–[3], [9], [17]–[19]. In a gene co-
expression network, nodes represent genes and edges represent 
pairs of genes, denoting the strength of correlation larger than a 
threshold. The threshold can be soft or hard, leading to a 
weighted or a binary network [20]. A co-expression network is 
a gene network built based on "guilt by association" [21]. 
Several methods exist for inferring edges in a co-expression 
network. Among them, Pearson Correlation is the most widely 
used method to calculate the strength of the correlation between 

pairs of genes  [1]–[3], [9], [20], [22]–[25]. Other methods 
include Spearman Rank Correlation [26], [27], Biweight 
Midcorrelation [28], etc.  

A co-expression network has topological structures 
reflecting real gene interactions [29]. Highly connected groups 
of genes with a higher similarity among themselves can be 
considered biologically significant modules, which perform a 
task of interest [30]. Different methods have been proposed or 
applied to gene co-expression networks to find biomarker 
modules in various diseases. Concepts and algorithms from 
graph theory and network science such as clique-bipartite 
structure [1], [2], and community detection [5] were applied on 
co-expression networks of multiple cancers to find network 
biomarkers. Machine learning methods such as clustering [20] 
and bi-clustering [31] were also used to find biologically 
important clusters from gene co-expression networks. The 
WGCNA [25] is a widely used popular tool for co-expression 
analysis and has been used in gene expression data of breast 
[32], bone (osteosarcoma) [33], cervical [34], and esophageal 
[35] cancer.  

The studies mentioned above used the whole cohort of 
cancer patients to do the co-expression analysis by proposing a 
novel method or using existing methods for biomarker module 
detection. A few works have been done based on cohorts divided 
into many groups based on some clinical traits, such as cancer 
pathological stages. Li et al. performed an analysis of structural 
changes between consecutive stage-specific co-expression 
networks of four cancers using Jacquard Similarity and Rank 
Analysis and found changes in the network topology across 
stages and types [36]. Sarathi and Palaniappan [7] discovered 
stage-specific differentially expressed genes in hepatocellular 
carcinoma using the linear model by fitting expression profiles 
of each gene at different stages, including normal. Huo et al. [37] 
performed a linear regression analysis on expression profiles of 
each gene for Colorectal Carcinoma (CRC) to find the gene 
expression trend with increasing cancer stages and discovered a 
total of 11 genes of interest. In another study, the evolutionary 
process was constructed, and the relevant evolutionary paths 
related to the stage-specific prognosis of kidney cancer were 
discovered by applying Bayesian Mutation Landscape [38] 
using stage-specific cross-sectional single nucleotide variants 
(SNV) [39]. In a study by Palaniappan et al., the stage-specific 
protein-protein interaction networks were constructed using the 
driver genes corresponding to each stage of CRC and from 
which hub genes were extracted and were claimed to have the 
capability to pinpoint the progression of CRC [40].  
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Fig 1.  Workflow of the study. Input: Gene expression data from TCGA. First: expression data was divided into five groups – stage I to IV and normal. Second: Co-
expression networks were generated for each of the stages and normal samples. Third: Modules are identified from four stages of cancer. Fourth: Survival analysis 
was done for each module. Finally: Module preservation test was performed. 

In Another study by Pradhan et al. [41], DNA methylation 
patterns were observed across different stages of Lung 
Adenocarcinoma (LUAD) by constructing a stage-specific 
subnetwork using a protein-protein interaction network, 
differentially expressed genes, and differentially DNA 
methylated genes. Then network analysis were performed on 
these stage-specific subnetworks to find essential hub genes, 
which were prognostic targets and conserved genes across all 
stages. In a study by Lalremmawia et al. [42], the stage-specific 
co-expression networks with a set of query genes were 
constructed for ovarian cancer (OV).  The highly ranked genes 
co-expressed with query genes were analyzed further using 
support vector machine (SVM), resulting in 17 potential 
biomarker genes.   

Amongst these stage-specific studies, there was no study that 
included the normal samples in their analysis. Additionally, 
there were not any studies that considers the stage-specific 
network modules that happens to be preserved in any other 
stages, which makes our work different from existing works. 
The flowchart of this study is shown in Figure 1. First, the co-
expression networks for each tumor-stage samples and normal 
samples were created, and then the network modules were 
detected using WGCNA [25]. Second, survival analysis was 
done to find the prognostically significant modules. Third, 
module preservation analysis (MPA) was conducted on the 
prognostically significant modules or biomarkers to find the 
preserved ones. Prognostically significant modules which 
happens to be preserved in all the cancer stages are considered 
as trajectory-specific biomarker modules and not persevered in 
any other stages are considered as stage-specific biomarker 
modules. Then, the biological significance of these biomarker 
modules was identified using GO term and pathway enrichment 
analyses.  

II. MATERIALS AND METHODS 

A. Dataset Preparation 

 The RNAseq gene expression data and clinical data for 
BRCA (Breast Invasive Carcinoma) are downloaded from 
UCSC Xena Browser [43]. The gene expression dataset contains 
expression profiles of 20,530 genes for 1,218 samples. The gene 
expression values are log2 transformed RSEM normalized 
count.  The number of tumor, normal, and metastatic tissue 
samples are 1097, 114, and 7 respectively.  The tumor samples 
are divided into four groups based on cancer stage information. 
The distribution of patients in four different stages and the 
number of genes with low expression in each stage are shown in 
Table I. 

TABLE I. SUMMARY OF GENE EXPRESSION DATA PREPROCESSING. 
COLUMN 2: STAGE-SPECIFIC SAMPLE DISTRIBUTION. COLUMNS 4 & 5: 
FINDING INSIGNIFICANT GENES APPLYING THRESHOLD, NORMALIZED 

COUNT ൑ 10  FOR 90% SAMPLE. COLUMN 6: REMAINING GENES USED 

FOR GENERATING CO-EXPRESSION NETWORKS. 

    Number of Genes 

      
Normalized≤10, 
90% sample 

  

Stage Samples Original 
Each 
stage 

Common Remaining 

I 182 

20530 

4460 

3784 16746 
II 621 4654 

III 250 4565 

IV 20 4458 

Normal 114 4076   

 

According to WGCNA package FAQ [44], genes with low 
expression values provide false correlations among themselves 
and contribute to unnecessary edges in the co-expression 
network. For each stage-specific gene expression data, the genes 
with normalized count ≤10 for 90% of the samples are selected, 
and different numbers of such genes are found in different 
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stages, as shown in Table I. The common 3784 genes are 
removed from each stage-specific gene expression data. So, the 
final dataset contains gene expression profiles of 16746 genes. 

B. Co-expression Network Construction and Module 
Detection 

WGCNA (Weighted Gene Co-expression Network 
Analysis) package [25] in R language was used to construct each 
stage's Co-expression network. Soft thresholding was used to 
create the co-expression networks. The optimal soft threshold 
(power), β, was identified by evaluating its effects on the scale-
free topology model fit index ܴଶ, by varying the value of soft 
threshold (power) ranging from 1 to 30. This threshold was 
selected to pick the lowest value of β while maintaining a high 
value of ܴଶ , because the higher value of β leads to a sparser 
network with lower mean connectivity. So, the threshold would 
ensure the lower value of the β and higher value of  ܴଶ.  

The adjacency matrix was first transformed into a 
Topological Overlap Matrix (TOM) based similarity matrix for 
module detection. Then it was converted into a TOM-based 
dissimilarity matrix by subtracting from one. This matrix was 
used as a distance metric to perform the average linkage 
hierarchical clustering algorithm, which outputs a dendrogram. 
Then Dynamic Tree Cut [45] method was performed for branch 
cutting to generate network modules. The minimum size of the 
modules was set at four genes. 

C. Survival Analysis 

The workflow of survival analysis is shown in Figure 2. 
Module genes were used in survival analysis to check their 
validity as biomarkers.  

 

 
 

Fig 2. Flowchart of survival analysis. The patients are divided into two 
groups using K-means clustering and module genes as features. Then Logrank 
Test and Kaplan Meier test were performed. 

For genes in the modules were taken as covariates, and the 
K-means clustering algorithm was used on cancer samples to 
create two distinguishing groups, meaning high-risk and low-
risk groups. After dividing into two groups, the Log-rank test 

and Kaplan-Meier test, widely used in survival analysis, were 
applied to determine whether the modules found could 
differentiate between high-risk and low-risk groups. In our 
Survival Analysis method, we chose K-means clustering.  

With K-means, we can take the whole sample into account 
to have the low-risk and high-risk groups. However, only after 
doing the Kaplan Meier test and generating the curve can we 
label the groups as high-risk or low-risk, not after the K-means 
clustering. 

D. Module Preservation Analysis 

Modules obtained from each of the four stage-specific gene 
co-expression networks that passed the survival analysis test 
were then used for module preservation analysis to check 
whether modules found from one stage was preserved in other 
stages. NetRep [46], an R package, was used to find the 
preservation property in different networks. It uses a 
permutation approach, takes gene expression matrix, 
correlation matrix, and adjacency matrix of first (discovery) 
and second(test) network and the module genes as input. It 
calculates seven preservation statistics to see whether modules 
found from the first network (discovery network) is preserved 
in the second network (test network). It generates empirical null 
distributions for each of these test statistics and calculate their 
corresponding P-values. For the experiment, the number of 
permutations was set to 1000. The P-value of the seven 
statistics less than 0.001 was used as the criteria to be preserved 
in the test network. The definitions of these seven statistics, as 
explained in [46], are given in Table II. 

TABLE II. MODULE PRESERVATION STATISTICS USED IN THIS ANALYSIS. 

 MPA 
Statistics 

Equation 

Module 
Coherence 

)ݎ݋ܿ))݊ܽ݁݉ ௜݃[௧](௪), ݅ܧ ଵ݃[௧](௪)))ଶ) 

Average 
Node 
Contribution 

݊݃݅ݏ)݊ܽ݁݉ ൬ܿݎ݋ ቀ ௜݃ௗ(௪), ݅ܧ ଵ݃[ௗ](௪)ቁ൰∙ ݎ݋ܿ (݃௜[௧](௪), ݅ܧ ଵ݃[௧](௪))) 

Concordance 
of node 
contributions 

ݎ݋ܿ) ݎ݋ܿ ቀ ௜݃ௗ(௪), ݅ܧ ଵ݃[ௗ](௪)ቁ, ܿݎ݋( ௜݃[௧](௪), ݅ܧ ଵ݃[௧](௪))) 

Density of 
correlation 
structure 

൯(௪)[ௗ]ܥ൫݊݃݅ݏ)݊ܽ݁݉ ∙  ((௧(௪)ܥ

Concordance 
of 
correlation 
structure 

,(௪)[ௗ]ܥ)௜ஷ௝ݎ݋ܿ  ((௪)[௧]ܥ

Average 
edge weight 

݉݁ܽ݊௜ஷ௝(݃௜௝[௧](௪)) 

Concordance 
of weighted 
degree 

∑))ݎ݋ܿ ܽ௜௝௜ஷ௝ )[ௗ](௪), (∑ ܽ௜௝௜ஷ௝ )[௧](௪)) 
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The mathematical symbols are as follows:  ܩ is ݉ × ݊ gene 
expression profiles over ݊  genes and ݉  samples, ܥ  is ݊ × ݊ 
pairwise correlation matrix, and ܣ is ݊ × ݊ adjacency matrix. 
Lowercase ݃, ܿ, ܽ  refer to individual elements of matrices 
denoted by their corresponding uppercase letters G, C and A 
(gene expression matrix, correlation matrix and adjacency 
mtarix). Superscripts [݀]  and [ݐ]  refer to discovery and test 
networks. The subscripts ݅, ݆ denote individual variables/nodes 

in module ݃݅ܧ .ݓଵ(௪) refers to the 1st principal component of 
module ݓ , otherwise known as the module eigengene or 
summary profile. The ݊݃݅ݏ  evaluates to 1 if its argument is 
positive and -1 if its negative value.  

E. GO and Pathway Enrichment Analysis 

GSEApy (Gene Set Enrichment Analysis in Python) was 
used for pathway and GO enrichment analysis of biomarker 
genes. GSEApy is a python wrapper for Enrichr [47] and GSEA 
(Gene Set Enrichment Analysis) [48]. The analysis was 
implemented in python 3.7.3 using gseapy package 0.9.5. The 
adjusted p-value < 0.05 and Benjamini & Hochberg correction 
for multiple testing was used as a statistical measure. The 
pathway analysis was performed using Enrichr 
'KEGG_2019_Human' library. The enrichr libraries used for 
GO enrichment are –  

• 'GO_Biological_Process_2018',  
• 'GO_Cellular_Component_2018' and, 
• 'GO_Molecular_Function_2018'. 

III. RESULTS AND DISCUSSION 

A. Results of Network Construction and Module Detection 

For network construction, different values of ߚ were chosen 
for samples of each of the four stages and normal samples to 
meet the scale-free criteria, which are given in Table III.  

TABLE III. SOFT THRESHOLD EXPONENT ߚ FOR EACH GROUP OF 

PATIENTS, FROM STAGE I TO STAGE IV AND NORMAL SAMPLES. 

Cancer Stage/ 
Normal 

Soft Thresholding Exponent  ߚ 

Stage I 7 

Stage II 9 

Stage III 13 

Stage IV 12 

Normal 15 

 
 For each group of samples, the value of beta was varied 
between 1 to 30 and their corresponding R^2 value was 
calculated. The first beta to cross the threshold, which is R^2 >= 
0.90 is considered for construction of co-expression network. 
This process for stage-I is shown in Figure 3. 

 
Fig 3.  Soft Thresholding Exponent β versus Model Fitting Index ܴଶ for 

Stage-I. 

 Figure 3 shows how the value of beta was chosen to 
construct the co-expression network of stage-I samples.  
Although the ߚ value of 24 would give the highest value of ܴଶ, 
meaning closer to be a scale-free network, it would result in a 
network with very low edge weights. So, 7 is chosen here as it 
is the first one to cross the 0.90 threshold. 

 Adjacency matrix of co-expression network were then 
converted to TOM-based dissimilarity matrix and hierarchical 
clustering was used to find the modules. The summary of 
modules, in terms of number of modules, the size of the smallest 
and largest module for each stage is given in Table IV. 

TABLE IV. SUMMARY OF THE MODULES IN FOUR STAGES. 

Stages Total # of 
modules 

Size of the 
largest modules 

size of the 
smallest modules 

I 293 1325 

4 
II 267 1229 

III 150 940 

IV 733 1305 

 

From Table IV, we can see that the lowest number of 
modules was found from the co-expression network of stage-III, 
and the highest number of modules was found from the network 
of stage-IV patients. It might correlate with the number of 
patients and the value of β that was chosen. Stage-IV has the 
lowest number of patients which may be the reason of highest 
number of modules. The smallest module size is set as 4 in the 
parameters of module detection.  

B. Results of Survival Analysis 

We used all the modules coming from each stage to perform 
survival analysis. We used K-means clustering to divide all the 
patients using the module genes as covariates for all modules. 
The Log-rank test and Kaplan Meier Test were performed to 
check the significant difference between the two groups in terms 
of overall survival. Those having a Log-rank test P-value below 
0.05 and the Hazard ratio above or below 1.00 were the criteria 
used to measure the significance. Table IV contains the number 
of all the modules and the number of modules which passed the 
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survival analysis test, thereby, considered as prognostically 
significant modules.  

TABLE V.  SUMMARY OF SURVIVAL ANALYSIS OF MODULES WITH 

SIGNIFICANT PROGNOSTIC CAPABILITY (P-VALUE <= 0.05 AND HR > 1.0 

OR HR < 1.0) FOR EACH STAGE. 

Stages # modules 
# prognostically 
significant modules 

I 293 26 
II  267 28 
III 150 20 
IV 733 97 

 

Stage-IV has the highest number of prognostically 
significant modules. As there are more modules coming from 
stage-IV, the number of prognostically significant modules are 
also much higher than the other stages. Modules are indexed 
from #1 to #293 for Stage-I modules, and the same is done for 
other stage-specific modules. For example, module #103 from 
Stage-I could differentiate high-risk patients and low-risk 
patients quite well with P-value 0.00356 and hazard ratio 1.44, 
as shown in Figure 4. From the Kaplan Meier curve, it can be 
seen that as time progresses, the proportion of alive people in 
each group decreases at different rates and group B has higher 
rate of death at a particular time point. So, group B is the high-
risk group and group A is the low-risk group.    

 
Fig 4.    Kaplan Meier Curve of Module #103 from Stage-I. The X-axis 
represents the timeline in days, and the Y-axis represents the proportion of alive 
samples.   

C. Results of Module Preservation Analysis 

We performed module preservation analysis (MPA), using  
NetRep [46], on all the prognostically significant modules on 
all the other networks to find which of them are preserved in 
co-expression networks of other stages. Table VI contains the 
summary of the MPA analysis for each stage. The table lists 
number of modules based on four conditions – (i) The modules 
which are preserved in other cancer stages but not in normal 
samples, (ii) the modules which are not preserved in any other 
stages, (iii) the modules which are preserved in other cancer 
stages but not in normal samples and prognostically significant 
(potential trajectory-specific biomarkers) and (iv) the modules 
which are not preserved in any other stages and prognostically 
significant (stage-specific biomarkers). 

Of 293 stage-I modules, 74 happened to be preserved in co-
expression network of stage-II, III, and IV, but not in normal 
stage. Of 74 modules, 7 are prognostically significant. 

Additionally, of 293 modules, 30 are not preserved in any other 
stages and normal samples and from them only 1 is 
prognostically significant. 

TABLE VI. SUMMARY OF MODULE PRESERVATION ANALYSIS (MPA) OF 

PROGNOSTICALLY SIGNIFICANT MODULES FROM EACH STAGE. FIRST ROW 

CONTAINS THE NUMBER OF MODULES THAT ARE PRSERVED IN OTHER STAGES 

BUT NOT IN NORMAL STAGE. SECOND ROW CONTAINS THE NUMBER OF 

MODULES THAT ARE NOT PRESERVED IN ANY OTHER STAGES. 3RD AND 4TH ROW 

CONTAINS TRAJCETORY AND STAGE SPECIFIC BIOMARKERS.  

 Conditions Stage 
I 

Stage 
II  

Stage 
III 

Stage 
IV 

(i) # of modules 
preserved in other 
stages (excluding 
normal)  

74 60 25 67 

(ii) # of modules not 
preserved in any 
stages  

30 27 32 560 

(iii) # of potential  
trajectory-specific 
biomarkers  

7 6 3 9 

(iv) # of potential  
stage-specific 
biomarkers  

1 3 2 77 

 
So, out of 293 stage-I modules, seven modules are 

preserved in four cancer stages but not in normal samples and 
can be considered as trajectory-specific biomarkers and one 
module is not preserved in any other stages, which can be 
considered as stage-specific biomarkers. Similarly, from stage 
II, III, and IV we found 6, 3, and 9 trajectory-specific 
biomarkers and 3, 2, and 77 stage-specific biomarkers, 
respectively. From stage IV, we found 77 stage-specific 
biomarkers because the number of modules found from stage 
IV co-expression network was much higher than the other 
stages.  

D. GO Term and Pathway Enrichment Analysis 

Gene Ontology Term and Pathway Enrichment Analyses 
were conducted for 25 trajectory-specific and 83 stage-specific 
biomarkers found in this study.  Table VII shows the enriched 
GO terms and KEGG pathways for different modules. It is 
noticeable that only 14 modules out of 108 (25 + 83) are 
enriched with some GO terms and KEGG pathways as shown 
in table VII. The module index, associated cancer stage, type of 
biomarker (trajectory- or stage-specific) and the enriched GO 
terms and KEGG pathways are enlisted in Table VII.  

IV. CONCLUSION 

Cancer genes exhibit changes over time. This work presents 
a computational pipeline that works as a way of finding 
biomarkers that persist through these changes by doing a stage-
specific co-expression network analysis of breast cancer, which 
are labeled as trajectory specific biomarkers. Also, network 
biomarkers that are only associated with one stage and not with 
any other stages are considered as stage-specific biomarkers, 
which are also found using this pipeline. A total of 25 trajectory-
specific and 83 stage-specific biomarkers were found using this 
pipeline.  
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TABLE VII.  SUMMARY OF GO TERM AN KEGG PATHWAY ENRICHMENT 

ANALYSIS OF BIOMARKER MODULES. 

Stage Module 
# 

Biomarker 
Types 

GO Term & KEGG Pathway 

I 13 Trajectory extracellular matrix organization 
(GO:BP:0030198), endoplasmic 
reticulum lumen (GO:CC:0005788), 
metalloendopeptidase activity 
(GO:MF:0004222), Protein digestion 
and absorption (kegg:04974 ) 

I 151 Trajectory DNA Binding (GO:MF:0003677) 
I 261 Trajectory ribonucleoside monophosphate 

biosynthetic process 
(GO:BP:0009156) 

II 2 Trajectory cytokine-mediated signaling pathway 
(GO:BP:0019221), cytokine receptor 
activity 
(GO:0004896),Hematopoietic cell 
lineage (kegg:04640) 

II 32 Trajectory mitochondrial inner membrane 
(GO:CC:0005743) 

II 103 Trajectory regulation of cellular macromolecule 
biosynthetic process 
(GO:BP:2000112) 

II 164 Trajectory regulation of type I interferon 
production (GO:BP:0032479), RIG-I-
like receptor signaling 
pathway(kegg:04622) 

II 208 Trajectory large ribosomal subunit 
(GO:CC:0015934) 

III 3 Trajectory cytokine-mediated signaling pathway 
(GO:BP:0019221). Cytokine-
cytokine receptor interaction 
(kegg:04060) 

III 117 Stage Ribosome (GO:CC:0005840) 
III 134 Stage antigen processing and presentation 

of peptide antigen via MHC class II 
(GO:BP0002495), MHC class II 
protein complex (GO:CC:0042613), 
MHC class II receptor activity 
(GO:MF:0032395) 

IV 3 Trajectory T cell activation (GO:BP:0042110), 
T cell receptor complex 
(GO:CC:0042101) 

IV 7 Trajectory ameboidal-type cell migration 
(GO:BP:0001667) 

IV 69 Trajectory Hematopoietic cell lineage 
(kegg:04640) 

 

The immediate extension of this work would be the 
verification of trajectory-specific modules using pseudotime-
based approach. In this work, only the gene co-expression 
network was used. Future work could use other types of 
biological networks such as protein-protein networks, gene 
regulatory networks, etc. An aggregation of these different 
networks would yield a heterogeneous network, and dense 
modules found from such networks might have biological 
significance. Another possible future work could be graph-based 
machine learning techniques to find biomarker modules. This 
work used gene expression data only. An integration of multi-
omics data to construct the network might lead to more 
insightful findings. 
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