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ABSTRACT

Multifocal microscopes (MFMs) are becoming increasingly popular in fluorescence microscopy due to their high
speed three-dimensional (3D) imaging capabilities. Conventional MFMs use a fixed fabricated grating as the
multifocal grating but these are limited to a restricted wavelength range and a fixed object-plane separation. Spatial
light modulators (SLMs) represent an alternative to fabricated gratings due to their real-time programmability,
providing complete control over emission wavelength range and object plane separations. However, algorithms
commonly used to obtain multifocal grating patterns which provide uniform intensity across the subimages are not
directly applicable to SLM-based MFMs due to inherent pixel-to-pixel crosstalk effects present in the SLM chip. We
recently developed an in-situ iterative algorithm which generates grating patterns that provide near-uniform
illumination of the subimages in SLM-based MFMs. This algorithm is universal across wavelengths, object-plane
separations, and SLM manufacturers. As part of our efforts to develop an SLM-based MFM that can respond rapidly
to changing experimental parameters, we implement a gradient descent-based optimization method. We evaluate its
performance in comparison with a grid search based routine. Experimental results obtained on a custom-made SLM-
based MFM indicate that the grid-search optimized grating patterns provide superior subimage intensity uniformity
versus the gradient-descent method. These experiments also provide an insight into the energy landscape involved in
these optimizations. This study increases the utility of SLM-based MFMs in high-speed imaging.

Keywords: Multifocal microscopy, multiplane microscopy, 3D imaging, spatial light modulator, optical feedback
control, darkfield microscopy

1. INTRODUCTION

Three-dimensional (3D) fluorescence imaging technologies have rapidly evolved over the past decades! 21
Multifocal microscopy is a promising technique that enables imaging of multiple axially separated object planes
simultaneously with a single camera®-!. This is commonly achieved by directing the sample scattered or
fluorescence emission through a custom designed grating, known as a multifocal grating. The multifocal grating is
uniquely patterned such that it generates multiple diffraction orders, with each order having a unique degree of
defocus associated with itl> 71, These orders are imaged side by side onto a camera sensor resulting in a 3D image
where different regions of the sensor, which are denoted as subimages in this paper, correspond to different object
planes. In such systems, up to a hundred or more 3D sample volumes per second can be recorded since the only
hardware limiting factor to the 3D volume imaging speed is the frame rate of the camera.

Although fabricated gratings have been widely used in the literature as multifocal gratings!> 4, SLMs are becoming
increasing popular due to their versatility and real-time programmability®> 1. Parameters such as object plane
separations and emission wavelength can readily be changed using SLMs without physically changing any grating
optics. However, obtaining SLM patterns which achieve uniform intensity in the multifocal subimages has been
challenging due to SLM pixel-to-pixel crosstalk effects.

Recently, an in-situ iterative algorithm was developed to overcome this issue to provide near-uniform subimage
intensities. The method is based on a feedback process which uses a metric obtained from real-time acquired camera
images in a multifocal microscope to optimize the programmable SLM pattern to provide uniform intensities across
the subimagest. In such a scenario, the parameter space being considered is composed of the gray-level values of
all the pixels making up the SLM pattern. Since the SLM pattern is a grating pattern made up of repeating unit cells,
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we only optimize the unit cells which has dimensions P,xP, pixels?. The desired global optimum is thus a location in
this parameter space which achieves the highest subimage intensity uniformity. In the initial work®), a grid search
routine was implemented as part of the optimization portion of the in-situ iterative algorithm. Although near-
uniform intensities are achieved and reported, the computational cost of grid search methods is high since it spans a
large portion of the parameter space in search of the global optima. In this work, we implement a gradient descent-
based approach as part of the in-situ iterative algorithm optimization in an effort to find the global optimum more
efficiently. We compare the experimental performance of the gradient descent-based routine versus the grid search
algorithm in the framework of the in-situ iterative algorithm, and show that the grid search allows high subimage
intensity uniformities.

The rest of the paper is organized as follows. A brief description of the experimental setup is first provided. This is
followed by description of the grid-search and the gradient descent algorithms as implemented in the pattern
optimization framework. The results of the two methods are subsequently presented and discussed, followed by a
conclusion summarizing the work.

2. MULTIFOCAL MICROSCOPE OPTICAL SETUP

The multifocal microscope optical diagram is shown in Figure 1. Briefly, an excitation laser passes through Lens 1,
dichroic and a microscope objective onto the sample. Lens 1 focuses the beam onto the back focal plane of the
objective to realize uniform illumination of the sample. Emission/scattering from the sample collected by the
objective is reflected by a dichroic towards Lens 2 which forms an image at the Rectangular Aperture that controls
the imaging field of view. Lens 3 forms the Fourier plane at the reflective SLM which displays the multifocal
grating pattern. N x N array of diffraction orders emanate from the SLM (N = 3 shown in Fig. 1) and imaged onto
the camera sensor through an emission filter. A linear polarizer (not shown) is positioned in the emission path to
ensure linear polarization of the emission necessary for the phase-only SLM operation. The microscope also
functions in darkfield/brightfield modalities by including additional illumination optics above the sample (not shown
in Fig. 1). A detailed description of the setup is provided in the previous work!!.

SLM

Lens 3. ..
Emisison

Rectangular Filter

Camera

Excitas:

Dichroic

Laser

Figure 1. Optical diagram of the multifocal microscope.

3. OPTIMIZATION ALGORITHMS

The multifocal grating pattern displayed on the SLM is composed of repeating unit cells having dimensions of P xP,
pixels?. The phase values of the SLM pixels are governed by the gray-level values of the images displayed on the
SLM. The in-situ iterative algorithm finds an optimal set of gray-level values for the repeating P,xP, pixels® region
of the SLM such that near uniform intensities are observed in the image plane. This is done iteratively using
information from the camera images. The metric used to evaluate the uniformity of multifocal subimages is given
byt
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M = min({lm,i})_ Ib ,
maxi{[mjﬂ—lb

(1)

where {/,,;} is the measured intensity in subimage i (i = 1 ... NxN) and I, is a measured background intensity. M
ranges from 0 to 1, with M=1 corresponding to completely uniform subimage intensities. M can be computed using
multifocal microscope imaging in fluorescence as well as scattering imaging operation modes. The two optimization
routines discussed in this manuscript which maximize M are the grid search and the gradient descent methods.
Figure 2 shows a step-by-step sequence for both techniques. Both methods assume a randomized initial starting
pattern.

3.1 Grid Search Algorithm

The grid search algorithm!! starts by randomly choosing a pixel on the unit cell. The gray-level value of this pixel
only is changed sequentially to cover the 0-255 gray-level range typical for SLMs. The step size of each gray-level
change, denoted as n, is empirically chosen. For each change, M is measured using the corresponding image. If any
measured M is greater than the previous best M, the gray-level value for that pixel is updated. Once all gray-levels
are covered for the first pixel, another randomly chosen pixel is selected and the process is repeated. This is done for
all pixels within the P,xP, unit cell. The cycle is repeated a few times until there is no change in M over a complete
scan of the unit cell.

Note that, for a single scan of the entire unit cell, one can compute the total number of images needed to be acquired.
Assuming an 8-bit SLM display, the total addressable gray-level values are 256/1. The total images acquired in a
single scan are P, x Py % 256/n. If the grid search runs for Ny iterations, the total images acquired will be Py x Py x
256/m x Ngs. This quantity of the number of images is useful to estimate the computational and time cost of the
algorithm. This will be discussed further in the experimental results section.

Grid Search

Choose one pixel randomly
in P, x P, unit cell array

Cycle over all gray levels for
this pixel, keeping others
unchanged.

Find M for each gray level
setting change

For every graylevel update,
if the measured M is better
than previous best M,
update the graylevel value
for that pixel

Repeat for all pixels P, x P,
pixels

Gradient Descent

Choose one pixel randomly
in P, x P, unit cell array

Add a positive gray level
offset for this pixel. Find M.
Then add a negative gray
level offset, and find the
resulting M.

Using the two measured M
values, assign the updated
graylevel to the value
which gives the higher M

Repeat for all pixels P, x P,
pixels

Figure 2. Step-by-step description of grid search and gradient descent routines implemented as part of the in-situ
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3.2 Gradient Descent Algorithm

The gradient descent algorithm!'” begins by selecting a random pixel in the unit cell. For this pixel, a positive gray-
level offset ¢ is applied and the resulting M is measured. Next, a negative gray-level offset -¢ is applied for this same
pixel, keeping the rest of the pixels unchanged, and M is measured. The new gray-level value of this pixel is set to
the value which gives the higher M of the two measured. Next, another pixel is randomly chosen and the process is
repeated until all pixels in the unit cell are covered. This cycle is repeated for an empirically chosen Ngq times.

The total number of images in a single unit-cell scan for gradient descent is P, x Py x 2. Assuming Ngq full cycles,
the total images acquired are P, X Py X 2 X Ngq.

4. EXPERIMENTAL RESULTS

Both grid search and gradient descent methods are implemented as part of the in-situ iterative algorithm based in
LABVIEW and executed on a home-built multifocal microscope in brightfield configuration, see ref. [16] for a
detailed description of the optical components used. The sample is an empty coverslip with brightfield illuminating
optics from the top. The SLM used is Holoeye Pluto-VIS-056 having a pixel size of 8 um, the emission filter used is
centered at 685 nm with a bandwidth of 15 nm, and the camera used is Hamamatsu’s Orca Flash 4 V3. For M
measurements, I,; is measured as the mean intensity across a 30 x 30 pixels’ region on the camera within each
subimage. /I, is measured by switching off the brightfield lamp and measuring the mean intensity of a camera region
of the same size. The experimental parameters used are P, =4 and N = 3. For grid search, n = 3.2 which corresponds
to 256 gray-levels divided coarsely into 80 segments. We empirically found that dividing the 8-bit gray-level range
into finer steps did not yield improved performance. Ny was experimentally observed to be between fall between 6
and 10 (average of 8). For gradient descent, € = 5 is empirically chosen; a smaller € results in issues of running into
a local minimum while a large € value could result in overshooting the ideal maximum in the parameter space. Ngq is
set to 150 to allow sufficient iterations for gradient descent convergence. The mean total number of images acquired
during a grid search execution is Py x Py x 256/ x Ngs=4 x 4 x 256/3.2 x 8 = 10,240 images. For gradient descent,
this number is computed as P, x Py X 2 X Ngg =4 x 4 x 2 x 150 = 4,800 images. The camera exposure time is set to
20 ms and the time duration between each gray-level change (which includes the camera exposure and image
processing for M computation) is ~120 ms. Therefore, on average it takes ~20 minutes to run the grid search
algorithm and ~10 minutes to run a gradient descent optimization using the parameters used.

M value

O L

Grid Search  Gradient Descent

Figure 3. M value comparison of grid search and gradient descent methods, 18 iterations in each.

A boxplot of the M values resulting from the grid search (6 iterations) and the gradient descent (18 iterations)
methods is shown in Figure 3. According to Figure 3, the grid search method provides higher subimage uniformity
versus the gradient descent method across multiple iterations. This indicates that the grid search method is more
suited to provide higher uniformity in multifocal imaging given the experimental parameters used. Example data
points from the Figure 3 plot are chosen for both grid search and gradient descent methods, and the corresponding
optimized pattern-resulting brightfield images are obtained optimized pattern are shown in Figure 4. Figure 4(a)
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shows a brightfield image, having M = (.78, obtained using a grid search optimized pattern, whereas Figure 4(b)
shows a brightfield image, having M = 0.35, obtained using a gradient descent optimized SLM pattern.

(a) (b)
Figure 4. Example brightfield multifocal images (Az = 0) using optimized SLM patterns using (a) grid search with M =
0.78, and (b) gradient descent M = 0.35.

5. DISCUSSION

Although the gradient descent runs two times faster than the grid search method in our implementation, the grid
search method provides better uniformity performance compared to the gradient descent method, as implemented in
the in-situ iterative algorithm framework. A closer analysis of how M evolves during the optimization process for
both grid search and gradient descent methods is presented in Figure 5 which shows the M values measured for each
acquired image in real-time (blue data points) versus the best M values up to that point (red data points). Figure 5(a)
shows how M values progress versus acquired image number for the grid search method. Note that because the grid
search spans a large parameter space, a large spread in the M values for each acquired image is observed. On the
other hand, the Figure 5(b) M values for the gradient descent execution show a narrow spread of the M values as the
gray-level pattern is updated in each step. This narrow M variation of real-time acquired images (blue data points)
expected since gradient descent directly moves towards the optimum without sampling other regions in the
parameter space. The poor performance of the gradient descent as shown in Figure 3 could be due to the presence of
multiple local optima. On the other hand, the grid search does not seem to suffer from this problem and is better
suited to find the global optimum for this type of problem, compared to the current gradient descent implementation
in the this framework. This is because of the different paths (and steps) that the grid search and gradient descent take

in the energy landscape.
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Figure 5. Plots showing the progression of M versus each image acquired in (a) grid search, and (b) gradient descent
value.
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In addition to indicating the complexity of the optimization energy landscape, Figure 5 also indicates that the
convergence of gradient descent is nearly 4 times faster (~1000 steps vs ~4000 steps) than that of grid search. It is
straightforward to apply a convergence criterion for the gradient descent so that it stops when there is minimal
update to the metric. Even though the gradient descent does not converge to an optimal subimage uniformity
location, at least for the current metric used, it is several folds faster and can be a useful prototyping method for
multifocal microscopy when trying new fluorescent dyes, emission wavelengths as well as SLM calibration settings
and object plane separations. Once experimental settings are finalized, the grid search algorithm can then be used to
find optimal SLM patterns for more quantitative experiments and data acquisition.

In literature, there are variations of the gradient descent!'!l as well as other optimization routines, which help deal
with the complex optimization energy landscape in the SLM pattern optimization process. Implementing more
involved optimization routines will be a subject of future work to further improve the in-situ iterative method for
intensity uniformity in multifocal microscopes. This also presents an interesting academic problem for researchers
pushing towards improving microscopy using computational expertise.

6. CONCLUSION

We present an analysis of grid search and gradient descent algorithms as optimization methods as part of the in-situ
iterative method to acquire SLM patterns providing near-uniform multifocal subimage intensities. Experimental
results suggest that the grid search is more suited for obtaining optimized SLM patterns, whereas gradient descent
converges much faster but could converge to local optima within the parameter space. Future work will look at other
optimization algorithms in an effort to minimize the computational cost as well as maximize illumination uniformity
in multifocal microscopy.
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