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Bacterial communities are governed by a wide variety of social interactions, some of which are
antagonistic with potential significance for bacterial warfare. Several antagonistic mechanisms, such
as killing via the Type VI Secretion System (T6SS), require killer cells to directly contact target
cells. The T6SS is hypothesized to be a highly potent weapon, capable of facilitating the invasion
and defense of bacterial populations. However, we find that the efficacy of contact killing is severely
limited by the material consequences of cell death. Through experiments with Vibrio cholerae strains
that kill via the T6SS, we show that dead cell debris quickly accumulates at the interface that forms
between competing strains, preventing physical contact and thus preventing killing. While previous
experiments have shown that T6SS killing can reduce a population of target cells by as much as
one-million-fold, we find that as a result of the formation of dead cell debris barriers, the impact
of contact killing depends sensitively on the initial concentration of killer cells. Killer cells are
incapable of invading or eliminating competitors on a community level. Instead, bacterial warfare
itself can facilitate coexistence between nominally antagonistic strains. While a variety of defensive
strategies against microbial warfare exist, the material consequences of cell death provide target
cells with their first line of defense.

I. INTRODUCTION

Bacteria commonly inhabit biofilms in the form of
crowded, surface-attached microbial consortia embedded
within a viscous matrix of polymers. Interactions be-
tween different bacterial strains and species govern the
spatial organization and composition of biofilms [1–3],
and ultimately affect the proliferation and survival of
individual strains. These interactions can turn deadly.
Bacteria have evolved many mechanisms to kill each
other within biofilms [4, 5], many of them requiring di-
rect contact between cells [4, 6–9]. One such contact
killing mechanism is the broadly prevalent Type VI Se-
cretion System (T6SS) in Gram-negative bacteria [10].
A significant amount of work has produced a detailed
picture of the T6SS. Details are emerging of the T6SS
structure, toxins, and regulation [10–20]. However, the
importance of this lethal activity in natural communities
remains unclear [21, 22]. Experiments have primarily
focused on the outcome of competitions between T6SS-
proficient ’killers’ and target strains that lack T6SS ac-
tivity, but the dynamics of T6SS killing are much less
studied [23] (though dynamic simulations have made a
number of successful predictions [24–28]). Understand-
ing the impact of the T6SS requires experimental obser-
vation of contact killing in microbial communities as a
function of time and isolated from other factors. This is
a crucial step in assessing the ecological role of contact
killing over short and long time scales.

T6SS-mediated killing is widely considered a potent
weapon. In biofilms grown from a mixture of T6SS-
proficient bacteria and target strains on planar agar pads,
killer cells decreased the abundance of target cells by as

much as one-million-fold within 3 h [15, 23, 29–31]. Based
on these competition assays, the T6SS is hypothesized
to play important roles in inter- and intra-strain com-
petition, for example, facilitating invasion of colonized
space, elimination of competitors, and defense against
invaders and cheaters in biofilms [21, 28, 32–34]. How-
ever, in these competition assays T6SS-mediated killing
is rarely able to completely eliminate all susceptible tar-
get cells, even when killer cells start at numerical ad-
vantage (a 10:1 number ratio of killer:target cells is of-
ten used) [23, 24, 30, 31, 35]. Further, while the killing
rate is typically very high shortly after inoculating com-
peting strains on agar pads, killing nearly halts a few
hours later, despite the presence of target cells [23]. This
dramatic decrease in killing occurs even when the killer
strain expresses a constitutively active T6SS [23]. While
some studies report defense mechanisms that mitigate
or counteract T6SS attacks [36–41], it is difficult to iso-
late alterations in T6SS activity over time as developing
biofilms become increasingly heterogeneous [42, 43] and
constantly change [44–48]: biomass increases, nutrient
and oxygen concentrations drop, excreted waste prod-
ucts accumulate, cellular behavior changes due to signal-
ing from secreted public goods. As a result, a detailed
picture of how T6SS killing proceeds within biofilms and
how T6SS-mediated killing rates change over time re-
mains elusive.

Here, we present the spatio-temporal dynamics of
T6SS-mediated killing. We used the T6SS-proficient
killer strain Vibrio cholerae C6706 and mutants of
it, which secrete lethal effectors that cause cell death
[30, 35, 37, 49–51]. Through microscopy experiments, we
show that while T6SS-mediated killing is effective on first
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increased their relative abundance from 12-42 %. In con-
trast, we performed control experiments with two non-
killer strains. When killing was absent, the population
of the fluorescent strain changed by less than 3 % over
15 h for various mixing ratios (Supplementary Fig. S2).
Therefore, demographic changes in biofilms with T6SS-
active strains can mainly be attributed to killing. In all
cases of unidirectional killing, the killer strain initially in-
creased its population rapidly and reached ∼ 90% of its
final size after ∼ 3 h. Killing dramatically slowed after-
wards. We observed similar temporal dynamics in exper-
iments with mutually killing V. cholerae strains (Supple-
mentary Fig. S4a,b, Supplementary Video 1). Again, a
transition from rapid killing to almost no killing occurred
after ∼ 3 h. These observations are consistent with previ-
ously reported observations of small but long-lived target
populations [23]. Why does T6SS-mediated killing stop
after just a few hours?

B. Cell debris barrier

Surprisingly, we found that the boundary between
competing strains was visible in images recorded with
bright-field microscopy (Fig. 2a). Dark outlines become
visible in bright-field images (Fig. 2a, top image); these
dark outlines align with the interface between domains
of killer and target cells in fluorescence images (Fig. 2a,
bottom image). Time lapse images showed that these
dark outlines form at early times in biofilms with killing,
but they are absent at all times in non-killer biofilms
i.e., those with two isogenic T6SS- strains (Supplemen-
tary Fig. S3). Small clonal domains still emerged in non-
killer biofilms as non-motile, divided cells typically re-
main close after reproduction (Fig. 2b, bottom image),
but the interface between these clonal domains did not
appear dark in bright-field images (Fig. 2b, top image).
The ability to visualize the interface between competing
strains using bright-field microscopy is not expected since
the two isogenic strains do not differ in their material
properties—including index of refraction—so they ap-
pear identical when imaged with bright-field microscopy.
The presence of dark lines in biofilms with T6SS killing
suggests that there occurred a change in material prop-
erties (e.g., index of refraction) at the border between
strains. Based on this observation, and the data pre-
sented above, we hypothesized that dead cell debris ac-
cumulates as cells are killed. Such cell debris may even-
tually prevent competing cells from contacting. Similar
observations have been made previously when studying
T6SS-mediated interactions with non-lethal effectors [58–
60].

To test our hypothesis, we visualized dead cell debris in
growing biofilms with propidium iodide (PI). PI binds to
the DNA of cells with a compromised membrane and ex-
hibits high red fluorescence. While stained dead cells ap-
peared throughout the biofilm during the earliest stages
of growth when clonal domains are small (Fig. 2c, see

also Supplementary Video 2), at later times the dead cell
stain was clearly localized at the interface between large
clonal domains (Fig. 2d). The PI signal is well aligned
with both the interface between strains and the dark out-
lines seen with bright-field microscopy (Fig. 2e). The PI
signal exhibits a peak at the same position (distance of
6.2µm and 31.3µm) where the cell fluorescence declines
to about 30 % of its maximum value. From a Gaussian
fit we found that both peaks in PI signal and bright-field
signal differ in position by less than 0.3µm and differ in
width (i.e. standard deviation of the peak) by less than
0.1µm. This sub-micron alignment of signals suggests
that dark outlines observed via bright-field microscopy
correspond to a substantial amount of cell debris at the
interfaces between patches.

To quantify the localization of dead cell debris at in-
terfaces throughout the biofilm, we measured the mean
intensity of PI signal as a function of distance from the
interface between strains (Fig. 2f, see Supplementary for
more details on the image analysis). The intensity of
the PI signal decays with distance from the strain inter-
face, and reaches half its maximum value at a distance
of 1.4µm. We applied the same image analysis to bright
field images and characterized the dark outlines at the
strain interfaces. The dark outlines lead to a similar
decaying curve, reaching half its maximum value at a
distance of about 1.8µm (Fig. 2f) or higher, depending
on the chosen threshold value during image analysis (sup-
plementary Fig. S1c). Both curves confirm that dead cell
debris is highly localized at the interface between strains.
Crucially, the estimated dead cell debris layer thickness
is larger than the length of a V. cholerae cell.

To account for the observed slow rate of killing after
3 h, the dead cell debris that separates competing strains
must also be stable over long periods of time. We ob-
served that debris from one individual dead cell remained
clearly visible for at least 60 minutes, even as it was re-
located via forces exerted by neighboring cells as those
reproduce and die (Fig. 2g). However, the emergence of
more dead cells in close proximity inhibits tracking for
longer times.

To quantify the persistence of dead cell material
over long times, we mixed 98% T6SS+ killer cells and
2 % T6SS- target cells and inoculated at high density
(OD600 = 10), so experiments began with close-packed
cellular monolayers. Target cells were very far from each
other, allowing us to isolate and track individual stained
dead cells over long times (∼ 10 h). All 117 individual
target cells died within 1.2 h of inoculation (Fig. 2h), and
were tracked by PI labeling afterwards. The number of
dead cells with detectable PI signal slowly decreased over
time. The decrease in the number of PI-labeled dead cells
may be due to a local loss in the presence of dead cell
debris, e.g., the material may degrade and diffuse away.
Note that the PI-labeled area per dead cell also decreased
over time (Supplementary Fig. S5), which may be caused
by degradation or compaction of dead cell debris. How-
ever, despite the observed decrease of dead cell debris,
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with both the interface between strains as well as dark
outlines in bright-field microscopy.

The evidence presented in Fig. 1 and Fig. 2 suggests
that accumulated dead cell debris prevents contact be-
tween cells and thus prevents contact killing. However,
these data cannot rule out counter-hypotheses such as a
change in T6SS gene expression, nutrient density, or oxy-
gen concentration. To directly test if the presence of dead
cell debris hinders killing, we mechanically disturbed the
structural organization of the biofilms and thus broke
down dead cell debris barriers, without otherwise altering
biofilm conditions (see sketch in Fig. 3a). First, we stud-
ied a co-culture of killer and target V. cholerae strains.
We inoculated the strains at a low initial concentration
(OD600 = 1) between an agar plate and a cover glass,
and began the measurement after a dense layer of cells
formed. Killer cells initially expanded their population;
by 3 h, the expansion of killer cells halted (Fig. 3b). Af-
ter 4.5 h we sheared the biofilm by rotating the cover slip
with respect to the agar pad in small circular motions
(diameter ∼ 2mm), until both strains and the dead cell
debris were well mixed. After the perturbation, we ob-
served an immediate increase in the fraction of killer cells
indicating that killing resumed (Fig. 3b). However, the
killer strain took over space almost completely and the
remaining target cell domains are too small for us to ob-
serve if dead cell debris barriers formed again to separate
killer and target cells.

Thus, we performed a new perturbation experiment
with two ‘mutual’ killer V. cholerae strains, i.e., each
strain was T6SS+ and able to kill the other strain. At 5 h,
well after population changes had dramatically slowed
(Fig. 3d), we sheared the biofilm (Fig. 3e), thoroughly
mixing the two strains and the dead cell debris. Af-
ter mixing, we observed that large clonal domains again
formed over time, indicating that killing had resumed.
Further, we observed that these domains became sep-
arated by dead cell debris and eventually killing again
ceased (Fig. 3f). After shearing and mixing the biofilm
a second time (at 19.5 h, Fig. 3g), we again observed
the growth of clonal domains that eventually became
separated by dead cell debris (Fig. 3h). These findings
demonstrate that T6SS killing was prevented by dead cell
debris barrier formation, and not by other factors such
as nutrient depletion or changes in cell behavior or cell
density.

We quantified the growth, and mechanical destruction,
of clonal domains by measuring the characteristic length
of domains, L, of the fluorescent killer strain (Fig. 3i,
filled circles) (see supplementary material for details).
L grows rapidly during the first ∼ 3 h, and much more
slowly after that time. Upon the first mixing event, L im-
mediately drops to the size of about three cells (Fig. 3e,g).
After that, L increases again, demonstrating that killing
had resumed. We obtained a qualitatively similar trend
when mixing the biofilm a second time, as indicated by
a sudden decrease in L, followed by an increase. As a
control, we measured L for a biofilm that was not me-

chanically perturbed. The characteristic domain length
that emerges after ∼ 3 h in the undisturbed biofilm in-
creases by less than 8% over the next 37 h (empty circles
in Fig. 3h); in other words, the characteristic length of
domains remains nearly constant after initial domain for-
mation has occurred.

C. Limited invasion via contact killing

The above results show that the accumulation of dead
cell debris can limit the utility of T6SS-mediated killing
within biofilms. Contact killing initially eliminates oppo-
nent cells, structuring the biofilm population—but only
until dead cell debris accumulates and killing nearly
ceases. These observations suggest that the T6SS may
have limited ability to facilitate biofilm invasion and that
completely taking over a biofilm from a small number of
T6SS+ cells would be unlikely. To test the ability of
T6SS-facilitated invasion, we examined the behavior of
single killer cells in dense environments.

We mixed 1 % fluorescent killer cells with 99% non-
fluorescent, susceptible target cells, which were otherwise
isogenic to the killers. We inoculated and confined an
initially dense monolayer of cells (OD600 = 10) on LB
agar pads such that single killer cells were completely
surrounded by target cells. We also performed control
experiments in which the 1% fluorescent cells were de-
fective killer cells (T6SS-). We found that after 24 h of
growth the final killer population was only ∼ 1.5X larger
than the final fluorescent defective killer control popula-
tion (Fig. 4b,c). In particular, clonal domains of killer
cells had a mean size of 18.9µm2 (standard deviation
of 26.7µm2); defective killer control cells formed clonal
domains with a mean size of 10.6µm2 (standard devia-
tion of 14.9µm2). Thus, while killer cells expanded their
population more than killing-deficient cells, they were in-
capable of invading the existing biofilm and eliminating
their competitors.

Up to this point, all presented experiments were per-
formed in confinement, i.e., biofilms were grown confined
between an agar pad and a glass cover slip, to optimize
the set-up for microscopy and exclude height-dependent
differences [43, 65]. While bacteria often inhabit con-
fined geometries in natural settings [66], it is unclear if
confinement itself impacts population dynamics. Thus,
we next explored contact killing in unconfined environ-
ments, by growing biofilms without a cover slip limiting
their height. For both mutual and unidirectional killing,
we again observed that the (stronger) killer population
rapidly increases for the first 3 h, at which point killing
slows substantially (Supplementary Fig. S4c,d) and a
layer of dead cell debris separates competing strains.

We also repeated the experiments on expansion of sin-
gle active and defective single killer cells in dense envi-
ronments but without confinement. For both killer and
defective killer experiments, biofilms reach a height of
92µm ± 2µm after 24 h of growth. Similar to the re-
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dead cell debris eventually prevents killing and protects
the target strain from elimination. Such physical pro-
tection stands in stark contrast with active, species-
dependent defense mechanisms that are controlled ge-
netically [36, 38, 40, 41]. Physical barriers represent an
emergent first line of defense that do not require active
sensing or control and are species independent. Other
defense mechanisms, e.g. immunity proteins acquired
through horizontal gene transfer [87], may help protect
small numbers of target cells and become relevant if cells
touch directly, e.g. before the debris barrier forms or
after the debris barrier is broken down.

In this vein, it is important to note that the efficacy
of T6SS killing, and thus potentially the role of debris
accumulation, can vary among different combinations
of strains [88]. In fact, previous measurements demon-
strated that the killing ability of V. cholerae strains in
traditional competition assays can vary by one to seven
orders of magnitudes [29]. These observations suggest
that T6SS killing may be highly effective in some but
not all scenarios. The results presented here suggest that
the efficacy of T6SS killing also depends on the stability
of the cell debris barrier and the rate at which cells can
overcome the barrier. The barrier may be broken down
through the predation and consumption of dead cells [89],
by secreted enzymes (such as lipases or DNases), by shear
flow [90] or other mechanical perturbations, among other
potential mechanisms. The rate at which dead cell de-
bris breaks down may also be impacted by the chemi-
cal environment and the action of the delivered toxins
[88, 91], which are known to exhibit a wide range of ef-
fects from growth inhibition to lysis [20, 21, 35, 92, 93].
Further, while we observed similar characteristics of cell
debris accumulation across different co-culture competi-
tions containing V. cholerae, E. cloacae, and V. harveyi,
the material and physical characteristics of dead cell de-
bris may vary across different combinations of competing
strains or species, impacting how long accumulated cell
debris prevents contact killing. For example, if compet-
ing strains grow at different rates, reproduction may al-
low the faster growing strain to push through the barrier.
Further, motility may enable cells to penetrate barriers
as well.

Yet, while several mechanisms may make the debris
barrier less stable, dead cell debris is always an obstacle
as dead bacteria do not instantaneously disappear. The
relative ability or inability of dead cell debris to inhibit
contact killing is not a question of if this effect is present,
but instead depends on the time scale on which dead cell
debris accumulates and how long debris barriers persist.
In other words, while the steric hindrance by dead cell
debris is likely quite general, the impact of debris barriers
is specific to the experimental or ecological details [88].

The accumulation of dead cell debris and barrier for-
mation may hold wide ranging consequences in a vari-
ety of contexts. We observe that dead cell debris fa-
cilitates the coexistence of antagonistic strains, includ-
ing allowing killer cells to coexist with non-killer strains

that cannot fight back. This concept may apply to other
modes of microbial killing [4], such as killing mechanisms
that act over longer distances via diffusible deadly bio-
molecules [94], phages [95] and bacteriocins [96]. These
killing mechanisms will typically only be effective within
some diffusion length. Killing may thus be hindered if a
dead cell debris barrier longer than the diffusion length
forms. Moreover, dead cells locally alter the chemical and
material composition, promoting biofilm dispersal [97],
providing a source of nutrients [98], or protecting against
antibiotics [99, 100]. Finally, the phenomena we observe
are reminiscent of territorial resource competition seen in
a variety of ecosystems at various scales [101]. Previous
models have suggested that such effects play important
roles in maintaining diversity [102, 103]. Specifically, the
barrier formation we observe is similar to gap formation
that occurs during competition between plants [104, 105].

In conclusion, it is striking that contact killing indi-
rectly facilitates the coexistence of antagonistic strains
[106]. These results suggest that the T6SS, and per-
haps other contact killing mechanisms, may not always
prompt a microbial ‘arms race’. Instead, T6SS-mediated
killing may also stabilize diverse communities and the
increase in dead cell biomass may facilitate bacterial in-
teraction and survival against external attacks. Further,
these results align with recent works which question the
ecological purpose of bacterial production of antibiotics
[85, 107]. Nevertheless, the fact that contact killing facil-
itates coexistence suggests that the impact of the T6SS
in bacterial consortia is complex, and the T6SS is more
than simply a potent weapon.
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