Dynamic Effects on Migratory Aptitudes in Carbocation Reactions
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ABSTRACT: Carbocation rearrangement reactions are of great significance to synthetic and biosynthetic chemistry. In pursuit of a
scale of inherent migratory aptitude that takes into account dynamic effects, both uphill and downhill ab initio molecular dynam-
ics (AIMD) simulations were used to examine competing migration events in a model system designed to remove steric and elec-
tronic biases. The results of these simulations were combined with detailed investigations of potential energy surface topography
and variational transition state theory calculations to reveal the importance of non-statistical dynamic effects on migratory apti-

tude.

1.Introduction

One could argue that the field of carbocation rearrange-
ment reactions was birthed in 1859 when Fittig treated pina-
col with sulfuric acid and discovered the pinacol rearrange-
ment.' Since then, carbocation rearrangements have been
shown to play critical roles in biological,? synthetic,® and phys-
ical organic chemistry,® both because of the efficiency by
which such rearrangements can be used to construct complex
polycyclic systems and because they have served as testing
grounds for non-traditional bonding and mechanistic con-
cepts such as three-center two-electron bonding,® flat poten-
tial energy surfaces (PESs) in which expected intermediates
are not minima,‘5 anchimeric assistance,7 post-transition state
bifurcations (PTSB)," and non-statistical dynamic effects (in-
cluding memory effects).® In most cases, it is theoretically
possible for more than one group to migrate to a given carbo-
cation center during rearrangement. The tendency of a group
to migrate, its “migratory aptitude”, depends both on the
inherent properties of the group and on context. The latter is
related to, for example, what type of carbocation will be
formed upon migration (e.g., tertiary vs. secondary) and the
orientation of the migrating group relative to the formally
empty p-orbital on the carbocation (carbenium ion) center
(e.g., hyperconjugated or not). Here we focus on the former,
especially the dynamic behavior of the migrating group, in
pursuit of a new scale of “migratory aptitude that accounts
for dynamic effects”.

Much work has been done in the field of carbocation mi-
gratory aptitudes over the past few decades, from both ex-
perimental and theoretical perspectives. Experimental efforts
focused on measuring rates for various simple rearrange-
ments and comparing yields between different migrations.’
For instance, Vogel and co-workers demonstrated the high
migratory tendency of acyl groups in multiple synthetically
relevant scenarios.'’ Frontier and co-workers examined the
balance between electronic effects and steric hindrance in
their examination of sequential Narazov electrocycliza-
tion/Wagner-Meerwein rearrangement reactions.' These are
but two examples that showcase the relevance of the migra-
tory aptitude concept to synthetic organic chemistry.

Early theoretical work utilized density functional theory
(DFT) to locate transition state structures (TSSs) and compare
their energies to predict migratory aptitudes.'> More recently,
molecular dynamics (MD) simulations by Riveros, Longo and
co-workers were used to probe non-statistical dynamic ef-
fects on migratory aptitudes associated with the absence of
minima corresponding to secondary carbocations.*®** These
two examples highlight the two common types of approaches
— static and dynamic — employed in computational studies
on carbocation rearrangement reactions.

While it is well-known that various factors contribute to the
magnitudes of migratory aptitudes, a common rule of thumb
for estimating migratory aptitude is: groups that better stabi-
lize a carbocation will migrate preferentially. This guideline
captures, to some degree, the fact that positive charge gen-
erally builds up on a group during migration to a carbocation
center. But there are notable exceptions to this rule of
thumb. For example, in some cases less substituted CR,
groups have been shown to migrate preferentially over more
substituted CR, groups, even when significant differences
between the stability of resulting carbocations are not appar-
ent. Also, H atoms can display a high migratory tenden-
cy.'""® Recent work also has shown that the inherent proper-
ties of the migrating group can be overwhemed by the prop-
erties of the framework over which migration occurs.” Here
we revisit the concept of migratory aptitude in pursuit of a
theoretical framework that provides both fundamental un-
derstanding and principles that are useful for synthesis de-
sign.

Inspired by the pinacol rearrangement,*® which has served
as a useful platform for evaluating migratory aptitudes in the
past and for which previous simulations indicate the im-
portance of non-statistical dynamic effects,"”*® we designed
the model system shown in Scheme 1. In this system, both R*
and R? are oriented similarly with respect to the leaving group
and carbocation center formed upon its departure, so that
conformational issues are avoided. Migration of either R' or
R? will lead to a benzylic cation so that product stability issues
are minimized. The group that migrates moves towards the
non-migrating group, which should minimize differences in



steric congestion as one or the other group migrates. In short,
this system was designed to minimize context effects so that
inherent migratory aptitudes can be exposed. In addition, the
leaving group chosen here was water, rather than an anionic
leaving group, to minimize charge separation during reaction
and associated complications.” This system was also designed
such that initial leaving group loss would lead to a secondary
carbocation expected not to be a minimum on the PES,**"
which would lead to a PTSB," i.e., there would be a single
ambimodal® TSS followed by pathways downhill in energy to
the products of migration of R' and R, thereby forcing migra-
tory preferences to be controlled by non-statistical dynamic
effects. While our results bear out the expectation that the
secondary cation is not a minimum, separate TSSs for con-
certed (but asynchronous) water loss and migration were
found for R* and R%; this scenario complicated our analysis but
also introduced an opportunity to examine additional aspects
of migratory behavior.

We applied several computational approaches and reactivi-
ty models to characterize behavior during migration. Our
main approach involved uphill ab initio molecular dynamics
(AIMD) simulations,*“**! in which additional momenta were
added to reactants to promote water loss. The validity of such
an approach is supported by comparisons with experimental
product distributions (vide infra). The relative abundance of
trajectories for migration of R* and R® provides a measure of
migratory ability. We compared these predictions to predic-
tions arrived at by comparing free energies of TSSs on PESs*
and by comparing free energies of variational transition
states (VTSs).” Intrinsic reaction coordinates (IRCs)** and
models of PESs, as well as the results of downhill AIMD simu-
lations (initiated from VTSs) were also explored; these point-
ed to potential roles of recrossing and pathway bifurcations.
We arrived at a ranking of migratory aptitudes and a model in
which this ordering is rationalized based on dynamic effects.
Ultimately, we tested our methods on a real-world synthetic
example and these not only revealed non-statistical dynamic
effects, but also accurately predicted the product ratio ob-
served in the experiment (where other methods and models
did not).”

Scheme 1. Model reaction for comparing migratory apti-
tudes of R* and R%.

2. Computational Methods

Geometry optimizations and frequency calculations were
carried out with the Gaussian16 C.01 package® at the MO06-
2X-D3/6-31G(d)*’ level of theory (see Supporting Information
Table S1 for results of tests with more levels of theory).
DLPNO-CCSD(T)® calculations were performed with ORCA
4.2.1.%° PES minima and TSSs were identified by the number
of imaginary frequencies obtained in frequency calculations,
with 0 for minima and 1 for TSSs. VTSs and free energy reac-
tion coordinates were calculated with Gaussrat‘e/Po/yrat‘e.29
Quasi-classical AIMD simulations from reactants and VTSs
were performed using the Progdyn script with a temperature
of 298 K in the NVE ensemble.*" The vibrational modes and
forces were calculated quantum mechanically while the tra-
jectories were propagated classically using the velocity Verlet
algorithm with a timestep of 1 fs.** For uphill dynamics,
breaking of the C—O bond was promoted by adding energy to
the momentum vectors that have the direction of elongating
the C-0 bond, i.e., we only examine trajectories associated
with water loss. Different amounts of excess energy were
tested and compared with the experimental results. While
the selectivity of migration varies (see Table S2 in Supporting
Information and section 3.6 for details), the results indicate
that the variation is not large (maximum deviation of less
than 10%). Consequently, we used an excess energy of 25.0 +
0.1 kcal/mol for all systems. The thresholds of C-C and C-H
bond formation used to terminate trajectories were 1.6 A and
1.1 A, respectively. Due to the rigidity of the molecule and the
distance between the migrating groups, the influence of con-
formational flexibility on uphill dynamic simulations is ex-
pected to be small and was not examined exhaustively (see
Supporting Information for details). CYLview was used for
visualization of molecular geometries.*
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3. Results & Discussion

3.1 Shape of PES. To provide context for the results of our
dynamics simulations, a 2D contour plot of the PES for the
secondary carbocation formed for the R' = acyl, R® = iso-
propyl system was calculated (Figure 1). The PES was derived
by scanning the C'-R" and C'-R” bond lengths while relaxing
all other degrees of freedom. The void space at the bottom
left of the PES results from the two migrating groups being
too close to each other and associated SCF convergence fail-
ures. Some regions of discontinuity in energy are also likely
the result of the use of only two degrees of freedom. Despite
these complications associated with reduced-dimension
(much less than 3N-6 dimensions corresponding to all de-
grees of freedom) PESs, important features are revealed in
this plot. The three valleys correspond to the reactant (top

right) and two products (top left and bottom right). Points
corresponding to the bond lengths in both TSSs (and VTSs,
vide infra) are labeled. Again, the reduced dimensionality of
this PES is partly responsible for these TSSs not residing at
points that look like simple first-order saddle points. Uphill
trajectories also have been projected onto the PES (curved
lines), and these will be discussed below. One noteworthy
feature of this PES is that the reactant minimum is surround-
ed by roughly oval contours that connect the pathways to
each of the two products, i.e., the two competing pathways
are not separated by a high energy feature in the region be-
tween transition states. As a result, leakage between these
two pathways is possible, i.e., trajectories initially progressing
towards one product may end up in the other by traversing
this relatively flat region of the PES. Such a feature implies



that the behavior after passing through the transition state
regions cannot be neglected, a scenario for which transition
state theory fails to account.*® This scenario mandates cau-
tion in attempting to make selectivity predictions based on
energies of transition states alone.

3.2 Uphill dynamics. Uphill AIMD trajectories were initiated
from the reactant for systems with a variety of R' and R’
groups (reasonably representative of those of interest to syn-
thetic chemists; Table 1). The percentage of trajectories lead-
ing to each product, along with barriers for formation of each
product based on free energies of TSSs (and VTSs for selected
systems; see below) are shown in Table 1. Since each system
has a built-in competition between two migrating groups, we
arrive at an overall, qualitative, ordering of migratory abili-
ties, assuming that the migratory aptitude is transitive. The
AIMD results indicate the following order of migratory apti-
tude: cyclobutyl > vinyl = Ph > CH,-cyclopropyl = cyclopropyl =
iso-propyl = acyl > allyl = ethyl > methyl = H > methoxymethyl.
While a similar ordering is arrived at using free energies of
TSSs, the magnitudes of some preferences vary significantly in
AIMD-based and transition state free energy-based predic-
tions, especially with H or acyl groups as migrators.



Table 1. Results of uphill dynamic simulations, conventional and variational free energy barriers and predicted product ratios

(MO06-2X-D3/6-31G*), energies in kcal/mol).
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based duct - Total trajec-

o i i o i k3 product prc{ uct - p i tories
% NG TSS AG VTS % DG 7SS AG VTS ,u4j  Fof0  ratio
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6 HC—R 79% 9.6 10.2 So"13% 97 103 86:14  54:46  54:46 176
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16 HC—R 24% 7.4 T\, 69% 6.5
17 g 33%82 8.3 T\, 58% 6.5
18 )\R 33% 7.4 7.5 T\, 50% 5.6
19 > 34%63 O—r64% 6.4
20 D 33%6.7 O—r59% 6.7
21 D, 48%6.7 > 52% 7.0
2 J_ 41%45 >—r 47% 5.7

PN
23 j\ 33% 4.5 O—n67% 3.8
R

33:67 29:71 77
55:45 63:37 123
87:13 71:29 119
58:42 54:46 105
7.9 67:33 99:1 89:11 76
7.4 53:46 77:23  66:34 72
5.5 50:50 16:834  24:76 137
5.6 40:60 4:96 17:83 128
5.5 26:74 2:98 8:92 100
26:74 19:81 114
6.8 36:64 5:95 8:92 143
5.8 40:60 4:96 6:94 76
35:65 54:46 117
36:64 50:50 123
48:52 62:38 122
45:55 88:12 116
33:67 24:76 213

3.3 Variational transition states. To make sure that differ-
ences between predictions based on AIMD and transition
state energies were not the result of neglecting variational
effects,”® canonical VTSs were located for a subset of sys-
tems. Compared with predicted product distributions based
on conventional TSS free energies, some of those based on
VTS free energies are closer to the results of uphill AIMD sim-
ulations (Table 1). Still, the VTS-based and AIMD-based pre-
dictions often differ substantially. Free energy-based reaction
pathways were also computed. Representative pathways, for
the R'= methyl, R?> = methoxymethyl system, are shown in
Figure 2. The black dashed line at the center indicates where
the conventional TSSs are located; the VTSs are earlier than

the TSSs, as expected for a fragmentation reaction based on
assumptions about entropy. For this system, the geometries
of the two VTSs are similar to each other, but skewed slightly
toward the geometries of reactants to which they are con-
nected. Several new intermediates (here, resulting from in-
clusion of ZPE; see Sl for details),35 are revealed along these
pathways as well, although these are very shallow (barriers <
0.5 kcal/mol). While some differences between TSSs and VTSs
and the pathways connected to them are present, these are
not large enough to rationalize the differences in predicted
product distributions derived from transition state energies
and uphill AIMD simulations.



10.5

é —Methyl
....... ; ~Methoxymethyl

10
595 1
£
=
S
<
>
=
29t
=

85

8 t t t t t t

-2 -1.5 -1 -0.5

0.5 1 1.5 2

Intrinsic Reaction Coordinate (amu'?-bohr)

Figure 2. Free energy profiles for the R'= methyl, R’ = methoxymethyl system. Geometries for the conventional TSSs correspond to the
‘0’ point on the horizontal axis. Positions and geometries of VTSs are indicated. In this plot, reactants are on the left-hand side and prod-
ucts are on the right-hand side. See Sl for plots with ZPE included but entropy excluded.

-249.1 2549 2603  -266.7 -2754 -2789 -2864 -296.7 -301.5 -307.2 -3203 -329.9
n L L L L

A
240 H
o
_ 260 )kn <>_n
S >
E R
=
3 PN
= R
< -0 No N
= A~
b= Pt
< L]
2 300 E L U
2 —
] ph—R L]
>
j==] :\
-320 4 "
H—R

—340

Figure 3. Hydride affinity of selected functional groups. The cal-
culation is performed at M06-2X-D3/def2-TZVPP level of theory.
The more negative the enthalpy is, the more thermodynamically
unstable the corresponding cation is.

3.4 Hydride affinities of carbocations. Our predicted order-
ing of migratory aptitudes does not bear out the rule of
thumb that better carbocation stabilizers migrate preferen-
tially. One simple approach for quantifying carbocation stabi-
lizing ability is to compare hydride affinities (HA) of cationic
forms of the migrating groups—a reasonable approach in that
migrating groups generally accumulate positive charge during
migration (i.e., TSSs often resemble cations complexed to

alkenes).* For HAs we use here enthalpies for the reaction of
a cation R with H™ to form neutral R-H. Using these values
(Figure 5), we arrive at the following order of migratory apti-
tudes: acyl > cyclobutyl > CH,-cyclopropyl > iso-propyl >
methoxymethyl > allyl > ethyl > cyclopropyl > phenyl > vinyl >
methyl. Some significant deviations are observed when com-
paring this ordering to those predicted based on uphill AIMD
or transition state energies. For instance, although acyl cation
is the most thermodynamically stable cation among all the
functional groups tested, it is predicted to be a worse migra-
tor compared with cyclobutyl (Table 1). In addition, the mi-
gratory tendencies of the phenyl and cyclobutyl groups are
greatly underestimated compared to our dynamics-based
predictions (Table 1); while one might imagine that this is a
result of stepwise pathways involving phenonium ions or ring-
expansion, we find only concerted pathways for our systems.
The discrepancies between hydride affinity, statistical kinetic
models and dynamic simulations demonstrate the complexity
of accurately predicting migratory aptitudes.

3.5 Downhill dynamics and bifurcations. In pursuit of addi-
tional insights into the dynamic behavior of our systems, we
carried out downhill AIMD simulations for three systems initi-
ated from VTSs (Table 2). Our results reveal several important
behaviors. First, a small portion (~5%) of trajectories can ac-
cess both products, indicating that the two transition states
are not completely separated, consistent with the discussion
of 2D PESs and similarities of VTS structures above. In other
words, either of the two transition states can be viewed as an



ambimodal transition state, although well-defined valley-
ridge inflection points are here replaced by a flat portion of

Table 2. Downhill AIMD results with trajectories initiated from VTSs.

a 2 . R'/R’ratio R'/R’ratio R'/R” ratio . .
TS R R Recrossing VTS energy a b X Total trajectories
(VTS) (recrossing) (uphill)
H 47% 5%  48% 9.3 233
2:98 7:93 30:70 321
cyclopropyl 2% 37% 61% 7.0
methyl 63% 3% 34% 10.2 108
54:46 54:46 86:14
methoxymethyl 5% 64% 31% 10.3 121
vinyl 84% 2% 14% 6.8 161
8:92 7:93 36:64
ethyl 47% 0% 53% 8.3 110

a. The R'/R? ratio (VTS) is directly calculated from the Gibbs free energy difference (AAG) of the two VTSs.

b. Recrossing corrections are incorporated into the R'/R? ratio (recrossing) based on the downhill dynamic results, where it is calculat-

1 1
Ryrs1Pyrsi+RyrsaPyrsz

edas —— . The subscripts VTS1 and VTS2 indicate the ratio of product 1 or 2 (indicated in superscripts) in the downhill

2
RyrsiPyrsi+Ryrs2Pyrse

dynamics initiated from the corresponding VTSs. The Py;s indicates the ratio of each VTS based on Boltzmann distribution.

the PES, which allows the minor product to be accessed from
the region of the VTS for formation of the major product and
vice versa (this cross-over behavior also can be seen in the
uphill trajectories mapped onto the surface in Figure 1). The
failure of transition state theory to make meaningful predic-
tions when two pathways share one dividing surface is
known.”

Second, we find a large amount of recrossing, even when
initiating trajectories at VTSs. Although transition state theory
occupies a central position in the realm of chemical kinetics
because it is applicable to most chemical reactions,” it is sub-
ject to local-equilibrium and non-recrossing assumptions that
may become invalid in particular cases.*®*”** The non-
recrossing assumption states that a trajectory initiated from
the reactant region will pass through the dividing surface and
advance towards the product region without crossing back
through the dividing surface, but deviations from this behav-
ior have been reported. For example, Singleton and co-
workers have shown how recrossing can enhance selectivi-
ty.*® Singleton and co-workers also have pointed out that
extensive recrossing can serve as a probe for hidden dynam-
ical bottlenecks.”® Variational transition state theory allows
for some recrossing, but a VTS should be associated with min-
imal recrossing.”” For some of the cases in Table 2, a large
amount of recrossing is observed, up to 61%, despite initiat-
ing trajectories at VTSs. Such a high proportion of recrossing
trajectories is consistent with a fairly flat surface near the
VTS.2 The recrossing behavior also is captured in uphill dy-
namics simulations.

These cross-over and recrossing behaviors are manifested
in changes to distances between migrating groups and the
carbon that bore the water leaving group during trajectories.
In Figure 4 we plot these distances for representative trajec-
tories for a representative reaction (R'= cyclopropyl, R*= H);

the horizontal line across each plot indicates the correspond-
ing C—H distance in the H-migration VTS. In the top panel of
Figure 4 are shown trajectories that ultimately form the H-
migration product, and it is clear that the C—H distance some-
times dips below and then rises well above the C—H distance
in the VTS before dropping to the distance in the product. In
addition, the bottom panel of Figure 4, which shows cyclo-
propyl-migration trajectories, indicates that some of the tra-
jectories sample C—H distances similar to or shorter than
those in the region of the VTS for H-migration.

Accounting for cross-over and recrossing observed in
downhill AIMD simulations, however, does not change the
selectivity predicted using VTS very much. Since we suspect
there is a flat surface connecting the two VTSs (in analogy to
Figure 1), we expect the product ratio to be sensitive to the
position of the starting point for downhill dynamics trajecto-
ries, i.e., slightly different C—C or C-H bond distances may
lead to drastically different results. To verify this hypothesis,
downhill dynamics simulations for 3 (R*= cyclopropyl, R = H)
were initiated at positions different from the two VTSs (Figure
5). Even though deviations in initial geometries were not
large, deviations to product ratios were observed. Specifical-
ly, more minor product and, in some cases, less recrossing is
observed. Thus it appears that trajectories can roam around
the flat inter-transition state region before committing to
formation of a particular product (see also Figure 1). Simple
VTSs are unable to fully capture the topography of the energy
surface.
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Figure 4. Variations in C-H distances over time for the R'= cyclo-
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Figure 5. Downhill AIMD simulation results for system 3 (R1 =
cyclopropyl R’ = H) initiated from different starting points. The
colored bars indicate the ratios of products. Blue corresponds to
cyclopropyl migration and red corresponds to hydrogen migra-

tion. The total height of each bar indicates the total ratio of pro-
ductive trajectories versus recrossing trajectories. The regions of
reactant, cyclopropyl and H migration products are also labeled.
All bond lengths are in A.

3.6 Synthetic relevance. To probe how relevant the ap-
proach described above is to actual synthetic and biosynthet-
ic reactions, we investigated a carbocation rearrangement
used in Coates and co-workers’ biomimetic synthesis of nop-
sane sesquiterpenes.” The synthetic approach involved Wag-
ner-Meerwein rearrangement of a putative secondary carbo-
cation and competition between methyl migration and ring
expansion (Scheme 2; secondary carbocation not drawn). The
secondary carbocation itself is not a minimum on the PES,
and both migrations have their own TSSs — this scenario
matches that in our model systems. Here we assume that the
experimentally determined product ratio reflects kinetic se-
lectivity for formation of carbocations 24-A and 24-B. While
we cannot definitively rule out thermodynamic equilibration,
in that predicted reverse barriers are only ~12 kcal/mol, we
note that the experimentally observed product ratio is not in
line with the computed free energy difference for 24-A and
24-B and product formation in this case involves trapping by
solvent, a process whose rate is difficult to predict accurately.

Firstly, we tested whether predictions using conventional
transition state theory match the experimental selectivity.
Several levels of theory were examined (see Supporting In-
formation for details) and the highest, DLPNO-CCSD(T)/ def2-
QZVPP//M06-2X-D3/def2-TZVP),39 predicts a Gibbs free ener-
gy difference between competing TSSs of 3.3 kcal/mol. This
difference implies that no methyl migration product should
be observed. However, some methyl migration is observed
experimentally, with the observed ratio of products (88:12)
corresponding (if transition state theory is employed) to a
AAGT of 1.1 kcal/mol. The discrepancy between theory and
experiment is not resolved by employing VTSs (negligible cor-
rections; < 0.2 kcal/mol) or by incorporating implicit solvent
(AAG > 2.0 kcal/mol, see Supporting Information for details).

Scheme 2. Carbocation rearrangement in the synthesis of
nopsane sesquiterpene.

A : B Ratio

Conventional TST: 100:0

Variational TST: 100:0

Downhill dynamics from VTSs : 100:0
Uphill dynamics: 93:7

Uphill dynamics (additional momenta): 89:11
Uphill dynamics (SMD solvent model): 89:11
Experiment: 88:12

TS-A
0.4 keal/mol*

24-A
-11.3 keal/mol*

24
0.0 keal/mol [

TS-B 25
3.7 keal/mol* 24-B
-8.0 keal/mol*

Uphill Dynamics: 81 : 19

*Free energies at DLPNO-CCSD(T)/def2-QzVPP//M06-2X-
D3/def2-TZVP level of theory using tight-PNO.

Might non-statistical dynamic effects be at play here? To
investigate this possibility, downhill AIMD simulations were



initiated from the ring-expansion VTS. In the 152 trajectories
obtained, no methyl migration was observed. Clearly the
presence of a significant amount of the minor product cannot
be rationalized by only taking into account non-statistical
effects associated with downhill dynamics from the VTSs.

If a flat TS region of the PES spans the two competing tran-
sition states as described above, uphill trajectories will not
necessarily come near to a VTS. Thus, we again carried out
uphill AIMD simulations, here both with and without addi-
tional momenta associated with leaving group departure.
Additional kinetic energy ranging from 0 to 30 kcal/mol was
included in uphill dynamics simulations and a predicted ratio
of ~90:10 ratio was found for all the energies (Scheme 2; 365
trajectories with additional momenta; 79 trajectories without
additional momenta), consistent with the experimentally
observed ratio of 88:12. Additionally, we examined the effect
of implicit solvent. Uphill dynamics simulations (118 trajecto-
ries) using the SMD model® led to a predicted product ratio
of 89:11, consistent with the gas phase prediction (see Sup-
porting Information for additional details). This result implies
that solvent does not influence the dynamic effects observed
for this system, although this contention should be tested
with explicit solvent (a goal for our future work).

Could we have predicted this outcome using our model sys-
tems alone? Yes. As shown at the bottom right of Scheme 2,
competing a cyclopentane ring expansion against a methyl
shift in our framework leads to a predicted ratio from uphill
AIMD simulations of 81:19, a less accurate but reasonable
match.

In summary, the presence of the minor product observed in
experiment was not predicted by comparing TSS or VTS free
energies or by carrying out downhill AIMD simulations from
either. Only uphill AIMD simulations — which allow conse-
quences of a flat inter-transition state region of the PES to be
expressed, led to reasonable predictions.

4. Conclusions

We set out to reexamine the concept of migratory aptitude
of organic groups from a perspective that includes dynamic
effects. While we present here a ranking of migratory apti-
tudes based on uphill dynamics simulations on model systems
designed to capture inherent preferences, the behavior of
these model systems turned out to be more complex than
expected. This complexity arises in large part from using a
molecular framework that allows two migrations to compete
with each other. However, this complexity has allowed us to
highlight several unusual and/or oft-overlooked behaviors
that can influence selectivity. These include momentum ef-
fects associated with low barriers and recrossing and inter-
transition state roaming associated with the sharing of divid-
ing surfaces by competing transition states.’®*' While not all
experimental systems will have competing transitions states
with shared dividing surfaces, it is likely that many will, given
the metastability of many carbocations. The examples de-
scribed here highlight the relevance of such concepts to or-
ganic reactions of synthetic and biosynthetic relevance.***'**
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