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ALLEN-CAHN MIN-MAX ON SURFACES

Christos Mantoulidis

Abstract

We use a min-max procedure on the Allen-Cahn energy func-
tional to construct geodesics on closed, 2-dimensional Riemannian
manifolds, as motivated by the work of Guaraco [Gua18]. Bor-
rowing classical blowup and curvature estimates from geometric
analysis, as well as novel Allen-Cahn curvature estimates due to
Wang-Wei [WW19], we manage to study the fine structure of po-
tential singular points at the diffuse level, and show that the prob-
lem reduces to that of understanding “entire” singularity models
constructed by del Pino-Kowalczyk-Pacard [dPKP13] with Morse
index 1. The argument is completed by a Morse index estimate
on these singularity models.

1. Introduction

The Allen-Cahn equation is an elliptic partial differential equation
describing phase separation in multi-component alloy systems. It is:

(1.1) ε∆u = ε−1W ′(u),

where W is a double-well energy potential, and ε > 0.

Definition 1.1. A smooth map W : R → R is called a double-well
potential provided:

1) W is nonnegative, and vanishes at t = ±1:

(H1) W ≥ 0, W (t) = 0 ⇐⇒ t = ±1;

2) W has a unique critical point between its global minima, at t = 0,
which is nondegenerate:

(H2) tW ′(t) < 0 for 0 < |t| < 1, and W ′′(0) 6= 0;

3) W is strictly convex near ±1:

(H3) W ′′(t) ≥ κ > 0 for |t| > 1− α, α ∈ (0, 1);

in this paper we will additionally assume:

4) W is even:

(H4) W (t) = W (−t) for t ∈ R.
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Example 1.2. The standard double-well potential is

W (t) =
1

4
(1− t2)2;

the corresponding equation (1.1) is

ε∆u = ε−1(u3 − u).

There are strong parallels between the study of minimal surfaces and
the study of phase transitions. Roughly speaking, the level sets

{uε = t}, t ∈ (−1, 1),

of solutions uε to (1.1) converge (in a sense to be made precise) to mini-
mal hypersurfaces, as ε→ 0. There has been a lot of work done in explo-
ration of the analogy between these two equations; we refer the reader,
as a starting point, to study the works of del Pino-Kowalczyk-Wei
[dPKW13], del Pino-Kowalczyk-Wei-Yang [dPKWY10], Hutchinson-
Tonegawa [HT00], Tonegawa-Wickramasekera [TW12], and references
therein for more information.

In recent novel work, M. Guaraco [Gua18] successfully used min-max
theory together with the theory of phase transitions to give an alternate
proof of the existence of minimal hypersurfaces in closed Riemannian
manifolds of ambient dimension 3, 4, 5, 6, 7. This result was originally
proved in this generality by R. Schoen and L. Simon in [SS81] using
the Almgren-Pitts min-max theory.

Guaraco’s method cannot extend to the construction of geodesics on
two-dimensional surfaces, due to the potential formation of singular ge-
odesic junctions. H. del Rio Guerra, C. Garza-Hume, and P. Padilla had
successfully used the method of phase transitions to construct embedded
geodesics in [dRGGHP03] subject to a nonpositivity or nonnegativity
condition on the Gauss curvature of the two-dimensional surface, which
precisely allows to rule out singularities.

In this work, we circumvent the complication introduced by the for-
mation of singularities by employing a diligent study of the diffuse (small
ε > 0) problem prior to the singularity formation, instead of the limiting
problem (ε→ 0) where singularities have formed. This is closer in spirit
to the work of Y. Tonegawa and N. Wickramasekera [TW12] than to
[Gua18]. We are indeed successful in lifting the curvature condition—
at the expense of embeddedness—by understanding the precise nature
of the singularities that may occur:

Theorem 1.3. Any closed Riemannian manifold (Σ2, g) admits a
closed immersed geodesic with at most one self-intersection; the inter-
section, if it exists at all, is transverse.

Remark 1.4. Such (Σ2, g) all contain closed and embedded geodes-
ics. (See, e.g., the work of L. Lyusternik and L. Schnirelmann [LS47].)
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The point is that we are able to make use of phase transitions in this
context.

The most common way to study singularity formation in geometric
analysis is to “blow up” the picture near the singular point and obtain,
in the limit, a so-called singularity model. This model is then studied
in isolation, and results about it are used to understand the structure
of the original singularity.

In the phase transition model, singularity models will correspond to
nonconstant solutions u : Rn → R of (1.1), with |u| < 1 and ε = 1.
When n = 2, finite-index singularity models turn out to coincide with
those constructed by M. del Pino, M. Kowalczyk, and F. Pacard in
[dPKP13]. In Section 3.3 we confirm that the complexity of these
singularity models at infinity has a direct effect on their Morse index
(see Definition 2.1). More specifically, we prove the following theorem
on the Morse index of elements in the moduli space M2k of 2k-ended
solutions of (1.1) in R2 with ε = 1 (see Definition 3.7).

Theorem 1.5. Let u ∈M2k, k ≥ 2. Then ind(u) ≥ k − 1.

(Note added in proof process of manuscript: Liu-Wei [LW] recently
claimed that, for the sine-Gordon equation, ind(u) = 1

2k(k − 1).)
Such results are common in minimal surface theory: the index of a

minimal surface is related to its topology; we refer the reader to the work
of O. Chodosh and D. Maximo [CM16] for more information on this.
Theorem 1.5, thus, helps further solidify the analogies between phase
transitions and minimal surfaces. Closest in spirit to this theorem in
minimal surface theory is a result of A. Grigorýan, Y. Netrusov, and
S.-T. Yau [GNY04, Section 6.4].

Given Theorem 1.5, the strategy for the proof of Theorem 1.3 is as
follows (we refer the reader to Section 2 for all the notation):

1) Produce a sequence {(ui, εi)}i=1,2,... ⊂ C∞(Σ) × (0,∞), limi εi =
0, with controlled Eεi-energy, and where each ui is a nontrivial
critical point of Eεi with Morse index ≤ 1.

2) Up to a subsequence, show limi Vεi [ui] = V∞ with spt ‖V∞‖ a
geodesic network with at most one singular junction, p∗.

3) Study the convergence Vεi [ui] ⇀ V∞ near p∗ using blowups remi-
niscent of minimal surface theory, and Theorem 1.5’s classification
of Morse index-1 singularity models in R2, to show all singular
points have density 2 and are thus intersection points of immersed
geodesics (see Appendix A).

Remark 1.6. After the completion of this manuscript, O. Chodosh
and the author were able to obtain the following partial generalization
of the aforementioned three-step program: one may study critical points
{(ui, εi)}i=1,2,... ⊂ C∞(Σ)× (0,∞), limi εi = 0, with Morse index ≤ I0,
and conclude that:
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i) at most I0 singular points form, and
ii) the sum, over each singularity, of its density minus 1, is ≤ I0.

This result will not be presented in this paper for the sake of brevity (it
doesn’t require the introduction of new ideas, just an inductive argu-
ment) and because it has more limited geometric appeal (such limiting
geodesic networks aren’t necessarily smoothly immersed).

The first step of this program appears verbatim in the work of M.
Guaraco [Gua18]. The second step follows from a classical covering
argument in minimal surface theory. The difficulty is in the third step,
where we need to perform blowups carefully: we cannot afford to lose
density information in going from the local picture of (ui, εi) near p∗ to
the blown up entire solution over R2 with ε = 1. This is a particularly
delicate matter, seeing as to how interfaces don’t generally appear in
the same O(εi)-scale. This is the content of Proposition 4.18, which
effectively shows that the convergent interfaces of {ui}i=1,2,... all appear
in the O(εi)-scale around the singularity by way of a uniqueness of
tangent cones-type result. In order to prove this result, we make use
of recent novel estimates of K. Wang and J. Wei [WW19] for stable
solutions of (1.1).

Acknowledgements. The author would like to thank O. Chodosh for
bringing the problem to his attention, and R. Schoen, R. Mazzeo, K.
Wang, L. Simon, M. Guaraco, D. Cheng, and C. Li for useful con-
versations. The author would also like to thank the Department of
Mathematics at the University of California, Irvine, where part of this
research was carried out, as well as Stanford University and the Ric
Weiland Graduate Fellowship at Stanford, which partially supported
this research, alongside NSF grant DMS-1613603.

2. Background

2.1. Notation. We point out the following notational choices, which
may deviate from some papers in the literature:

1) Completeness and compactness refer to metric completeness. Thus,
a complete or compact manifold may or may not have boundary.

2) Compact manifolds without boundary are referred to as being
closed.

3) Ck spaces are all endowed with the Banach space norm

|f |Ck(Ω) =
k∑
j=0

‖f‖L∞(Ω);

Ckloc(Ω) denotes the set of all functions f : Ω → R which are in

Ck(K) for every compact K ⊂⊂ Ω, and Ckc (Ω) denotes the set of
all functions f : Ω→ R which are in Ck(Ω) and spt f ⊂⊂ Ω.
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4) C∞(Ω) denotes the Fréchet space generated by the intersection of
all Ck(Ω), k ∈ {0, 1, . . .}; C∞loc(Ω), C∞c (Ω) are defined analogously.

5) See Appendix A for notation relating to geometric measure theory.

2.2. Variational structure. (1.1) arises as the Euler-Lagrange equa-
tion for critical points of the energy functional

(2.1) Eε[u] =

∫ (ε
2
|∇u|2 + ε−1W (u)

)
dυ;

i.e., zeroes u ∈ C∞loc of the first variation functional,

(2.2) δEε[u]{ζ} =

∫ (
ε〈∇u,∇ζ〉+ ε−1W ′(u)ζ

)
dυ.

One can make precise the notions of stability and Morse index in
the Allen-Cahn setting by turning to the second variation operator,

(2.3) δ2E[u]{ζ, ψ} ,
∫
M

(
ε〈∇ζ,∇ψ〉+ ε−1W ′′(u)ζψ

)
dυ.

Associated to δ2E[u] is the linear elliptic operator −ε∆ + ε−1W ′′(u),
corresponding to the Jacobi operator in minimal surface theory. The
Morse index of a critical point measures the number of linearly inde-
pendent unstable directions for energy. From a physical perspective,
unstable critical points are a lot less likely to be observed than stable
ones. These notions are all standard in the compact setting, but one
needs to be more careful in the noncompact setting.

Definition 2.1 (Stability, Morse index). Suppose (Σn, g) is a com-
plete Riemannian manifold, and U ⊂ Σ \ ∂Σ is open. A critical point u
of Eε U is said to be (linearly) stable on an open subset U ′ ⊂ U if

δ2Eε[u]{ζ, ζ} ≥ 0 for every ζ ∈ C∞c (U ′).

It is said to have Morse index k on U ′, denoted ind(u;U ′) = k, provided

max{dimV : V ⊂ C∞c (U ′) is a vector space such that

δ2Eε[u]{ζ, ζ} < 0 for all ζ ∈ V \ {0}} = k.

If u is stable on U ′, then ind(u;U ′) = 0. We will write ind(u) when the
choice of U ′ is clear from the context.

In Section B of the appendix we show that C∞c above can be success-

fully replaced by W 1,2
0 under the assumption of quadratic area growth,

and give access to many similar theorems as in the case of compact do-
mains. Note that ind(u;U ′), as defined here, coincides with ind(δ2Eε[u]
U ;U ′) in the appendix for ε = 1. Implicit in the notation ind(u;U ′) = k
is a choice for the parameter ε; this choice will always refer to the unique
ε for which u is a critical point of Eε U .
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2.3. Geometric structure. To any u ∈ C∞loc(Σ) we associate the fol-
lowing (n − 1)-varifold, i.e., a Radon measure on the Grassmanian of
(n− 1)-planes of Σ:

Vε[u]{f} ,
∫

Σ
ε|∇u(x)|2f(x, Tx) dυ(x), f ∈ C0

c (Grn−1(Σ));

here Tx denotes the tangent hyperplane at x to the level set {u = u(x)}.
See Section A in the appendix for a brief introduction to the language
of varifolds, and [Sim83] for a more thorough treatment.

Remark 2.2. The integrand is only relevant at x ∈ Σ with ∇u(x) 6=
0, at which points Tx{u = u(x)} is well-defined by the implicit function
theorem.

We also define a notion of an enhanced second fundamental form
for the Allen-Cahn problem, a non-symmetric 2-tensor that makes sense
for all solutions of the Allen-Cahn equation.

Definition 2.3 (Enhanced second fundamental form). Let (Σn, g)
be a Riemannian manifold, and u ∈ C∞loc(Σ). Let Σu = Σ \ {∇u = 0}.
We define a non-symmetric 2-tensor A via

A = |∇u|−1(∇2u−∇2u(·, ν)⊗ ν[),

where ν = |∇u|−1∇u is the (oriented) unit normal to the level sets of u

and ν[ its dual 1-form, taken with respect to the metric on Σ.

The lemma below is the result of a straightforward computation:

Lemma 2.4. Let (Σn, g) be a Riemannian manifold, u ∈ C∞loc(Σ),
x ∈ Σ \ {∇u = 0}, X, Y ∈ TxΣ. Then

A(X,Y) =
∇2u(X,YT )

|∇u|
,

where YT denotes the tangential projection of Y onto the tangent space
of the level set of u through x. Moreover, the squared norm of the non-
symmetric 2-tensor satisfies

|A|2 = | II |2 + |∇T log |∇u||2,

where II denotes the second fundamental form of the level set of u through
x, and ∇T denotes the tangential gradient on the level set.

J. Hutchinson and Y. Tonegawa made precise in [HT00] the sense in
which solutions of (1.1) behave like minimal hypersurfaces.

Theorem 2.5 (Hutchinson-Tonegawa [HT00, Theorem 1], cf.
Guaraco [Gua18, Appendix B]). Suppose (Σn, g∞) is a complete Rie-
mannian manifold, U ⊂ Σ \ ∂Σ is open, {(ui, εi)}i=1,2,... ⊂ C∞loc(U) ×
(0,∞), limi εi = 0, {gi}i=1,2,... ⊂ Met(U), and limi gi = g∞ in C∞loc(U).
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Assume, additionally, that each ui is a critical point of Eεi (U, gi) and
that

|ui| < 1 on U, and (Eεi (U, gi))[ui] ≤ E0, for i = 1, 2, . . .

The following all hold true after perhaps passing to a subsequence:

1) limi ui = u∞ in L1
loc(U), u∞ ∈ BVloc(U), u∞ = ±1 a.e. on U ,

2) limi Vεi [ui] Grn−1(U) = V∞ Grn−1(U),
3) limi(Eεi (U, gi))[ui] = ‖V∞‖(U),
4) for all t ∈ (−1, 1),

lim
i
{ui = t} ∩ U = spt ‖V∞‖ ∩ U

locally in the Hausdorff topology,
5) limi ξεi [ui] = 0 in L1

loc(U), where

ξεi [ui] ,
εi
2
|∇ui|2 −

W (ui)

εi
,

6) h−1
0 V∞ Gr1(U) is a stationary integral 1-varifold; here

h0 ,
1√
2

∫ 1

−1

√
W,

7) spt ‖V∞‖ ∩ U consists of two portions: ∂∗{u∞ = +1} ∩ U , where
the multiplicity of h−1

0 V∞ is odd; (b) spt ‖V∞‖∩U\∂∗{u∞ = +1},
where the multiplicity of h−1

0 V∞ is even.

Remark 2.6. Vεi [ui], and ξεi [ui] are computed with respect to gi.

If the ui in Theorem 2.5 are endowed with additional variational
properties, then the limiting varifold V∞ may have additional regularity.
For instance, if the ui are additionally assumed to be stable critical
points on U then from the combined work of Y. Tonegawa [Ton05], Y.
Tonegawa and N. Wickramasekera [TW12], and M. Guaraco [Gua18],
we know that there exists a relatively closed subset S ⊂ spt ‖V∞‖ such
that

1) S = ∅ if n ≤ 7,
2) S is finite if n = 8,
3) S has Hausdorff dimension ≤ n− 8 if n ≥ 9, and

and such that spt ‖V∞‖\S is a smooth embedded stable minimal hyper-
surface in U . (See Theorem 4.12 for a precise statement when n = 2.)
By the work of M. Guaraco [Gua18], this regularity goes through for
any nonzero uniform upper bound on the Morse index when n ≥ 3.
However, it does not extend to n = 2 precisely because of the possible
formation of singular junctions—which we study in this paper.
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3. Singularity models

3.1. One-dimensional solutions and De Giorgi’s conjectures.
One-dimensional heteroclinic solutions H : R → R of (1.1) on R with
ε = 1,

(3.1) H ′ =
√

2W ◦H, H(0) = 0,

are foundational in the theory of phase transitions. Note that there is
a natural way to lift these heteroclinic solutions to higher dimensional
Euclidean spaces. Namely, for any Riemannian manifold (Mn−1, g), the
function Mn × R 3 (p, t) 7→ H(t), with H : R → R as in (3.1), is
known as a “one-dimensional” heteroclinic solution of the Allen-Cahn
equation on the product manifold (Mn−1 × R, g + dt2). Such lifts of
the heteroclinic solution play a role very similar to the one hyperplanes
play in minimal surface theory. Specifically, for any choice of parameters
(e, β) ∈ Sn−1 ×R, we get the one-dimensional entire solution

(3.2) Rn 3 x 7→ H(〈x, e〉 − β).

Like planes in minimal surface theory, one-dimensional solutions stand
out the most among all entire solutions to (1.1) in Rn due to their sim-
plicity and rigidity. De Giorgi conjectured [DG79] that one-dimensional
solutions are the only “monotone” entire solutions in low enough dimen-
sions n of Euclidean space:

Conjecture 3.1 (De Giorgi conjecture, monotone). If u : Rn → R
is a solution of (1.1) such that ε = 1, |u| < 1, 〈∇u, en〉 > 0, and n ≤ 8,
then u is one-dimensional, i.e., of the form (3.2).

This conjecture is inspired by the Bernstein theorem in minimal sur-
face theory, which states that hyperplanes are the only minimal hyper-
surfaces that are graphical over a hyperplane Pn−1 ⊂ Rn, n ≤ 8. We
discuss what is known about this conjecture in the next few paragraphs.
We also point out that a closely related conjecture is:

Conjecture 3.2 (De Giorgi conjecture, minimizers). If u : Rn → R
is a solution of (1.1) such that ε = 1, |u| < 1, u is energy minimizing
among all compactly supported perturbations, and n ≤ 7, then u is one-
dimensional, i.e., of the form (3.2).

N. Ghoussoub and C. Gui [GG98], confirmed Conjecture 3.1 for
n = 2. Their proof can be adapted to confirm Conjecture 3.2 The tech-
niques of this paper offer that extension, too; see, e.g., Proposition 3.15.

Theorem 3.3 (Ghoussoub-Gui [GG98, Theorem 1.1]). Conjectures
3.1, 3.2 are true when n = 2.

L. Ambrosio and X. Cabré [AC00] confirmed Conjecture 3.1 for
n = 3. Their proof, too, can be adapted to confirm Conjecture 3.2
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in the same dimension. We refer to the work of Farina-Mari-Valdinoci
[FMV13] for this adaptation, which is close in spirit to the geometric
measure theoretic approach in this paper.

Theorem 3.4 (Ambrosio-Cabré [AC00, Theorem 1.2], Farina-Mar-
i-Valdinoci [FMV13, Theorem 1]). Conjectures 3.1, 3.2 are true when
n = 3.

O. Savin [Sav09] confirmed the remaining cases of Conjecture 3.2 as
well as a weaker form of the remaining cases of Conjecture 3.1.

Theorem 3.5 (Savin [Sav09, Theorems 2.3, 2.4]). Conjecture 3.2 is
true. Conjecture 3.1 under the additional asymptotic assumption

(3.3) lim
t→∞

u(x′, t) = lim
t→∞

(−u(x′,−t)) = 1 for all x′ ∈ Rn−1.

Both conjectures are known to fail for the standard double-well po-
tential W = 1

4(1− u2)2 in dimensions higher than those mentioned—as
is also the case in minimal surface theory. Specifically, in the setting of
phase transitions:

1) Del Pino-Kowalczyk-Wei [dPKW11] constructed monotone solu-
tions in Rn, n ≥ 9, which are not one dimensional.

2) Liu-Wang-Wei [LWW17] constructed energy-minimizing solutions
in Rn, n ≥ 8, which are not one-dimensional.

3) Liu-Wang-Wei’s construction already yields stable counterexam-
ples to the “one-dimensional” conjecture, but we also mention that
Pacard-Wei [PW13] constructed stable solutions in Rn, n ≥ 8,
which are not one-dimensional.

In closing, we mention the following result, which serves as a parallel
to Allard’s regularity theorem from minimal surface theory. It follows in
a straightforward manner from the work of K. Wang [Wan17a], where
he also provided an alternate proof of Savin’s theorem.

Theorem 3.6 (cf. Wang [Wan17a, Theorem 9.1]). Suppose u :
Rn → R is a solution of (1.1) with ε = 1, |u| < 1, and

lim
R↑∞

(E1 BR(0))[u]

h0Rn−1
= 1.

Then u is one-dimensional.

We provide a proof of this Theorem, as it is not explicitly written
down in the literature in a way that is directly applicable.

Proof of Theorem 3.6. Without loss of generality, after precomposing
with a rigid motion, we may assume that u(0) = 0. Let εA, τA, αA ∈
(0, 1), RA, KA > 0 be as in [Wan17a, Theorem 9.1]. By construction,

(3.4) lim
R↑∞

h−1
0 ω−1

1 R−1(E BR(0))[u] = 1.
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Therefore, there exists R0 ≥ ε−1
A RA such that, for all R ≥ R0, the

rescaled function

uR(x) , u

(
Rx

RA

)
, x ∈ BR(0),

satisfies

h−1
0 ω−1

1 R−1(E BR(0))[u] ≤ 1 + τA,

∆uR(x) =

(
R

RA

)2

W ′(u) in BR(0),

and ε , RA
R ≤ εA. Invoking [Wan17a, Theorem 9.1], and passing to

a subsequence Rj ↑ ∞, there exists a fixed hyperplane P ⊂ Rn, such
that, for all t ∈ [−1/2, 1/2], j = 1, 2, . . .,

{uRj = t} ∩ {(x′, xn) ∈ Rn−1 ×R : |x′| ≤ 1}
= {(x′, htj(x′)) : |x′| ≤ 1},

where htj : B
n−1
1 (0)→ R is such that |htj |C1,αA (B1) ≤ KA. Undoing the

scaling, this implies that for all t ∈ [−1/2, 1/2], j = 1, 2, . . .,

{u = t} ∩
{

(x′, xn) ∈ Rn−1 ×R : |x′| ≤ Rj
RA

}
=

{
(x′, ht(x′)) : |x′| ≤ Rj

RA

}
,

where ht is a C1,αA function, whose gradient satisfies the scale-invariant
estimate (

R

RA

)αA
[∇ht]CαA (BRj/RA (0)) ≤ KA.

Letting j ↑ ∞, we conclude that ht is constant for each t ∈ [−1/2, 1/2].
Thus, u is one-dimensional by unique continuation. q.e.d.

3.2. Moduli space M2k of 2k-ended solutions in R2. M. del Pino,
M. Kowalczyk, and F. Pacard defined in [dPKP13] a space of solutions
of (1.1) with ε = 1 on R2,M2k, that looks from infinity like a collection
of 2k copies of the one-dimensional heteroclinic solution. We recall
the construction of this space here (after [dPKP13]) for the sake of
completeness.

Fix k ∈ {1, 2, . . .}. We denote by Λ2k (denoted Λ2k
ord in [dPKP13])

the space of ordered 2k-tuples λ = (λ1, . . . , λ2k) of oriented affine lines
on R2, parametrized as

λj = (rj , fj) ∈ R× S1, j = 1, . . . , 2k,

where fj = (cos θj , sin θj), and

θ1 < . . . < θ2k < 2π + θ1.
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For λ ∈ Λ2k, we denote

(3.5) θλ ,
1

2
min{θ2 − θ1, . . . , θ2k − θ2k−1, 2π + θ1 − θ2k}.

Fix λ ∈ Λ2k. For large R > 0 and all j = 1, . . . , 2k, there exists
sj ∈ R such that rjJfj + sjfj ∈ ∂BR(0), the half-lines λ+

j , rjJfj +

sjfj +R+fj are disjoint and contained in R2 \BR(0), and the minimum
distance of any two distinct λ+

i , λ+
j is ≥ 4. (Here, J ∈ End(R2) is the

counterclockwise rotation map by π
2 .) The affine half-lines λ+

1 , . . . , λ
+
2k

and the circle ∂BR(0) induce a decomposition of R2 into 2k + 1 open
sets,

(3.6) Ω0 , BR+1(0), and

Ωj ,
⋂
i 6=j
{x ∈ R2 \BR−1(0) : dist(x, λ+

j ) < dist(x, λ+
i ) + 2},

j = 1, . . . , 2k.

Note that these open sets are not disjoint. Then, we define χΩ0 , . . . , χΩ2k

to be a smooth partition of unity of R2 subordinate to Ω0, . . . ,Ω2k, and
such that

(3.7) χΩ0 ≡ 1 on Ω′0 , BR−1(0), and

χΩj ≡ 1 on Ω′j , ∩i 6=j{x ∈ R2\BR+1(0) : dist(x, λ+
j ) < dist(x, λ+

i )−2},
j = 1, . . . , 2k.

Note that these new open sets are disjoint. Without loss of generality,
|χΩj | + |∇χΩj | + |∇2χΩj | ≤ c1 for all j = 0, . . . , 2k, with c1 = c1(θλ).
Finally, we define

(3.8) uλ ,
2k∑
j=1

(−1)j+1χΩjH(dists(·, λj)),

where dists(·, λj) denotes the signed distance to λj , taking Jfj to be the
positive direction. Here, H is the heteroclinic solution (3.1).

Definition 3.7 (Del Pino-Kowalczyk-Pacard [dPKP13, Definition
2.2]). For k ≥ 1, we denote

(3.9) S2k ,
⋃

λ∈Λ2k

{u ∈ C∞(R2) : u− uλ ∈W 2,2(R2)}.

We endow S2k with the weak topology of the operator

(3.10) J : S2k →W 2,2(R2)× Λ2k, J (u) , (u− uλ, λ).

Finally, we define the space of “2k-ended solutions” to be

(3.11) M2k , {u ∈ S2k satisfying (1.1) with ε = 1}.
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Example 3.8. Elements ofM2 are the lifts to R2 of one-dimensional
heteroclinic solutions (3.1),

R2 3 x 7→ H(〈x, e〉 − β), with (e, β) ∈ S1 ×R.

See Theorem 3.6 and/or Proposition 3.15.

The following result, due to M. del Pino, M. Kowalczyk, and F. Pac-
ard, significantly improves the a priori W 2,2 decay of u − uλ to an
exponential decay:

Theorem 3.9 (Del Pino-Kowalczyk-Pacard [dPKP13, Theorem
2.1]). Let u0 ∈ M2k. There exists a neighborhood U ⊂ M2k and a
δ = δ(u0) > 0 such that

(3.12) J (U) ⊆ e−δ|x|W 2,2(R2)× Λ2k,

and, moreover, such that the restricted map

(3.13) J |U : U → e−δ|x|W 2,2(R2)× Λ2k

is continuous with respect to the corresponding topologies; here, J is the
map defined in (3.10).

We conclude this section by remarking that M2k of 2k-ended solu-
tions in R2 exhausts all finite Morse index solutions with linear energy
growth, which correspond precisely to our desired singularity models
in R2. The “⊆” direction of (3.14) is precisely [KLP12, Theorem
2.8]. The “⊇” direction essentially follows from the work of K. Wang
in [Wan17b]; we include here the necessary argument that transports
one from the setting of [Wan17b] to that of M2k.

Proposition 3.10. The following equality of sets holds true

(3.14)
∞⊔
k=1

M2k =
{
u ∈ C∞loc(R

2) ∩ L∞(R2) satisfying (1.1) with ε = 1,

ind(u) <∞, and 0 < lim sup
R↑∞

R−1(E1 B1)[u] <∞
}
.

Remark 3.11. In the setting of this paper we only need to study
singularity models that arise from blowups with linear energy growth,
so the energy assumption holds true. However, Wang-Wei have recently
announced [WW19] that the

lim
R↑∞

R−1(E1 B1)[u] <∞

assumption above is entirely unnecessary, showing it is automatically
true whenever ind(u) < ∞. Their proof makes use of strong curvature
estimates, which they derive, and which we will also need in our study
of singularity formation; see Sections 4.3, 4.4.
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Proof of Proposition 3.10. By virtue of [Wan17b, Theorems 1.2, 1.3],
we know that there exist k = k(u) ≥ 1, R = R(u) > 1, disjoint,
embedded curves Γ1, . . . ,Γ2k, and angles

ϕ
1
< ϕ1 = ϕ

2
< . . . < ϕ2k−1 = ϕ

2k
< ϕ2k = 2π + ϕ

1

such that

(3.15) {u = 0} \BR(0) = t2k
i=1Γi,

where

Γi ⊂ Si ,
{
rf(θ) : r ≥ R and θ ∈ (ϕ

i
, ϕi)

}
for i = 1, . . . , 2k;

here, f(θ) = (cos θ, sin θ) ∈ R2. Following the argument in [Wan17b,

Theorem 1.3], we can write each Γi as a smooth graph over a ray ρi ,
{rf(θi) : r ≥ R} with θi ∈ (ϕ

i
, ϕi), after possibly enlarging R; i.e.,

Γi = {rf(θi) + hi(r)Jf(θi) : r ≥ R}

with hi : C∞([R,∞)), for all i = 1, . . . , 2k. We also have

(3.16)

2k∑
i=1

f(θi) = 0 ∈ R2

by [Wan17b, Theorem 1.1 (v)]. Next, [Wan17b, Theorem 3.3] implies

(3.17) |hi(r)− τi| ≤ C0e
−C−1

0 r

for some τi = τi(u) ∈ R and C0 = C0(u) > 0, and, up to a possible
change of sign, that

(3.18)
∣∣u(rf(θ))− (−1)i+1H(r sin(θ − θi)− τi)

∣∣ ≤ C1e
−C−1

1 r

for some C1 = C1(u) > 0 and for all r ≥ R, θ ∈ (ϕ
i
, ϕi), i = 1, . . . , 2k.

(“Up to a possible change of sign” means that (−1)i+1 may have to be
replaced by a (−1)i.)

From elliptic regularity, (3.18) readily implies

(3.19)
∣∣∇u(rf(θ))− (−1)iH ′(r sin(θ − θi)− τi)Jf(θi)

∣∣ ≤ C2e
−C−1

2 r

and

(3.20)
∣∣∇2u(rf(θ))− (−1)iH ′′(r sin(θ − θi)− τi)Jf(θi)⊗ Jf(θi)

∣∣
≤ C2e

−C−1
2 r,

for C2 = C2(u,W ), and all r ≥ R, θ ∈ (ϕ
i
, ϕi), i = 1, . . . , 2k. From

[Gui12, Proposition 2.1], for any 0 < ε < 1
2 mini=1,...,2k{ϕi−θi, θi−ϕi},

(3.15), and (3.17),
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(3.21)

sup

{
2∑
`=0

∣∣∣∇`u(rf(θ))
∣∣∣ : r ≥ R, |θ − θi| ≥ ε for all i = 1, . . . , 2k

}
≤ C3e

−C−1
3 r,

where C3 = C3(W, ε, u). It follows from (3.18), (3.19), (3.20), and
(3.21), that u − uλ ∈ W 2,2 if uλ is an approximate 2k-ended solution

with λ = (λ1, . . . , λ2k) ∈ Λ2k given by λi , (τi, f(θi)), i = 1, . . . , 2k.
The result follows. q.e.d.

3.3. Effects of topology at infinity on the Morse index in M2k.
In this section we prove Theorem 1.5, which relates the Morse index
of 2k-ended solutions to (1.1) to their structure at infinity. We assume
k ≥ 2, because elements ofM2 are all known to be stable (see Theorem
3.6 and/or Proposition 3.15).

To prove this theorem, we will need to obtain a precise pointwise
understanding of kernel elements of the Jacobi operator, seeing as to
how they will play a significant role in the relevant variational theory:

Definition 3.12. If u is a critical point of E in U , then the space of
its Jacobi fields consists of all functions v that satisfy −∆v+W ′′(u)v = 0
in U in the classical sense.

Denote R, λ ∈ Λ2k, and uλ the objects associated with u by its
construction as an element of M2k in Section 3.2. Also, denote λ =
(λ1, . . . , λ2k), with λi = (τi, fi) ∈ R×S1. Recall from [dPKP13, (2.16)]
that:

(3.22)

2k∑
i=1

fi = 0,

and that, after possibly enlarging R > 0, {u = 0} \ BR(0) decomposes
into 2k disjoint curves Γi, i = 1, . . . , 2k, and, for some δ < θλ(u),
Γi ⊂ S(fi, δ/2, R) with S(fi, δ, R) all pairwise disjoint. Here,

(3.23) S(e, θ, R) , {rf : r ≥ R,distS1(f , e) < θ}.
Finally, using Theorem 3.9 we see that, perhaps after shrinking δ > 0
and enlarging R > 0, and perhaps after an ambient rigid motion,

(3.24)
∇u
|∇u|

≈ (−1)i+1Jfi in S(fi, δ/2, R).

Lay out f1, . . . , f2k ∈ S1, and color them red (negative) or blue (pos-
itive) depending on the sign of 〈(−1)i+1Jfi, e〉. Here, e ∈ S1 is a fixed
direction, chosen generically, so that 〈Jfi, e〉 6= 0 for all i = 1, . . . , 2k.
We will temporarily need the following generalization of J:

Jθ ∈ End(R2) acting by

[
cos θ − sin θ
sin θ cos θ

]
.
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There exist unique ϕ1, . . . , ϕ2k ∈ (0, 2π) such that fi+1 = Jϕi(fi) for all
i = 1, . . . , 2k. It’s easy to see that

(3.25) ϕi ∈ (0, π) for all i = 1, . . . , 2k

by combining (3.22) with k ≥ 2 (recall that we’re assuming k ≥ 2).

Claim. If f2`−1, f2` have the same color, blue, then

J−ϕ2`−1
e, f2`−1, e lie counterclockwise on S1 in the order listed;

else, if their common color is red, then

J−ϕ2`−1
(−e), f2`−1,−e lie counterclockwise on S1 in the order listed.

Proof. Without loss of generality, we assume ` = 1. Recall that the re-
spective colors are determined by the signs of 〈Jπ

2
f1, e〉 and 〈−Jπ

2
f2, e〉 =

〈J−π
2

+ϕ1
f1, e〉.

Denote P , {f ∈ S1 : 〈f , e〉 > 0}. If both colors are blue, then

Jπ
2
f1 ∈ P ⇐⇒ f1 ∈ J−π

2
(P)

and

J−π
2

+ϕ1
f1 ∈ P ⇐⇒ f1 ∈ Jπ

2
−ϕ1

(P),

i.e.,

f1 ∈ J−π
2
(P) ∩ Jπ

2
−ϕ1

(P).

Using (3.25), we see that the three vertices J−ϕ1e, f1, and e, must lie
counterclockwise in this order on S1.

If both colors are red, then, by a similar argument,

f1 ∈ J−π
2
(−P) ∩ Jπ

2
−ϕ1

(−P),

and we see that the three vertices J−ϕ1(−e), f1, and −e, must lie coun-
terclockwise in this order on S1. q.e.d.

In a completely analogous manner, one also checks that:

Claim. If f2`, f2`+1 have the same color, blue, then

J−ϕ2`
(−e), f2`,−e lie counterclockwise on S1 in the order listed;

else, if their common color is red, then

J−ϕ2`
e, f2`, e lie counterclockwise on S1 in the order listed.

We now make the following key observation:

Claim. There exist at least 2k−2 groups of consecutive same-colored
vertices.
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Proof of claim. Within the space of valid colorings,

{existence of blue f2`−1, f2`} ∩ {existence of red f2m, f2m+1} = ∅.

(3.26)

This follows by combining the previous two claims. Likewise

{existence of red f2`−1, f2`} ∩ {existence of blue f2m, f2m+1} = ∅.
(3.27)

There are now the following cases to consider:

1) There exist three consecutive same-colored vertices. Then, by
combining the previous two claims and engaging in elementary
angle-chasing, it follows that there do not exist any more consec-
utive same-colored vertices. In this case, it follows that there are
precisely 2k − 2 groups of consecutive same-colored vertices.

2) There are no three consecutive same-colored vertices. Then, to-
gether with (3.26), (3.27), it follows that there are at least 2k − 2
groups of consecutive same-colored vertices.

This concludes the proof of the claim. q.e.d.

Given this claim, differentiate (1.1) in the direction of e ∈ S1. We

see that v , 〈∇u, e〉 satisfies

(3.28) ∆v = W ′′(u)v in R2.

Define

N , {v = 0} (the “nodal set”),

S , N ∩ {∇v = 0} (the “singular set”).

By the implicit function theorem, N \ S consists of smooth, injectively
immersed curves in R2. By Bers’ theorem (see, e.g., [BJS79]), S con-
sists of at most countably many points and, for each p ∈ S, there exists
r = r(p) such that, up to a diffeomorphism of Br(p),

(3.29) N ∩Br(p) ≈ the zero set of a

homogeneous even-degree harmonic polynomial.

Denote Ω1, . . . ,Ωq ⊂ R2 \N the nodal domains (i.e., connected com-
ponents of {v 6= 0}), labeling so that Ω1, . . . ,Ωp are the unbounded
ones, and Ωp+1, . . . ,Ωq are the bounded ones. By virtue of our precise
understanding of N , S, as discussed above, we know that they are all
open, connected, Lipschitz domains.

Remark 3.13. The notation used here implicitly asserts that there
are finitely many nodal domains. This follows, a posteriori, by the proof
of the following claim and [KLP12, Theorem 2.8].

Claim. ind(u) ≥ q − 1.
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Proof of claim. First, it’s standard that for every bounded nodal do-
main Ωp+1, . . . ,Ωq we have

(3.30) nul(u; Ωi) ≥ 1 for all i = p+ 1, . . . , q.

Now we move on to unbounded nodal domains. It is not hard to see
that we have at least two such. Suppose that Ω1 is an unbounded nodal
domain, and suppose Ω2 is its counterclockwise neighboring unbounded
nodal domain. By (3.29), v attains opposite signs on Ω1, Ω2. Thus,

v is a bounded, sign-changing Jacobi field in Ω12 , int Ω1 ∪ Ω2, which
is itself an open, connected, unbounded Lipschitz domain. By Lemma
B.3, ind(u; Ω12) ≥ 1. Since Ω12 is unbounded, we have

ind(u; Ω̃2) ≥ 1 for some bounded Ω̃2 ( Ω12

which is itself open, connected, and Lipschitz. Denote Ω̃1 = ∅.
Proceeding similarly (and labeling accordingly) in the counterclock-

wise direction, we can construct disjoint, bounded, open, connected,

Lipschitz Ω̃3, . . . , Ω̃p,

(3.31) ind(u; Ω̃i) ≥ 1 for all i = 2, . . . , p,

where Ω̃i ⊂ int (Ωi−1 ∪ Ωi). More precisely, at each stage i we have

to sacrifice a bounded portion of Ω1 ∪ · · · ∪ Ωi−1 \ (Ω̃1 ∪ · · · ∪ Ω̃i−1) to
give rise to a negative eigenvalue on a slight enlargement of Ωi, which

is bounded and disjoint from Ω̃1 ∪ · · · ∪ Ω̃i−1.
The claim follows by combining (3.30), (3.31), and Theorem B.2.

q.e.d.

We now estimate q − 1 from below. It will be convenient to assume
that S and the set of connected components of N \ S are both finite
sets—refer to Remark 3.14 for the minor necessary adjustments to deal
with the general case. From Euler’s formula for planar graphs, we know
that

(3.32) q = 1 + |{connected components of N \ S}| − |S|,

where | · | denotes the cardinality of a set. By (3.29), every connected
component Γ of N \ S is a smooth curve with

(3.33) |∂Γ| = 0, 1, or 2,

depending on whether Γ is infinite in both directions, one direction, or
is finite. Counting the set of pairs (v, e) of vertices and edges in N in
two ways, we see that

Claim. q ≥ k.

Proof. The fact that there exist at least 2k− 2 groups of consecutive
same-colored vertices implies that there exists R > 0 sufficiently large
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so that S ⊂ BR(0) and N \BR(0) has at least 2k−2 components. By a
straightforward counting argument combined with (3.33), this implies

2k − 2 ≤
2∑
`=0

(2− `) · |{connected components Γ ⊂ N \ S : |∂Γ| = `}|.

(3.34)

On the other hand, by counting the elements of the set

A , {(p,Γ) : p ∈ S, Γ = connected component of N \ S incident to p}
in one way, we find that

(3.35) |A| =
2∑
`=0

` · |{connected components Γ ⊂ N \ S : |∂Γ| = `}|.

Adding (3.34), (3.35), and rearranging, we get

(3.36) 2 · |{connected components of N \ S}| ≥ |A|+ 2k − 2

⇐⇒ |{connected components of N \ S}| ≥ 1

2
|A|+ k − 1.

Plugging (3.36) into (3.32) yields the estimate

(3.37) q ≥ k +
1

2
|A| − |S|.

On the other hand, because of (3.29), each p ∈ S contributes at least
two elements to A; i.e., |A| ≥ 2 · |S|. The claim follows. q.e.d.

Remark 3.14. The proof above assumed that

|S|+ |{connected components of N \ S}| <∞,
so let us discuss the necessary adjustments for it to go through in the
general case. By the finiteness of q (see Remark 3.13), we know that
there exists a large enough radius R so that Ωi∩BR(0) is connected and
nonempty for every i = 1, . . . , q. By the local finiteness of S, we may fur-
ther arrange for ∂BR(0)∩S = ∅ and for all intersections ∂Ωi ∩ ∂BR(0),
i = 1, . . . , 2k, to be transverse. The finite planar graph arrangement
contained within BR(0) has the same number of faces as the original
infinite planar graph arrangement. We may, therefore, repeat the pre-
vious proof, starting at Remark 3.13, discarding all elements of S and
components of N \ S that lie fully outside of BR(0), and identifying
∂BR(0) with infinity.

Combining everything above, we obtain the thesis of Theorem 1.5.
There is a finer characterization ofM2 in terms of Morse index than

the one in Theorem 1.5:

Proposition 3.15. The following are all equivalent:

1) u ∈M2;
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2) u(x) ≡ H(〈x, e〉−β) where H is as in (3.1), and (e, β) ∈ S1×R;
3) u ∈ C∞loc(R

2)∩L∞(R2) satisfies (1.1), with ε = 1 and 〈∇u, e〉 > 0
for some fixed e ∈ S1;

4) u ∈ C∞loc(R
2) ∩ L∞(R2) is a nonconstant minimizer of the energy

in (2.1), with ε = 1, among compact perturbations;
5) u ∈ C∞loc(R

2) ∩ L∞(R2) is a nonconstant stable critical point of
the energy in (2.1), with ε = 1; i.e., ind(u) = 0.

Proof. (2) =⇒ (1) is clear.
(1) =⇒ (2) is a consequence of [Gui12].
It remains to show (2) ⇐⇒ (3) ⇐⇒ (4) ⇐⇒ (5). The first three

of these equivalences follow from Theorems 3.3, 3.4. Next, (4) =⇒ (5)
is trivial by the definition of stability. Finally, (5) =⇒ (3) follows
because 〈∇u, e〉 is an L∞ Jacobi field, so, by Theorem B.2, it is either
identically zero or has constant sign. Since u is not constant, there will
exist at least one e ∈ S1 for which 〈∇u, e〉 > 0. For an alternative proof
of (5) =⇒ (2), see the work of Farina-Mari-Valdinoci [FMV13]. q.e.d.

4. Local results

4.1. General critical points. In this section we collect preliminary re-
sults about general critical points that we will to invoke throughout the
remainder of the paper. Key to transferring the local results of Hutchin-
son and Tonegawa to the manifold setting is an almost-monotonicity
inequality from [Gua18, Appendix B]:

(4.1)
d

dr

[
emrr1−n(Eε Br(p))[u]

]
≥ emρr1−n

∫
Br(p)

(−ξε[u]) dυ

for r ∈ (0, ιΣ), m = m(supU | sectΣ,g |) > 0. One then derives Lemmas
4.1 and 4.3 from it in the same way as in [HT00].

Lemma 4.1 (Hutchinson-Tonegawa [HT00, Proposition 3.3], cf.
Guaraco [Gua18, Appendix B]). Let (Σn, g) be a complete Riemannian
manifold, U ⊂ Σ\∂Σ be open, ε > 0, and u be a critical point of Eε U
with |u| ≤ 1. If ε ≤ ε0, then

sup
U ′

ξε[u] ≤ c0

for all U ′ ⊂⊂ U , where

c0 = c0(sup
U
| sectΣ,g |, inf

U
injΣ,g, distg(U

′, ∂U),W ),

ε0 = ε0(sup
U
| sectΣ,g |, inf

U
injΣ,g, distg(U

′, ∂U),W ).

Corollary 4.2. Let (Σn, g) be a complete Riemannian manifold, U ⊂
Σ \ ∂Σ be open, ε > 0, and u be a critical point of Eε U with |u| ≤ 1.
If ε ≤ ε1, then

ε|∇ log(u2 − 1)| ≤ c1 on U ′ \ {∇u = 0},
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for all U ′ ⊂⊂ U , where

c1 = c1(sup
U
| sectΣ,g |, inf

U
injΣ,g, distg(U

′, ∂U),W ),

ε1 = ε1(sup
U
| sectΣ,g |, inf

U
injΣ,g, distg(U

′, ∂U),W ).

Proof. Without loss of generality, assume u ≥ 0. By Lemma 4.1,

2c0ε ≥ 2εξε[u] = ε2|∇u|2 − 2W (u) =
ε2|∇u|2

(u− 1)2
− 2W (u)

(u− 1)2

=⇒ ε2|∇u|2

(u− 1)2
≤ 2c0ε+

2W (u)

(u− 1)2
.

This alone is sufficient to obtain the result when 0 ≤ u ≤ 1−α, so let’s
suppose 1−α < u ≤ 1. The result follows from Taylor’s theorem, (H1),
and (H3). q.e.d.

Lemma 4.3 (Hutchinson-Tonegawa [HT00, Proposition 3.4], cf.
Guaraco [Gua18, Appendix B]). Let (Σn, g) be a complete Riemannian
manifold, U ⊂ Σ\∂Σ be open, ε > 0, and u be a critical point of Eε U
with |u| ≤ 1 and (Eε U)[u] ≤ E0. If ε ≤ ε2, then

2‖Vε[u]‖(Br(p)) ≤ (Eε Br(p))[u] ≤ c2r
n−1 for r ∈ (0, r2]

for all U ′ ⊂⊂ U , p ∈ U ′, r < r2, where

c2 = c2(n, sup
U
| sectΣ,g |, inf

U
injΣ,g,distg(U

′, ∂U),W,E0),

ε2 = ε2(sup
U
| sectΣ,g |, inf

U
injΣ,g, distg(U

′, ∂U),W,E0),

r2 = r2(sup
U
| sectΣ,g |, inf

U
injΣ,g,distg(U

′, ∂U)).

The lemma below due to Tonegawa goes through verbatim as in the
Euclidean case:

Lemma 4.4 (Tonegawa [TW12, Lemma 2.5]). Let (Σn, g) be a Rie-
mannian manifold, U ⊂ Σ \ ∂Σ be open, ε > 0, and u be a critical point
of Eε U . Then

|∇ξε[u]| ≤
√
n− 1 · ε|∇u|

√
|∇2u|2 − |∇|∇u||2 on U ∩ {∇u 6= 0}.

Therefore,

|∇ξε[u]| ≤
√
n− 1 · ε|∇u|2|A| on U ∩ {∇u 6= 0}.

Lemma 4.5. Let (Σn, g) be a complete Riemannian manifold, U ⊂
Σ\∂Σ be open and convex, ε > 0, and u be a critical point of Eε U with
|u| ≤ 1. If p ∈ U ′ ⊂⊂ U , |u(p)| ≤ 1−γ, ε|∇u| ≥ µ on U ∩{|u| ≤ 1−β},
β < γ, and ε ≤ ε5, then

ε|A|+ ε2|∇A| ≤ c5 on U ′ ∩Bθ5ε(p),
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where

c5 = c5(n, sup
U
| sectΣ,g |, inf

U
injΣ,g,distg(U

′, ∂U), β, γ, µ,W ),

ε5 = ε5(sup
U
| sectΣ,g |, inf

U
injΣ,g,distg(U

′, ∂U),W ),

θ5 = θ5(n, sup
U
| sectΣ,g |, inf

U
injΣ,g, distg(U

′, ∂U), β, γ, µ,W ).

Proof. Suppose q ∈ U . Then, from Lemma 4.1 we find that

log(1− u(p)2)− log(1− u2) ≤ c0ε
−1r

on Br(p) ⊂ U , so |u| ≤ 1− β as long as ε−1r ≤ c(β, γ, c0). By assump-
tion, then, ε|∇u| ≥ µ on all these points, and by a direct calculation,
together with elliptic regularity, we find that

ε|A|+ ε2|∇A| ≤ c on Bθε(p),

as claimed. q.e.d.

4.2. Stable critical points. We will view stability in the language of
the enhanced second fundamental form. This make the proofs reminis-
cent of the corresponding stable minimal hypersurface theory.

Lemma 4.6 (cf. Tonegawa [Ton05, Proposition 1]). Let (Σn, g) be
a complete Riemannian manifold, U ⊂ Σ \ ∂Σ be open, ε > 0, and u be
a stable critical point of Eε U . For every ζ ∈ C∞c (U),∫

U∩{∇u=0}
|∇2u|2ζ2 dυ

+

∫
U

(|A|2 + RicΣ,g(ν, ν))ζ2 d‖Vε[u]‖ ≤
∫
U
|∇ζ|2 d‖Vε[u]‖.

Here RicΣ,g denotes the Ricci curvature tensor of (Σn, g), and ∇ de-
notes the full ambient covariant derivative (not the tangential derivative
on the level sets). Notice that, even though A and ν only make sense
on Σ \ {∇u = 0}, their integral can be taken over all of U because

‖Vε[u]‖({∇u = 0} ∩ U) = 0.

Proof. If u is a stable critical point for Eε U , then∫
Σ
|∇ψ|2 +W ′′(u)ψ2 dυ ≥ 0

for all ψ ∈ C∞c (U). The result will follow by plugging in

ψ = ζ(|∇u|2 + δ)1/2, ζ ∈ C∞c (U), δ > 0,

using the Bochner formula,

1

2
∆|∇u|2 = |∇2u|2 + 〈∇u,∇∆u〉+ Ric(∇u,∇u),

and finally sending δ ↓ 0. q.e.d.
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Lemma 4.7. Let (Σ2, g) be a complete Riemannian manifold, U ⊂
Σ \ ∂Σ be open and bounded, and u be a stable critical point of Eε U
with |u| ≤ 1 and (Eε U)[u] ≤ E0. If ε ≤ ε3, then∫

Br(p)
|A|2 d‖V ‖ ≤ c3

(
distg(p, ∂U)

(dist(p, ∂U)− r)2
+ r sup

U
|RicΣ,g |

)
for all p ∈ U ′ ⊂⊂ U , r < distg(p, ∂U), where

c3 = c3(sup
U
| sectΣ,g |, inf

U
injΣ,g, distg(U

′, ∂U),W,E0),

ε3 = ε3(sup
U
| sectΣ,g |, inf

U
injΣ,g, distg(U

′, ∂U),W,E0).

Proof. Construct a cutoff function ζ : Σ → R such that ζ = 1 on
Br(p), ζ = 0 off U , and |∇ζ| ≤ c(distg(p, ∂U) − r)−1, where c depends
on the local geometry around p. Then∫

Br(p)
|A|2 d‖V ‖ ≤

∫
U
|A|2ζ2 d‖V ‖ ≤

∫
U
|∇ζ|2 − RicΣ,g(ν, ν)ζ2 d‖V ‖

≤ c
(

distg(p, ∂U)

(distg(p, ∂U)− r)2
+ r sup

U
|RicΣ,g |

)
,

by virtue of the upper density estimate in Lemma 4.3. q.e.d.

This gives:

Corollary 4.8. Let (Σ2, g) be a complete Riemannian manifold, U ⊂
Σ \ ∂Σ be open and bounded, and u be a stable critical point of Eε U
with |u| ≤ 1 and (Eε U)[u] ≤ E0. If ε ≤ ε4, then∫

Br(p)
|∇ξε[u]| dυ ≤ c4

(
r · distg(p, ∂U)

(distg(p, ∂U)− r)2
+ r sup

U
|RicΣ,g |

) 1
2

for every p ∈ U ′ ⊂⊂ U , r < distg(p, ∂U), where

c4 = c4(sup
U
| sectΣ |, inf

U
injΣ,g, distg(U

′, ∂U),W,E0),

ε4 = ε4(sup
U
| sectΣ,g |, inf

U
injΣ,g,distg(U

′, ∂U),W,E0).

Proof. Combining Lemma 4.4 with the Hölder inequality and the up-
per density bound, we have∫

Br(p)
|∇ξε[u]| dυ ≤

√
n− 1

∫
Br(p)

|A| d‖V ‖

≤
√
n− 1

(∫
Br(p)

|A|2 d‖V ‖

) 1
2

‖V ‖(Br(p))
1
2

≤ c
(

distg(p, ∂U)

(distg(p, ∂U)− r)2
+ r sup

U
|RicΣ,g |

) 1
2

‖V ‖(Br(p))
1
2
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≤ c
(

r · distg(p, ∂U)

(distg(p, ∂U)− r)2
+ r2 sup

U
|RicΣ,g |

) 1
2

.

This is the required result. q.e.d.

Remark 4.9. Both Lemma 4.6 and Corollary 4.8 can be sharpened
by replacing supU |RicΣ,g | by

max

{
0, sup
U∩{∇u6=0}

RicΣ,g(ν, ν)

}
.

The flat version of the L1 gradient estimate in 4.8 was a key fact in
the proof of Theorem 4.12 below in [Ton05] in the flat two-dimensional
setting. Specifically, by the Neumann-Poincaré inequality we find that∫
Br(p)

|ξε[u]− (ξε[u])p,r|
2 dυ ≤ c

(
r · distg(p, ∂U)

(distg(p, ∂U)− r)2
+ r2 sup

U
|RicΣ,g |

)
and, therefore,

Corollary 4.10. Let (Σ2, g) be a complete Riemannian manifold,
U ⊂ Σ \ ∂Σ be open and bounded, and u be a stable critical point of
Eε U with |u| ≤ 1 and (Eε U)[u] ≤ E0. If ε ≤ ε5, then∫

Br(p)
|ξε[u]|2 dυ ≤ c5

(
r · distg(p, ∂U)

(distg(p, ∂U)− r)2
+ r2 sup

U
|RicΣ,g |

)

+
2

υ(Br(p))

(∫
Br(p)

ξε[u] dυ

)2

for every p ∈ U ′ ⊂⊂ U , r < distg(p, ∂U), where

c5 = c5(sup
U
| sectΣ |, inf

U
injΣ,g,distg(U

′, ∂U),W,E0),

ε5 = ε5(sup
U
| sect Σ|, inf

U
injΣ,g,distg(U

′, ∂U),W,E0).

Lemma 4.11. Let (Σ2, g) be a complete Riemannian manifold, U ⊂
Σ \ ∂Σ be open and bounded, and u be a stable critical point of Eε U
with |u| < 1 and (Eε U)[u] ≤ E0. Let β ∈ (0, 1). If ε ≤ ε6, then

ε|∇u(p)| ≥ 1

4
min

|s|≤1−β/2
W (s),

for every p ∈ U ′ ∩ {|u| ≤ 1− β}, where U ′ ⊂⊂ U , and

ε6 = ε6(sup
U
| sectΣ,g |, inf

U
injΣ,g, distg(U

′, ∂U),W,E0, β).

Proof. If the statement were false, there would exist a sequence of sta-
ble critical points {(ui, εi)}i=1,2,... of Eεi Ui, εi → 0, with U ′i ⊂⊂ Ui ⊂
Σi, sectional curvature and injectivity radius bounds, a fixed distance
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distgi(U
′
i , ∂Ui), fixed energy bounds, and with points pi ∈ {|ui| ≤ 1−β}

such that

εi|∇ui(pi)| < ω ,
1

4
min

|s|≤1−β/2
W (s).

By elliptic regularity, there exists θ depending on the local geometry
such that

εiξεi [ui] =
ε2
i

2
|∇ui|2 −W (ui) ≤ −

7

8
ω2 on Bθεi(q)

and, therefore,

(4.2)

∫
Bθεi (pi)

|ξεi [ui]|2 dυgi ≥ c0.

Consider an intermediate scale λi such that εi � λi � distgi(pi, ∂Ui).
Restrict to i large enough that

c

(
λi · distgi(pi, ∂Ui)

(distgi(pi, ∂Ui)− λi)2
+ λ2

i sup
Ui

|RicΣi,gi |
)
≤ c0/2,

where c0 is as in (4.2) and c is as in Corollary 4.10. Invoking the corollary
on Bλi(pi) and with U = Ui, we get
(4.3)∫

Bλi (pi)
|ξεi [ui]|2 dυgi ≤

c0

2
+

2

υgi(Bλi(pi))

(∫
Bλi (pi)

ξεi [ui] dυgi

)2

.

Note that

1

λi

∫
Bλi (pi)

ξεi [ui] dυgi =

∫
B1(0)

ξλ−1
i εi

[ũi] dυg̃i ,

where ũi(x) , ui(pi + λix) and υg̃i is the volume form for the rescaled

manifold λ−1
i (Σ− pi). Note that each ũi is a critical point for Eλ−1

i εi

B1(0), and that, by Lemma 4.3,

sup
i

(Eλ−1
i εi

B1(0))[ũi] <∞.

Since λ−1
i εi → 0, Theorem 2.5 shows that

lim
i

∫
B1(0)

ξλ−1
i εi

[ũi] dυg̃i = 0.

Plugging this into (4.3), and recalling υ(Bλ−1
i εi

(0)) = ω2λ
−2
i ε2

i + o(1):∫
Bλi (pi)

|ξεi [ui]|2 dυ ≤
c0

2
+ o(1).

This contradicts (4.2), since λi ≥ θεi for sufficiently large i. q.e.d.
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With all these results at our disposal, we easily recover the following
result originally due to Tonegawa in the flat two-dimensional setting:

Theorem 4.12 (cf. Tonegawa [Ton05, Theorem 5]). Assume the
same hypotheses as Theorem 2.5 and, additionally, that dim Σ = 2 and
that every ui is a stable critical point for Eεi (U, gi). Then, all con-
clusions of Theorem 2.5 hold true, as well as sing spt ‖V∞‖ ∩ U = ∅.
Moreover, for every U ′ ⊂⊂ U , β ∈ (0, 1), θ ∈ (0, 1), there exists a c > 0
such that

sup
t∈I

[νi]C1/2({ui=t}∩U ′) ≤ c,

where I ⊂ [−1 + β, 1 − β] is measurable, with Lebesgue measure ≥
2θ(1 − β), and νi denotes the unit normal vector to the level set curve
of u through each particular point.

4.3. Wang-Wei curvature estimates. K. Wang and J. Wei have ob-
tained a considerable strengthening of Theorem 4.12 in the flat setting.
We refer to Appendix C for the adaptation of their result to the curved
setting, yielding:

Theorem 4.13 (cf. Wang-Wei [WW19, Theorem 3.7]). Let (Σ2, g)
be a complete Riemannian manifold, U ⊂ Σ \ ∂Σ be open and bounded,
and u be a stable critical point of Eε U with |u| < 1. If ε ≤ ε∗ and

|A| ≤ C on U ∩ {|u| ≤ 1− β}

then

|A| ≤ c∗ε1/7 on U ′ ∩ {|u| ≤ 1− β},
for all U ′ ⊂⊂ U , where

ε∗ = ε∗(sup
U
| sectΣ,g |, inf

U
injΣ,g, distg(U

′, ∂U), β, C,W ),

c∗ = c∗(sup
U
| sectΣ,g |, inf

U
injΣ,g,distg(U

′, ∂U), β, C,W ).

As a direct corollary of Theorem 4.13 we have:

Corollary 4.14. Let (Σ2, g) be a complete Riemannian manifold,
U ⊂ Σ \ ∂Σ be open and bounded, and u be a stable critical point of
Eε U with |u| < 1 and (Eε U)[u] ≤ E0. Let β ∈ (0, 1). If ε ≤ ε7,
then

|A| ≤ c7 on U ′ ∩ {|u| ≤ 1− β},
for all U ′ ⊂⊂ U , where

c7 = c7(sup
U
| sectΣ,g |, inf

U
injΣ,g,distg(U

′, ∂U),W,E0, β),

ε7 = ε7(sup
U
| sectΣ,g |, inf

U
injΣ,g, distg(U

′, ∂U),W,E0, β).
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Proof. If the statement were false, there would exist a sequence of
stable critical points {(ui, εi)}i=1,2,... of Eεi Ui, limi εi = 0, with U ′i ⊂⊂
Ui ⊂ Σi \∂Σi, sectional curvature and injectivity radius bounds, a fixed
distance distgi(U

′
i , ∂Ui), fixed energy bounds, and such that

sup
Ui∩{|ui|≤1−β}

|Ai|distgi(·, ∂Ui)

is unbounded as i ↑ ∞. Denote by pi the point at which the supremum
is attained, λ−1

i , |Ai(pi)|, and δi , distgi(pi, ∂Ui). Combining Lemma
4.11 with Lemma 4.5, we find that

lim sup
i↑∞

λ−1
i εi <∞.

Claim. limi↑∞ λ
−1
i εi = 0.

Proof. Proceed by contradiction. If the lim sup were a positive real
number, then, after passing to a subsequence, the λi-blowups would
have uniformly elliptic estimates and would subsequentially converge in

C∞loc(R
2) to an entire, stable solution ũ∞ : R2 → (−1, 1) with |Ã∞(0)| =

1; this contradicts the known fact that the only such ũ∞ is the lift of
the one-dimensional heteroclinic solution to R2 (see, e.g., Proposition
3.15). q.e.d.

Thus,

(4.4) lim
i↑∞

λ−1
i εi = 0.

Rescaling to

ũi(x) , ui(pi + λix), x ∈ Σ̃i , λ−1
i (Σi − pi),

we land in the setting of Theorem 4.12. This violates Theorem 4.13,

seeing as to how |Ãi(0)| = 1 ≤ c(λ−1
i εi)

1/7 is false for large i. q.e.d.

4.4. Index 1 singularity formation. In this section we work toward
understanding the limiting picture of a sequence of Morse index 1 critical
points {(ui, εi)}i=1,2,... with uniform energy bounds and limi εi = 0. We
make the following definition:

Definition 4.15. For every critical point u of Eε U define the
following collection of open subsets of U :

I1,ε[u] , {open subsets U ′ ⊂ U with ind(u;U ′) = 1}.

The following is a trivial consequence for Morse index-1 critical points:

Lemma 4.16. For every Morse index-1 critical point u of Eε U ,

1) U ∈ I1,ε[u],
2) V1, V2 ∈ I1,ε[u] =⇒ V1 ∩ V2 6= ∅,
3) V ∈ I1,ε[u] =⇒ V ∩ {|u| ≤ 1− α} 6= ∅,

where α is as in (H3)
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The following preliminary understanding of the limiting picture is a
byproduct of Lemma 4.16:

Lemma 4.17. Assume the same hypotheses as Theorem 2.5 and,
additionally, that dim Σ = 2 and that every ui is a critical point for
Eεi (U, gi) with ind(ui; (U, gi)) ≤ 1. Then, all conclusions of Theorem
2.5 hold true, and H0(sing spt ‖V∞‖ ∩ U) ≤ 1.

Proof. Suppose, for the sake of contradiction, that H0(sing ‖V∞‖) ≥
2. Then there would exist two disjoint open subsets V1, V2 of U with
sing V∞ ∩ Vj 6= ∅ for j = 1, 2. By Lemma 4.16, V1, V2 cannot simulta-
neously be in I1,εi [ui] for any i = 1, 2, . . . Passing to a subsequence, we
can arrange, e.g., that ui is a stable critical point of Eεi V1. But then
Theorem 4.12 would force sing ‖V∞‖ ∩ V1 = ∅, a contradiction. q.e.d.

Proposition 4.18. Let (Σ2, g) be a closed Riemannian 2-manifold.
Let {(ui, εi)}i=1,2,... ⊂ C∞(Σ) × (0,∞), limi εi = 0, |ui| < 1, Eεi [ui] ≤
E0, and where each ui is a nonconstant critical point of Eεi with
ind(ui) = 1. If sing spt ‖V∞‖ 6= ∅, then

Θ1(h−1
0 ‖V

∞‖, p∗) = 2

at the (unique) p∗ ∈ sing spt ‖V∞‖.

Proof. The only case not covered by Lemma 4.17 above is that in
which sing spt ‖V∞‖ = {p∗} with Θ1(h−1

0 ‖V∞‖, p∗) ≥ 3. We will deal
with that case here. Fix β ∈ (0, 1), and let ω be as in Lemma 4.11.

By Lemma 4.11 and Lemma 4.16, exactly one of the following is true:

1) there exists D > 0 such that, after discarding at most finitely
many {(ui, εi)}i=1,2,..., we have for each i = 1, 2, . . . a nonempty
open set Si ⊂ {|ui| ≤ 1− β} with

(4.5) εi|∇ui| ≥ ω on {|ui| ≤ 1− β} \ Si, and

q ∈ Si =⇒ Si ⊂ B2Dεi(q) and BDεi(q) ∈ I1,εi [ui],

2) or, alternatively, we can pass to a subsequence along which

(4.6) εi|∇ui| ≥ ω on {|ui| ≤ 1− β} for all i = 1, 2, . . . ;

in this case, set Si , ∅ for all i and D = 0.

For i = 1, 2, . . ., define

R1,εi [ui] = inf
{
r ≥ 2Dεi : there exists p ∈ {|ui| ≤ 1− β}

such that Br(p) ∈ I1,εi [ui]
}
.

Write ri = R1,εi [ui], and pick any pi such that B2ri(pi) ∈ Ii,εi [ui].

Claim. limi ri = 0.
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Proof of claim. Suppose

lim
i
ri = 2σ > 0.

By Theorem 2.5, {ui = 0} converges in the Hausdorff topology to
spt ‖V∞‖, so there would exist qi ∈ {|ui| ≤ 1 − β} with limi qi = p∗
and ind(ui;Bσ(qi)) = 0. Thus, by Theorem 4.12, it would follow that
sing spt ‖V∞‖ ∩Bσ(p∗) = ∅, which is clearly a contradiction. q.e.d.

As a byproduct of the proof of this claim, it is easy to see that
limi pi = p∗. Let R > 0 be a radius smaller than the injectivity ra-
dius of Σ so that Σ ∩BR(q) ≈ BR for all q ∈ Σ, and define

δi(x) , dist(x; (Σ \BR(pi)) ∪B2ri(pi)).

By Lemma 4.16, ui is a stable critical point of Eεi (BR(pi) \B2ri(pi))
and, by (4.5),

(4.7) εi|∇ui| ≥ ω on {|ui| ≤ 1− β} \B2ri(pi).

Claim. |Ai|δi ≤ c on {|ui| ≤ 1−β}, with c independent of i = 1, 2, . . .

Proof of claim. Let qi ∈ {|ui| ≤ 1 − β} ∩ BR(pi) \ B2ri(pi) denote a
point attaining the maximum of {|ui| ≤ 1− β} 3 q 7→ |Ai(q)|δi(q), and
suppose that the corresponding maximum values {|Ai(qi)|δi(qi)}i=1,2,...

form an unbounded sequence. If λ−1
i , |Ai(qi)|, then consider the

rescaled functions

ũi(x) , ui(qi + λix), x ∈ Ũi , λ−1
i (Bδi(qi)/2(qi)− qi),

with corresponding ε̃i = λ−1
i εi. Arguing as in Corollary 4.14, we can

check that limi ε̃i = 0. Then, |Ãi| ≤ 2 on Ũi ∩ {|ui| ≤ 1 − β}, so, by
Theorem 4.13 we get the improved estimate

|Ãi(0)| ≤ cε̃1/7
i → 0,

contradicting the normalization |Ãi(0)| = 1; the claim follows. q.e.d.

Without loss of generality, suppose 2D > ε−1
∗ . Consider the open sets

Wi , {q ∈ BR/2(pi) : δi(q) > ri, |δi(q)−1(g − pi)− δ|C3(B1) < ε∗}.
By virtue of the claim above, Theorem 4.13 applies to give

(4.8) |Ai(q)| ≤ c∗ε1/7
i δi(q)

−8/7 for q ∈Wi ∩ {|ui| ≤ 1− β}.
Let {σi}i=1,2,... ⊂ (0,∞) be such that

(4.9) lim
i
σi = lim

i
σ−1
i ri = 0, and

lim
i
σ−1
i (V i − pi) Gr(B1(0)) = (Tp∗V

∞ − p∗) Gr(B1(0)).

Denote C = Tp∗V
∞ − p∗, a singular cone with Θ1(h−1

0 ‖C‖, 0) ≥ 3.
Moreover, denote
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ũi(x) , ui(pi + σix), x ∈ Ũi , σ−1
i (BR/2(pi)− pi),

ε̃i = σ−1
i εi, δ̃i(·) , σ−1

i δi(pi + σi·), r̃i , σ−1
i ri.

From (4.8) and Theorem 4.12 we know that, after perhaps passing to a
subsequence,

(4.10) lim
i
{ũi = ti} ∩B1(0) \B1/2(0)

= spt ‖C‖ ∩B1(0) \B1/2(0) in C1,θ

for all θ < 1
2 ; here, |ti| ≤ 1 − β. Consider a point q̃i ∈ {ũi = ti} ∩

∂B3/4(0), and let ν̃∞ denote the unit normal vector (unique up to ±)

orthogonal to spt ‖C‖ at limi q̃i, so that limi ν̃
i(q̃i) = ν̃∞ by (4.10).

Consider an arclength parametrization γ̃i of {ũi = 0} ∩ B1(0), with
γ̃i(0) = q̃i and γ̃′i(0) pointing toward the origin.

Denote

Ti = min

{
t ≥ 0 : γ̃i 6∈Wi or |ν̃i(γ̃i(t))− ν̃∞| ≥

1

4

}
.

Note that (4.8) applies—rescaled—and gives

|Ãi(γ̃i(t))| ≤ cε̃
1
7
i δ̃i(γ̃i(t))

− 8
7 ≤ cε̃

1
7
i (Ti + r̃i − t)−

8
7 , t ∈ [0, Ti],

and thus, from the fundamental theorem of calculus, for all τ ∈ [0, Ti],

(4.11)

|ν̃i(γ̃i(τ))− ν̃i(q̃i)| ≤
∫ Ti

0
|Ãi(γ̃i(t))| dt ≤ cε̃i

1
7

∫ Ti

0
(Ti + r̃i − t)−

8
7 dt

≤ cε̃
1
7
i

[
(Ti + r̃i − t)−

1
7

]Ti
t=0
≤ cε̃

1
7
i r̃
− 1

7
i = cε

1
7
i r
− 1

7
i .

Claim. lim infi r
−1
i εi > 0

Proof of claim. If the claim were false, then by passing to a subsequence
we would be able to arrange that, along all rays of spt ‖C‖,

|ν̃i(γ̃i(t))− ν̃∞| <
1

4
for all t ∈ [0, Ti],

by virtue of (4.9). Thus, γ̃i(Ti) ∈ ∂Wi from the definition of Ti, and

(4.12) δ̃i(γ̃i(Ti)) = r̃i and lim
i
ν̃i(γ̃i(Ti)) = ν̃∞.

By the definition of r̃i, the further blowup

ûi(x) = ũi(r̃ix), x ∈ Ûi = r̃−1
i Ũi

is such that B2(0) ∈ I1,ε̂i [ûi], for ε̂i , r̃−1
i ε̃i = r−1

i εi, where, by assump-
tion, limi ε̂i = 0. Moreover,

(4.13) R1,ε̂i [ûi] = 1 for i = 1, 2, . . .
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From (4.12) we see that

lim
i
V̂ i = C,

which, in particular, has sing spt ‖C‖ = {0}. Therefore, arguing as in
the first claim in the proof of Proposition 4.18, we see that

lim
i
R1,ε̂i [ûi] = 0,

contradicting (4.13). q.e.d.

Define

(4.14) ρi , inf

{
ρ > 0 : Θ1(‖V i‖, p∗, ρ) = Θ1(‖V∞‖, p∗)−

h0

2

}
.

(See Appendix A for the notation.) From Theorem 1.5, Proposition
3.10, and the uniformly elliptic estimates one gets in the O(εi)-scale, it
follows that

Θ1(‖V∞‖, p∗) ≥ 3 =⇒ lim
i
ρ−1
i εi = 0.

By the conclusion of the claim above, (4.11), and the argument leading
to (4.12), it follows that the blowups

ŭi(x) , u(p∗ + ρix), x ∈ ρ−1
i (BR/2(p∗)− p∗)

have ε̆i , ρ−1
i εi such that limi ε̆i = 0 and the corresponding diffuse

1-varifolds V̆ i are such that

lim
i
V̆ i = C,

contradicting the non-integral density from (4.14). q.e.d.

5. Min-max construction

Proof of Theorem 1.3. We break up the proof into the three steps out-
lined in the introduction.

Step 1: Mountain pass. (See [Gua18] for details.) Denote

Γ ,
{
γ ∈ C0([−1, 1];W 1,2(Σ)) : γ(−1)(·) ≡ −1, and

γ(1)(·) ≡ 1 a.e. on Σ
}
.

Arguing as in [Gua18], one can show that the min-max energy levels

Eε , inf
γ∈Γ

max
t∈[−1,1]

Eε[γ(t)]

satisfy

0 < lim inf
ε↓0

Eε ≤ lim sup
ε↓0

Eε <∞

and that there exist uε ∈W 1,2(Σ) such that Eε[uε] = Eε and δEε[uε] = 0
for all ε > 0; ind(uε) ≤ 1, uε ∈ C∞(Σ), and |uε| < 1 are all standard.
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Step 2: Partial regularity of the limit. It follows from Hypothe-
sis (H3) and the non-triviality of uε that |uε| < 1 for all ε. All hypotheses
needed to employ Theorem 2.5 are satisfied, so indeed we do obtain a
limiting stationary integral 1-varifold h−1

0 V∞. Partial regularity follows
from Lemma 4.17.

Step 3: Local convergence near p∗. Without loss of generality,
we may suppose that we’re working on a sequence {(ui, εi)}i=1,2,... with
ind(ui) = 1 and with sing spt ‖V∞‖ = {p∗}. (For, if sing spt ‖V∞‖ = ∅,
there is no singular point. Likewise, if ind(ui) = 0 along a subsequence
then sing spt ‖V∞‖ = ∅ by Theorem 4.12.) We are now precisely in
the setting of Proposition 4.18, and the result follows by combining the
proposition with Lemma A.7 of the appendix. q.e.d.

Appendix A. Geometric measure theory

In this section we briefly recall some basic facts about geometric mea-
sure theory. (We refer the reader to [Sim83] for a thorough treatment.)

Definition A.1 (k-varifolds, [Sim83, Chapter 8, §38]). Let (Σn, g)
be a complete Riemannian manifold and U ⊂ Σ \ ∂Σ be open. We say
V is a k-varifold on U if it is a Radon measure on Grk(U). We denote
by ‖V ‖ the Radon measure induced by V on U under the projection
π : Grk(U)→ U , i.e.,

‖V ‖(B) , V (π−1B).

Definition A.2 (First variation, [Sim83, Chapter 8, §39]). Let
(Σn, g) be a complete Riemannian manifold, U ⊂ Σ \ ∂Σ be open, and
V be a k-varifold in U . The first variation of a V in U is

δV (X) ,
∫

Grk(U)
divT X(x) dV (x, T ), X ∈ C1

c (U ;TΣ).

We call V stationary in U if δV (X) = 0 for all X ∈ C1
c (U ;TΣ).

Definition A.3 (Varifold density). Let (Σn, g) be a complete Rie-
mannian manifold, U ⊂ Σ \ ∂Σ be open, and p ∈ U . For a k-varifold V
in U , we define the k-density of V at p ∈ U on scale r to be

Θk(‖V ‖, p, r) , ‖V ‖(Br(p) ∩ U)

ωkrk
,

provided distg(p, ∂U) < r; here ωk denotes the k-dimensional Lebesgue

measure of B1(0) ⊂ Rk. Likewise, we define the density at p ∈ U to be

Θk(‖V ‖, p) , lim
r↓0

Θk(‖V ‖, p, r),

provided the limit exists.

Lemma A.4 ([Sim83, Lemma 40.5]). Let (Σn, g) be a complete Rie-
mannian manifold, U ⊂ Σ\∂Σ be open, and V be a stationary k-varifold
in U , then Θk(‖V ‖, ·) exists everywhere on U .
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Recalling the definition of a countably k-rectifiable set from [Sim83,
Chapter 3], we also proceed to define:

Definition A.5 (Integral varifold, [Sim83, Chapter 4, §15]). Let
(Σn, g) be a complete Riemannian manifold and U ⊂ Σ \ ∂Σ be open.
A k-varifold V in U is integral if, for a countably k-rectifiable S ⊂ U ,

V (f) =

∫
S
f(x, TxS) θ(x) dHk(x) for all f ∈ C0

c (Grk(U)),

with θ ∈ {0, 1, . . .} Hk-a.e. on S, and θ ∈ L1
loc(Hk S).

Definition A.6 (Regular, singular sets). Let (Σn, g) be a complete
Riemannian manifold, and T ⊂ Σ be countably k-rectifiable. We denote

reg spt ‖V ‖ =
{
p ∈ spt ‖V ‖ : there exists r > 0 such that

Br(p) ∩ spt ‖V ‖ = a smooth

embedded k-dimensional submanifold
}
,

and we denote its complement within spt ‖V ‖ as sing spt ‖V ‖.

The following lemma is a simple fact in geometric measure theory; its
proof is simple but not readily available in the literature, so we include
it here for the reader’s convenience.

Lemma A.7. Let (Σ2, g) be a complete Riemannian manifold, V be a
stationary integral 1-varifold, U ⊂ Σ\∂Σ be open, spt ‖V ‖∩U singular,
spt ‖V ‖ ∩ U \ {p} smooth for some p ∈ U with Θ1(‖V ‖, p) = 2. Then
spt ‖V ‖∩U is the union of two smooth embedded geodesics Γ1, Γ2, with
Γ1 ∩ Γ2 = {p} and ∂Γ1 ∪ ∂Γ2 ⊂ ∂U .

Proof. From [AA76] we know that

V Gr1(U) =

4∑
i=1

v(`i,H1 `i),

where {`i}i=1,...,4 are (not necessarily distinct) geodesic rays with end-
points p and qi ∈ ∂U . Denote {vi}i=1,...,4 ⊂ {v ∈ TpΣ : ‖x‖ = 1} the
corresponding initial velocity vectors of {`i}i=1,...,4. Since spt ‖V ‖ \ {p}
is smooth and spt ‖V ‖ is singular, the vectors {vi}i=1,...,4 are all distinct
and (after possibly relabeling them)

v1 + v2 = v3 + v4 = 0.

By elementary considerations in Riemannian geometry, the pairs of ge-
odesic rays (`1, `2) and (`3, `4) join up smoothly at p to yield Γ1, Γ2

with the properties postulated in the statement. q.e.d.



ALLEN-CAHN MIN-MAX ON SURFACES 125

Appendix B. Morse index under quadratic area growth

In this section we will study general Schrödinger operators

(B.1) L , −∆g + V, where V ∈ C∞loc(Σ) ∩ L∞(Σ)

on complete, noncompact Riemannian manifolds without boundary, and
with quadratic volume growth; the latter condition means that their
volume measure υg satisfies

(B.2) υg(BR(p)) ≤ cR2, for all p ∈ Σn, R ≥ 1.

We associate with L the quadratic form Q : W 1,2(Σ)⊗W 1,2(Σ)→ R,

(B.3) Q(ζ, ψ) ,
∫

Σ
[〈∇ζ,∇ψ〉+ V ζψ] dυg, ζ, ψ ∈W 1,2(Σ).

The corresponding Rayleigh quotient is Q : W 1,2(Σ) \ {0} → R,

(B.4) R[ζ] ,
Q(ζ, ζ)

‖ζ‖2
L2(Σ)

, ζ ∈W 1,2(Σ) \ {0}.

Definition B.1 (Morse index, nullity). Let (Σn, g) be complete, non-
compact, without boundary, with quadratic volume growth (B.2), let

L , −∆g + V , with V ∈ C∞loc(Σ) ∩ L∞(Σ), and suppose Ω ⊆ Σ is an
open, connected, Lipschitz domain. We define the Morse index of L on
Ω as

(B.5) ind(L; Ω) , sup
{

dimV : V ⊂W 1,2
0 (Ω) a subspace such that

Q(ζ, ζ) < 0 for all ζ ∈W 1,2
0 (Ω) \ {0}

}
and the nullity of L on Ω as

(B.6) nul(L; Ω) , dim{u ∈W 1,2
0 (Ω) : Lu = 0 weakly in Ω}.

The Morse index counts the dimensionality of the space instabilities
for a particular critical point. Heuristically, this corresponds to the
number of negative eigenvalues, counted with multiplicity.

Some classical results on the Morse index of Schrödinger operators
on compact domains generalize to the noncompact setting, provided we
work under the quadratic area growth assumption (B.2). We quote be-
low, without proof, two results that are needed in the paper. A rigorous
proof of both results can be found in the author’s Ph.D. thesis [Man17].

Theorem B.2 (Noncompact Courant nodal domain theorem,
[Man17, Theorem 4.3.7]). Let (Σn, g) be complete, noncompact, without
boundary, and with quadratic volume growth (B.2). Suppose the open,
connected, Lipschitz domain Ω can be partitioned into open, connected,
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disjoint, Lipschitz domains Ω1, . . . ,Ωm. For any L as in (B.1),

(B.7) ind(L; Ω) ≥
m−1∑
i=1

(ind(L; Ωi) + nul(L; Ωi)) + ind(L; Ωm).

The following proposition is motivated by Ghoussoub-Gui’s original
proof of Conjecture 3.1 in R2 [GG98, Theorem 1.1].

Lemma B.3 ([Man17, Lemma 4.3.8]). Let (Σn, g) be complete, non-
compact, without boundary, with quadratic area growth (B.2), and let L
be as in (B.1). Suppose u 6≡ 0 is a bounded Jacobi field. If Ω ⊆ Σ is an
open, connected, Lipschitz domain, with u|∂Ω ≡ 0, then on every open,
connected, Lipschitz Ω′ ) Ω, ind(L; Ω′) ≥ 1.

Appendix C. Wang-Wei curvature estimates on manifolds

The recent novel work of Wang-Wei [WW19] is performed in the
context of solutions to (1.1) on two-dimensional Euclidean space. In this
appendix we outline necessary modifications that will allow [WW19,
Theorem 3.7] to go through as Theorem 4.13 in our setting. Seeing as to
how computations in [WW19] were carried out in Fermi coordinates,
this generalization is, for the most part, straightforward—provided one
sets everything up correctly, as we aim to do here. We describe this in
some detail here, starting with introducing notation that will uniformize
ideas with the current paper.

First, we may assume that our double-well potential is rescaled so
that

W ′′(±1) = 2,

which allows to match the asymptotic analysis from [WW19] verbatim.
We may further assume that U = B2(0) ⊂ R2, whose coordinates are
(x1, x2), and that the metric g on U is C∞ close to the flat metric on
B2(0) ⊂ R2.

We work in the rescaled setting (Ũ , g̃), with the rescaled function

ũ(x) , u(εx), x ∈ Ũ ,

where Ũ , B3ε−1(0) and the rescaled metric is g̃ , ε−2g. If Γ̃α is
a component of {ũ = 0} (denoted Γα and {u = 0}, respectively, in
[WW19]) that is graphical in the (x1, x2)-coordinates over

[−2ε−1, 2ε−1]× {0} ⊂ Ũ
using a graphing function

(C.1) f̃α : [−2ε−1, 2ε−1]→ R, |f̃ ′α|+ ε−1|f̃ ′′α| ≤ C1,

C1 = C1(g, C), where C is the uniform curvature estimate we made on

the level sets, then we can construct Fermi coordinates (Π̃α, d̃α) as

(Π̃α, d̃α) 7→ exp
(Π̃α,f̃α(Π̃α))

(d̃αν
α), |Π̃α| ≤ 2ε−1,
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where να denotes the upward pointing unit normal to Γ̃α with respect
to g̃. (These correspond to Πα and dα in [WW19, Lemma 8.3].) De-
note, in Fermi coordinates,

Γ̃α,z , {d̃α = z}.
For simplicity, we will write

(x, z) in place of (Π̃α, d̃α)

whenever we center on a fixed Γ̃α. The metric, in these coordinates, is

g̃ =

[
g̃xx 0
0 1

]
.

We note that the sectional curvatures satisfy

(C.2) | sectg̃ |+ ε−1|∂ sectg̃ | ≤ C2ε
2,

where C2 = C2(g). Let ĨIα,z denote the second fundamental form Γ̃α,z,

and H̃α,z the mean curvature scalar. We have H̃α,0 = O(ε). Combined
with the Riccati equation

∂

∂z
H̃α,z = −H̃2

α,z − sectg̃,

a straightforward ODE comparison, and (C.2), we get

(C.3) |H̃α,z| ≤ C3ε provided |Π̃α| ≤ ε−1, |z| ≤ δε−1,

where δ = δ(g, C1, C2)� 1, C3 = C3(g, C1, C2).
We assume |z| ≤ δε−1 in all that follows in this appendix and that

we’re working within |Π̃α| ≤ ε−1.

Adjustments to [WW19, Section 8]

[WW19, Lemma 8.1, (8.5)–(8.7)] go through without change, since
(C.3) above gives the required zero-th order curvature bound.

None of the pointwise identities [WW19, (8.2)–(8.4)] continue to
hold true, seeing as to how we’re no longer in the flat setting, so we need
a Riemannian geometric approach to rederive [WW19, (8.8)–(8.11)].
Note, first, that [WW19, (8.9)–(8.10)] are an immediate consequence
of (C.3) combined with the fact that(

L∂/∂z g̃
)
|
T ∗Γ̃α,z⊗T ∗Γ̃α,z = 2ĨIα,z.

From the Riccati equation, (C.2), and (C.3), we find that

(C.4)
∂

∂z
H̃α,z = O(ε2).

This readily implies [WW19, (8.8), (8.11)]. By differentiating the Ric-
cati identity in x, we get the evolution equation

∂

∂z

(
∂

∂x
H̃α,z

)
= −2H̃α,z

(
∂

∂x
H̃α,z

)
− ∂

∂x
sectg̃ .
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We already know that ∂
∂xH̃α,0 = O(ε) from [WW19, (8.5)]. Combined

with the evolution equation above and (C.2), we conclude

(C.5)
∂

∂x
H̃α,z = O(ε).

From (C.1) we find that

(C.6)
∂

∂x
g̃xx = O(ε) on Γ̃α.

Combined with (C.5) and the evolution of g̃xx with respect to ∂
∂z , we

also get

(C.7)
∂

∂x
g̃xx(x, z)− ∂

∂x
g̃xx(x, 0) = O(ε|z|).

Given (C.7), [WW19, Lemma 8.2, (8.13)] goes through unchanged.
[WW19, Lemma 8.3] goes through as well, subject to modifications

in step 3. Namely, [WW19, (8.15)–(8.17)] are shown as in the paper,
but [WW19, (8.14), (8.18)] require a slightly more geometric approach.
By (C.3),

(C.8) |∇g̃
∇g̃ d̃α
〈∇g̃d̃β,∇g̃d̃α〉g̃| = |∇2

g̃d̃β(∇g̃d̃α,∇g̃d̃α)| = O(ε).

Then, arguing as in step 1 of the lemma, it is simple to check that

〈∇g̃d̃β,∇g̃d̃α〉g̃ ≥ 1−O(ε
1
2 log

1
2 ε−1) on Γ̃α.

Consider a geodesic starting from a point q ∈ Γ̃α and ending at its

closest point q′ ∈ Γ̃β. Vary this geodesic so that q gets pushed in the

∇g̃d̃α direction. Denote normal to this geodesic by N. The Jacobi field
V of this geodesic variation then satisfies

(C.9) |〈Vq,Nq〉g̃| = O(ε
1
2 log

1
2 ε−1).

Moreover, if V′q denotes differentiation along this geodesic at the point
q, then (C.8) implies |〈V′q,Nq〉g̃| = O(ε). From the Jacobi equation for
V, (C.3), and the fundamental theorem of calculus,

|〈Vq′ ,Nq′〉g̃| = O(ε
1
2 log

1
2 ε−1),

at the other endpoint q′, recovering [WW19, (8.23)]. Integrating gives
[WW19, (8.14), (8.24)]. Finally, [WW19, (8.18)] follows from (C.8)–
(C.9). This concludes [WW19, Lemma 8.3].

Adjustments to [WW19, Section 14]

The left hand side of [WW19, (14.1)] is understood to be H̃α,0.

Adjustments to [WW19, Section 17]

The main result of [WW19, Section 17], [Wan17a, Proposition
17.1], goes through with its statement unchanged, but with modifica-
tions to its proof; the issue at hand is that coordinate derivatives of u
are no longer Jacobi fields in the curved setting. Note that, unlike in
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the original paper, we will continue to work in the stretched coordinate

system here, i.e., with ũ on (Ũ , g̃) instead of u on (U, g), seeing as to
how all our modifications have been stated relative to the prior.

For this section we introduce the following modifications. First, we
define a truncated, almost-Jacobi field

ϕ , 1
D̃α

∂ũ

∂x2
,

where D̃α is the component of { ∂ũ
∂x2

> 0} containing Γ̃α.
Equation [WW19, (17.1)] is no longer true. Instead, differentiating

(1.1) (rescaled to ε = 1) in the x2 coordinate, where (x1, x2) is the

Euclidean coordinate chart for Ũ relative to which (C.1) holds,

(C.10) =⇒ ∂

∂x2

(
1
√
g

∂

∂xi

(
√
ggij

∂ũ

∂xj

))
= W ′′(ũ)

∂ũ

∂x2

⇐⇒ ∆g̃

(
∂ũ

∂x2

)
+O(ε)(|∂2ũ|+ |∂ũ|) = W ′′(u)

∂ũ

∂x2
;

this is our replacement for [WW19, (17.1)].
[WW19, Lemma 17.2], [WW19, Lemma 17.3] go through (for

stretched coordinates) with straightforward modifications; the pertinent
chain of inequalities, in the stretched setting, is

(C.11)

∫
Bε−1/100(xε)

ε|∇g̃(ϕη)|2 + ε−1W ′′(ũ)ϕ2η2 dυg̃

≤ ε
∫
Bε−1/100(xε)

ϕ2 dυg̃ ≤ C.

Next, let

Ω̃α , {(x, z) : |x| < L, L < z < ρε − L} , ρε , f̃α+1(0) ≤ log ε−1.

Assume that L is large enough in order for

Ω̃α ⊂ {|W ′′(ũ)| ≥ κ},

with κ is as in (H3). By [WW19, Lemma 17.1], ρε � 1. Define

ϕ̃ : Ω̃α → R as the unique solution to the system{
−∆g̃ϕ̃+W ′′(ũ)ϕ̃ = 0 in Ω̃α

ϕ̃ = ϕ on ∂Ω̃α

}
.

Existence and uniqueness follow from ind(ũ; Ω̃α) = 0. Notice that∫
Ω̃α

〈∇g̃ϕ,∇g̃ϕ̃〉g̃ +W ′′(ũ)ϕϕ̃

=

∫
∂Ω̃α

ϕ〈∇g̃ϕ̃, ν
∂Ω̃α
〉g̃ +

∫
Ω̃α

ϕ
(
−∆g̃ϕ̃+W ′′(ũ)ϕ̃

)
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=

∫
∂Ω̃α

ϕ̃〈∇g̃ϕ̃, ν
∂Ω̃α
〉g̃

=

∫
Ω̃α

ϕ̃∆g̃ϕ̃+ |∇g̃ϕ̃|2

=

∫
Ω̃α

|∇g̃ϕ̃|2 +W ′′(ũ)ϕ̃2,

so ∫
Ω̃α

|∇g̃ϕ|2 +W ′′(ũ)ϕ2 −
∫

Ω̃α

|∇g̃ϕ̃|2 +W ′′(ũ)ϕ̃2(C.12)

=

∫
Ω̃α

|∇g̃ϕ|2 +W ′′(ũ)ϕ2 +

∫
Ω̃α

|∇g̃ϕ̃|2 +W ′′(ũ)ϕ̃2

− 2

∫
Ω̃α

〈∇g̃ϕ,∇g̃ϕ̃〉g̃ +W ′′(ũ)ϕϕ̃

=

∫
Ω̃α

|∇g̃(ϕ− ϕ̃)|2 +W ′′(ũ)(ϕ− ϕ̃)2

≥ κ
∫

Ω̃α

(ϕ− ϕ̃)2,

where κ is as in (H3). Inequality (C.12) is [WW19, (17.5)] in the curved
setting.

Recalling

∆g̃ −∆ = (gij − δij) ∂2

∂xi∂xj
+

1
√
g

∂

∂xi
(√
ggij

) ∂

∂xj

and that

sup
Ω̃α

[∣∣gij − δij∣∣+

∣∣∣∣ 1
√
g

∂

∂xi
(
√
ggij)

∣∣∣∣]→ 0 as ε→ 0,

it follows easily that the subsolution [WW19, (17.6)] goes through,
with a perhaps slightly worse exponent which nevertheless converges to
the exponent in [WW19, (17.6)] as ε→ 0.

[WW19, Lemma 17.4] goes through. We may thus finish the section
by concluding that∫

Ω̃α

(ϕ− ϕ̃)2 dυg̃ ≥
∫

|x1|<L/2
(1+o(1))ρε

2
<x2< 3ρε

4

ϕ̃2 dυg̃

≥ (2 + o(1))ρεL

4
exp

(
−1 + o(1)

2

√
2 + o(1)ρε

)
,

so the result follows as in [WW19, Section 17] by combining the in-
equality above with (C.11) and (C.12).

Adjustments to [WW19, Section 18]

The left hand side of [WW19, (18.6)] is understood to be H̃α,0.
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Adjustments to [WW19, Section 19]

In our notation, λ = g̃−1
xx . Unlike in the flat setting, we do not have

a precise pointwise expression for λ. Nonetheless,

∂λ

∂z
= − 1

g̃2
xx

∂g̃xx
∂z

= −2H̃α,z

g̃xx
= O(ε),

by (C.3). Likewise,

∂2λ

∂z2
= − 1

g̃xx

∂H̃α,z

∂z
+

2H̃2
α,z

g̃xx
= O(ε2),

by (C.3)–(C.4). The remainder of the section goes through.

Adjustments to [WW19, Section 20]

The reduction of [WW19, Theorem 3.7] to [WW19, Proposition
20.1] as outlined in [WW19] goes through in the curved setting.

As in [WW19], we introduce the notation

A0(r) , sup
|x1|<r

exp
(
−
√

2D̃0(x1)
)
,

where D̃0 = max{distg̃(·; Γ̃−1),distg̃(·; Γ̃1)}, and

R , ε−1, r ∈
[
R

2
,
4R

5

]
, ε , A0(r),

and we assume that

(C.13) ε ≥ ε8/7.

In this section it will be important to be able to relate the geodesic cur-
vature of curves that are graphical over an axis to the second derivatives
of their graphing functions. While in the flat setting the relationship is
straightforward,

H̃α =
f̃ ′′α

(1 + |f̃ ′α|2)3/2
,

the relationship in the curved setting is less explicit. We start by noting
that the 1-form

ω , −f̃ ′α(x1)︸ ︷︷ ︸
= ω1

dx1 + 1︸︷︷︸
= ω2

dx2

annihilates Γ̃α. Therefore ω
|ω|g̃

is a g̃-unit-normal 1-form to Γ̃α, so, by

definition,

H̃α = g̃xx
(
∇g̃ ω

|ω|g̃

)(
∂

∂x1
,
∂

∂x1

)
.

Note that (
∇g̃ ω

|ω|g̃

)(
∂

∂x1
,
∂

∂x1

)
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=

(
∇g̃ω
|ω|g̃

−∇g̃|ω|2g ⊗
ω

2|ω|3g̃

)(
∂

∂x1
,
∂

∂x1

)
=
∂1ω1 − Γ1

11ω1 − Γ2
11ω2

|ω|g̃
− ∂1

(
g̃11ω2

1 + 2g̃12ω1ω2 + g̃22ω2
2

) ω1

2|ω|3g̃

= f̃ ′′α

(
− 1

|ω|g̃
+
g̃11(f̃ ′α)2

|ω|3g̃
− g̃12f̃ ′α
|ω|3g̃

)
+O(|∂g̃|).

We may arrange for:

|∂2g̃| = O(ε2), g̃|(0,0) = δ, ∂g̃|(0,0) = 0, and f̃0(0) = f̃ ′0(0) = 0.

Next, we estimate |∂g̃| on Γ̃0 ∩ {|x1| ≤ Kε−1/2}; recalling (C.13),

|∂g̃| = O(ε2ε−1/2) = O(ε10/8) on Γ̃0 ∩ {|x1| ≤ Kε−1/2}.

Therefore,

(C.14) H̃0 = (−1 + o(1))f̃ ′′0 +O(ε10/8) on Γ̃0 ∩ {|x1| ≤ Kε−1/2}.

This recovers [WW19, (20.6)]. To perform the same estimate on Γ̃±1∩
{|x1| ≤ Kε−1/2}, we first recall that, by (C.13),

sup
|x1|<r

exp
(
−
√

2D̃0(x1)
)
≥ ε8/7 ⇐⇒ inf

|x1|<r
D̃0(x1) ≤ 8

7
√

2
log ε−1.

Therefore, a crude estimate will tell us that

distg̃(·; Γ̃0) = O
(
ε−1/2 log ε−1

)
on Γ̃±1 ∩ {|x1| ≤ Kε−1/2},

and thus

|∂g̃| = O
(
ε2ε−1/2 log ε−1

)
= O(ε10/9) on Γ̃±1 ∩ {|x1| ≤ Kε−1/2}.

Thus, arguing as before,

(C.15) H̃1 = (−1 + o(1))f̃ ′′±1 +O(ε10/9) on Γ̃±1 ∩ {|x1| ≤ Kε−1/2}.

[WW19, Lemma 20.3] will then continue to be true in the curved set-
ting, provided we make use of (C.15), instead of the explicit flat esti-

mate on f̃ ′′±1 from [WW19, (18.6)]. Likewise, making use of (C.14),
both estimates [WW19, (20.9)–(20.10)] remain valid. Making use of
(C.14)–(C.15), [WW19, Lemma 20.4] remains valid, too.

[WW19, Lemma 20.5] goes through verbatim.
Finally, [WW19, Lemma 20.6] goes through provided we, again, re-

place the explicit flat estimate in [WW19, (18.6)] by (C.15).

Adjustments to [WW19, Appendix F]
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All steps, except step (12), go through verbatim. In step (12), one
simply needs to estimate ∣∣∣∣ ∂∂z g̃−1

xx

∣∣∣∣
Cθ

in terms of ∣∣∣∣ ∂∂x ∂

∂z
g̃−1
xx

∣∣∣∣
C0

≤
∣∣∣∣ ∂∂x

(
1

g̃xx
H̃α,z

)∣∣∣∣ = O(ε),

where the last asymptotic follows from (C.3), (C.5).

Adjustments to [WW19, Appendix G]

In step (1) we need to compute the commutator between the hori-

zontal partial derivative and the Laplacian along Γ̃α,z. Recalling

∆g̃ = ∆
Γ̃α,z

+ H̃α,z
∂

∂z
+

∂2

∂z2
,

we see that [
∂

∂x
,∆

Γ̃α,z

]
=

[
∂

∂x
,∆g̃

]
−
(
∂

∂x
H̃α,z

)
∂

∂z
,

which, by (C.2), (C.5), re-confirms the estimate[
∂

∂x
,∆

Γ̃α,z

]
φ = O(ε)(|∂2φ|+ |∂φ|)

needed for step (1).
Step (2) steps by simply replacing the use of [WW19, (8.4)], which

is false in curved space, with (C.5).
Steps (3)–(7) require no adjustments.
Step (8) follows by using (C.4) and (C.5) instead of [WW19, (8.4)].
Step (9) follows verbatim, and steps (10), (11) follow with the same

modifications that have been already explained above. Finally, step (12)
follows without any modifications.
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