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A theoretical framework describing the set of interactions between neurons in the brain, or functional
connectivity, should include dynamical functions representing the propagation of signal from one neuron to

another. Green’s functions and response functions are natural candidates for this but, while they are
conceptually very useful, they are usually defined only for linear time-translationally invariant systems.
The brain, instead, behaves nonlinearly and in a time-dependent way. Here, we use nonequilibrium Green’s

functions to describe the time-dependent functional connectivity of a continuous-variable network of
neurons. We show how the connectivity is related to the measurable response functions, and provide two
illustrative examples via numerical calculations, inspired from Caenorhabditis elegans.
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Understanding how neurons interact is fundamental to
describing how their collective activity generates the
dynamics of the brain. Advances in optogenetics and
neuroimaging now allow activity to be stimulated in one
neuron while simultaneously measuring the response of
many others [1-3]. Functional connectivity encompasses
the collection of strengths, signs, and time-varying proper-
ties that govern how a change in activity of one neuron
affects another. Measuring functional connectivity at sin-
gle-neuron resolution would constrain simulations by link-
ing anatomical connectivity to neural dynamics. Further,
measuring changes to functional connectivity can reveal
how the brain changes with learning.

Most models of continuous-variable neural activity,
like graded potentials or spiking rates, are formulated as
differential equations [4-9]. They include parameters for
local properties of direct connections in the network, such
as synaptic strengths between two neurons. But those local
properties cannot be measured directly in the network.
Instead, experiments see an effective interaction between
the two neurons, which includes contributions from indirect
paths as well as the direct path.

An integral formulation, see, e.g., Ref. [10], is more
convenient for transitioning between local direct connec-
tions and the effective ones that are more accessible
experimentally. In the linear and time-translationally invari-
ant (TTI) case (a condition we relax later), the activity y; of
neuron i is
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where y, are the equilibrium activities of the neurons
and Ay the deviations from those values. * denotes
convolution, g ;; is the (TTI) Green’s function, or transfer
function, describing the direct interaction i < j from
neuron j to neuron i. g§¥ * I$*'(¢) denotes the effect of
external perturbations.

Equation (1) considers only direct paths between neu-
rons. However, in a network i and j are connected by both
direct and indirect paths, and one would have to solve
Eq. (1) for each neuron and time step. If we know Ay; [11]
and want to calculate Ay;, in a linear system we
can condense the effect of the whole network into a
single connected Green’s function Gj;; (the resolvent
kernel in Volterra integral equations [12]) such that
Wi(t) = Wieq + (G0 ij * Ay;)(1). Gy ,; is a solution to

Olj gOl]+Zg()l/4 Oﬂj’ (2)
H#]

which is obtained by recursively inserting contributions of
all neurons in Eq. (1). Upper case denotes connected,
subscript 0 denotes linear and TTI, superscript j means j is
excluded from summations. See Supplemental Material
[13] for discussion of when Ay; is sufficient. Green’s
functions govern the dynamics of the state y = y¢q + Ay
in the integral formulation of the system’s equations. To
probe the system’s properties, we can induce a small
perturbation éy/; on top of the current state of the system
y and obtain the connected response function Fy;; by
measuring the produced §y; = Fy ;; * 6y ;. In the linear and
TTI case, Fy;j Go i while they differ in a nonlinear
system.

Published by the American Physical Society


https://orcid.org/0000-0002-6200-7254
https://orcid.org/0000-0002-5362-5093
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevLett.126.118102&domain=pdf&date_stamp=2021-03-19
https://doi.org/10.1103/PhysRevLett.126.118102
https://doi.org/10.1103/PhysRevLett.126.118102
https://doi.org/10.1103/PhysRevLett.126.118102
https://doi.org/10.1103/PhysRevLett.126.118102
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/

PHYSICAL REVIEW LETTERS 126, 118102 (2021)

The brain is highly nonlinear. Nonlinearities allow it to
perform nontrivial computations and incorporate past
history or sensory context in its response. Green’s func-
tions, however, are usually defined only for linear TTI
systems, which may explain their limited use in neuro-
science [4,10]. Nonlinear corrections to a Green’s function-
like formulation via systematic expansion has previously
been used to describe the effect of hidden neurons [10] and
spike train statistics [14] in spiking neurons. Because
response functions are intuitive, and an experiment can
always be designed to measure a response function, it is
worth working with expanded, or corrected, Green’s
functions.

We use nonequilibrium Green’s functions (NEGFs) G;;
[14-17] to describe the time-dependent functional con-
nectivity of a continuous-variable network of neurons, and
discuss their relation to nonequilibrium response functions
F;j measured in experiments (absence of subscript 0 means
nonequlhbrlum). While they retain the benefits of transfer
functions, their nonequilibrium definition as a function of
relative and absolute time makes them well suited to
capture nonlinearities and time dependence in the brain,
for example, when synapses saturate, when synaptic
adaptation occurs, or when neuromodulators alter neural
properties over time. NEGFs appear in fields such as many-
body theory in condensed matter physics, where they guide
theory and experiment [15]. Here equilibrium refers to the
time invariance of the Green’s functions, not the neural
activities.

We first present a general model-independent equation
for the connected nonequilibrium response functions F;
[Eq. (5)], that allow us to write dy;(t) = F;; * dy; =
Jdt,F;i(t,t1)8y;(t;), and are obtained assuming sparse
nonlinear connections, or edges (a, /). These edges are
described with NEGF g,4[y] so that, formally, Ay, =
GaplW] % Ay = [ dtygplw](t, 1) Ay;(1;) for an isolated
pair of neurons. Because g,4[y] is functionally dependent
on the state y of the system, it has to be calculated
according to its nonlinear expression. Once calculated,
however, other properties of the network, like the other
Green’s functions and response functions, are easily
derived and computed.

We describe how the F;;’s relate functional connectivity
to experiments, apply this formalism to the nematode
Caenorhabditis elegans, and illustrate general theoretical
results with numerical calculations.

Nonequilibrium response functions.—As we derive an
equation for the nonequilibrium response function F;;, w
also address a seemingly puzzling observation about the C
elegans brain. Characterizations of some synapses in the
worm show that they are linear throughout a large range of
physiological activity [18-20]. However, we know that
nonlinearities and time dependence are critically important
in C. elegans and in nervous systems generally, because
they allow the network to perform computations that cannot

be captured by a linear system, including, e.g., responding
to sensory stimuli in a context-dependent manner [21,22].
How does a network have many linear edges but also show
widespread nonlinear behaviors? The NEGF integral
formulation makes it straightforward to show how these
two observations can coexist.

We start by considering a network in which only one
edge (a, ) displays a significant nonlinearity. This is in
contrast to the cases studied in Ref. [14], which have
nonlinearities that are homogeneous over the network and
that are systematically expanded. We will show how a time-
dependent change of a single edge, due to a nonlinearity,
can change effective connections and response functions
elsewhere in the network.

The direct Green’s function g,;(1,7') = g 45(t —1') +
maplw](t.1') for the nonlinear or time-dependent edge
can be written as the sum of a linear TTI term gg .5
and a nonequilibrium term z[y|, dependent on the system’s
state y. For the isolated pair a « f3, g,; allows one to
calculate the response function f,; that determines, in
an effective linear regime, the dy, measured in an experi-
ment after a perturbation Sy on top of the current
state W = Weq + Ay. With f,5, one can write oy, =
fop * Oy = jg dt, fop(t, t)0y(t)), where nonlinearities
and time dependence are implicitly taken into account in
the nonequilibrium f

fa[}’(t’ tl) = g(),a[)’(t - t/) +)?aﬂ[y/](t’ t/)’ (3)

on aff ( )

HaplW|(1.1) = map(1. 1) + < Syp(1')

Ayl ) (0.0,
@

(More details in Supplemental Material [13].)

The connected nonequilibrium response function F;;
of a general effective edge (i, j) in a network is obtained
following similar steps to the ones leading to Eq. (2), but
using Eq. (3) for the edge (a, ), and is

Fy(1.1) = Gy, ,J(t— !) + (G * Zap * Fp)(1.1). (5)

where (A * B)( = [dnA(t,1,)B(t;,1') (note the
two-times convolutlon [15,16]). The response dy; to a
perturbation dy; can be written as a simple convolution
Sy;(t) = (F;j * 8y;)(t), where F;; evolves due to the
nonequilibrium terms J[y| and z[y|. The z[y] and 7[w]
we consider below can be derived exactly, but there is no
one recipe for calculating all possible z[y| and 7[w].
Condensed matter physics provides approximations and
techniques for calculating them in more complicated cases
[15]. Equation (5) contains different terms when i and/or j
are equal to @ and S (see Supplemental Material [13]).
The more the neurons on the edge (a, ) act as hubs in
the network, the larger the fraction of the functional
connectivity affected by their nonlinearity is. For example,
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p could be hublike because it is an interneuron integrating
inputs from multiple neurons. Sensory neurons can also
act as hubs. In C. elegans, sensory neurons can be well
interconnected with the rest of the network [22]. The
application of a sensory stimulus could drive (a,f) in a
nonlinear regime and, therefore, alter effective interactions
between other neurons. The prevalence of hubs in the brain
makes our framework particularly valuable.

This framework has computational and conceptual
advantages. Once the nonlinear 7,;[y] is calculated, F;
can be calculated for a given effective edge (i, j) via simple
convolutions without needing all the details of the network:
It is only necessary to run the calculation for (i, j) and
(p, j). As the number of nonlinear edges increases, the last
term in Eq. (5) becomes a summation over all nonlinear
edges (a, ) and the computation becomes more intensive
(while still limited to nonlinear edges). Overall this
approach remains computationally efficient for character-
izing the network, because the response functions allow
one to compute the responses of the system to arbitrary
stimuli.

Equations (3) and (5) explicitly describe how time-
dependent approximately linear regimes arise from
nonlinearities, in contrast to other, more phenomeno-
logical, locally linear methods [23,24] (see Supplemental
Material [13]).

Experimental characterization.—Importantly, F;;’s can
be obtained experimentally as responses to impulsive
perturbations. The F;;’s are always well defined experi-
mentally and theoretically, even in subsampled networks
(see Experimental characterization in Supplemental
Material [13]).

The local f;; are also of interest, however, because
they directly relate to anatomical connections between
neurons and their associated underlying molecular mech-
anisms. For models with equations in differential form,
several approaches have been proposed to fit local param-
eters from spontaneous neural activity, especially in spiking
neurons [25-29].

In the integral formulation, the local f ij can be obtained
from measured F;; using Egs. (2) and (5) and deconvolu-
tions, so long as F;; is measured for each pair (i,j) and
with a suitable “scan” across nonlinearities. While
this is experimentally impractical for larger animals, it
might be achievable in smaller ones like C. elegans.
(De)convolutions are susceptible to noise, however, so in
real measurements the response functions might need to
be parametrized depending on the noise. We emphasize
that, even then, Eqgs. (2) and (5) are sufficient to find f;;.
The ability to selectively introduce nonlinearities and the
availability of fast routines to calculate the response
functions will prove valuable in fits, where functions have
to be evaluated several times.

C. elegans nervous system.—For calculations we need to
provide explicit expressions of the equilibrium Green’s

function and the nonlinear term z, beyond Eq. (5). We
follow Refs. [6,7] to simulate neural dynamics in C.
elegans. Here, the neural activity y; is the membrane
potential V;, and each neuron i is described as a single
electrical compartment [6,7] via

OVi==ri(Vi=E.;)— Z[}/?j(vi -V +7’fjsij(vi —Ej)l,

(6)

where the constants y have dimensions of a conductance
over a capacitance and describe leakage (y;), electrical
synapses, or gap junctions (y?j), and chemical synapses
(r)- E.; 1s the reversal potential of the leaking channels,
and E;; the reversal potential of the synaptic ionotropic
receptors. s;; i a synaptic activity variable that evolves via

8tSij = ar¢ij(vj>(1 - sij)

¢:;(V;) describes the dependence of the calcium influx in
the presynaptic site on the presynaptic voltage, which
triggers vesicle release and is modeled as ¢,;(V;) = 1/(1 +
e PilVi=Vai)) [6,7]. Currents I, for external stimuli
injected into neurons are added to Eq. (6) as —I.,;/C;,
where C; is the membrane capacitance of neuron i.

We obtain expressions for the equilibrium Green’s
function of the system by linearizing Egs. (6) and (7)
around the equilibrium of the membrane potentials. Let
AV; and As;; be dev1at10ns from equlhbnum then we
obtaln AV * AV;)(1) + (g * Asij) (1)
and As;(t) = 00 ij *AV (/t The total direct Greens
function (V; < V;) is go;j = Go;; + 9. * G0.ij» With
AV(t) = > (90 * AV;)(t). (Lower case means direct.
Full expressions in Supplemental Material [13].)

We obtain the full expression for the nonequilibrium
0;;[V](.7') [that yields s;;(#) when convolved with V;(t)]
by reinserting the nonlinear terms in the equations,

oi(t.0) = 00,1 = 1) Ay (V (1)) {1 (o AVj)(t’)}
J\" - avj¢ij|eq AVj(t/) 1—s s

— agSij- (7)

ij.cq
(8)

where A¢;; = ¢;; — h;j oq- The nonequilibrium g;;[V](z, 1)

is

AV,

— 9 s i
g,-j(t, t/) _gﬂ,ij(t_t/) +gO,ij* |:<1 —m)aw} (t, tl).
9)

The nonlinearities come from the sigmoid ¢) and saturation
of receptors and of postsynaptic current (details and
derivation in Supplemental Material [13]).

In the following examples, we only consider nonlinear
contributions from o,4(¢, '), while we keep the equilibrium
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Goap(t —1'). The nonequilibrium response function y
defined by 8s,4(t) = yap(t.1')  5Vp(t), with 5V on top
of the current state Vg4 + AVy, is

Oap ¥ AVp) (1)

)(a/}(t? t/) - Mawiq&aﬁh’ |:1 - (

8Vﬂ¢aﬁ|eq 1 - S(z/i.eq
t t—
_ / dq O-O,aﬂ( Q)
4 aVﬂ¢aﬁ|eq(1 - Saﬁ,eq)
X Aop(V(a) xap(q. 7). (10)

with the direct response function fu5 = gj 4 * Xap-

Hllustrative examples.—We provide numerical examples
in two simple networks where results are intuitive. In the
Supplemental Material [13], we describe a more complex
example, the steps involved in the calculation, and the
validity of the linearization in the nonequilibrium state.

In the first example, we show how F(t,1) correctly
captures neural responses to arbitrary stimulations. The
example describes a form of gating in a simple feed-
forward network with excitatory synaptic connections
U« a<f < u, where a<=f is the only edge where we
consider a nonlinearity (as depicted in Fig. 1, top). Since we
use the connected Green'’s functions, the edges f§ < p and
v < f can be effective representation of much larger linear
subnetworks. Parameter values are similar to those in
Ref. [7] (see Supplemental Material [13]), but Vi, o5 is
set to —10 mV [30] so that #’s resting potential sits at the
bottom of the sigmoid ¢,43(V). Therefore, small pertur-
bations around the resting potentials of neurons upstream
of the nonlinear edge (a, 8) produce only small responses
downstream, as shown in Figs. 1(a) and 1(c), where black
curves show the equilibrium Gy .4 and Fy,, (= Gg,,),
respectively.

The situation is different if there is a significant change
of Vg, e.g., if an odor stimulus is applied. To simulate
this, we inject a 0.5 pA external current /4 into § for 1 s
[Fig. 1(b), gray curve], which induces a AVj as shown
in Fig. 1(b) (blue). Consequently, ¢, increases and
makes G, transiently larger than Gy 4, as Fig. 1(a) shows
for selected times 7. A larger G4 allows the activity in f to
reach a more efficiently [Fig. 1(b), solid red curve],
compared to Gg,p [Fig. 1(b) dashed red curve], and
consequently also other neurons downstream of edge
(a. ).

While G, is enhanced, any other small perturbation
upstream of the nonlinear edge propagates more effectively
to nodes downstream, compared to at equilibrium. For
example, the response function F,, from upstream neuron
u to downstream neuron v is shown in Fig. 1(c).

The nonequilibrium response functions obtained in the
simulation via Eqgs. (5) and (10) allow one to compute the
response to small arbitrary perturbations without solving
the underlying differential equations again (a discussion of
how small is in Supplemental Material [13]). In contrast,

—— Equilibrium G, — B(x1/2) 120
— G given |, —— a nonlin.
- 1.0 ? —— alin., with Go
= 10
< | 2
L z
0 -
Rl —— - 40
(C) — Equilibrium Fg (d) s V|l 4110
— Fgivenlg —~ = v|l, (x100)
< 0.4 1 » T ’>E\
W
= L L A UL 15 =
55 BN
/ ~o
//
0.0 {=== . . . .10
0 1 2 0 1 2 3
t-t' (s) t(s)
1.0 (e) m —— 6V,(x1/10)
< [ - 6V,
S u vli,
£ -U — Wi+,
1 0.5
1
~
)
0.0 ==~ . i . . i
0.0 0.5 1.0 1.5 2.0 2.5 3.0
t—t; (s)
FIG. 1. Top: Network. (a) [(c)] Nonequilibrium and equilibrium

G (0)ap(t. 1) [F(0,)(2. 1')] for selected times ¢ (colored and black
curves, respectively). (b) AVy(r) (blue curve), and AV,(r)
obtained with G, (solid red curve) and with Gy, (dashed
red curve). I (gray line) with O baseline and —0.5 pA peak (axis
not shown). (d) AV, obtained with I; (solid cyan curve), I,
(dashed cyan curve, x100), and I; + I, [thin lines, colors as in
(a)]. Gray curve as in (b). Black curve: I, with 0 baseline and
—0.1 pA peak. Ticks: injection times 7, of /.. (¢) 6V,., induced
by 1, calculated as F,, * 6V, 1, (dotted hnes) andas AV, |, 11,
AV, | I, (solid lines), for dlfferent t, [colors as in (a), £, as tlcks in
(d]. AV | ;, (cyan dashed line). 6V, ;, (orange line, x0.1)
produced by 1, (black line).

previous methods required explicitly including any addi-
tional perturbations in the main simulation and solving the
differential equations. That approach is more computation-
ally expensive and gives less insight because the results
depend on the specific perturbation, while our approach
gives a characterization for any perturbation. As an
illustration, we proceed both ways and compare the results.

To produce a perturbation 5V, on top of the nonequili-
brium state, we consider a shorter current pulse 7, of 0.1 pA
(0.05 s) injected in neuron p [Fig. 1(d), black curve] at
different times #, (black ticks). The responses AV, | I+,
produced in neuron v, explicitly calculated with both 7 ‘and
I,, are shown as thin curves in Fig. 1(d) for different 7,
[same color mapping as Figs. 1(a) and 1(c)], together with
AV, I, produced by /4 alone (solid cyan line). The cyan
dashed line, instead, shows the &V, I, that the same
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perturbation would induce with the equilibrium response
function G ,,,, multiplied by 100.

In Fig. 1(e) we compare results obtained by explicit
calculation to those obtained with the response function
F,,, aligning them in time by plotting them against 7 — 7,.
As a reference, the gray curve shows when [, is applied,
and the orange curve the induced 6V,. The solid lines
(blue to yellow) are the responses 6V, due only to 6V,
and calculated explicitly as AV, |, ., — AV,|; . The dotted
lines are the same responses 6V, calculated instead using
the response functions as F,, x 6V, 1, The two calcula-
tions closely agree.

The gating effect is clear: As [, ceases to be in
coincidence with I, its enhanced effect becomes smaller
and finally vanishes when I, is applied after V returns to
the resting value. This is also represented by the response
functions in Fig. 1(c).

A second example illustrates how effective interactions
can change dramatically, e.g., from an inhibitory connec-
tion to a connection that computes a fractional derivative of
6V, (t). We now add an inhibitory synapse vi-u, so that
there are two paths from p to v, a direct inhibitory path and
an indirect excitatory one through a<=p (parameters in
Supplemental Material [13]).

At equilibrium, the effective response function
Fo,,(t=1) (= Gy,,) is purely inhibiting [Figs. 2(a) and
2(b), black curve], because Gy 4 is very small (as in the
previous example). When the system is perturbed by
the same square current pulse /; into neuron f as above,
the Green’s function of the edge a<=f is enhanced, and
consequently F,,(z, ') transiently acquires the shape of a
fractional derivativelike kernel shown in Fig. 2(a), before
decaying back to the equilibrium Fj .

This effect disappears if $ is stimulated too strongly, as
shown for a current of 3 pA in Fig. 2(b). As the (a,f)
synapse reaches the top of ¢ and saturates, it becomes again
unable to transmit additional perturbations. This analysis
reveals how f’s activity influences signal propagation from
4 to v in a nontrivial way. Such a computation might exist in
the brain to integrate different sensory stimuli. In our

@ 0-0 v

0.50

0.25¢

0.00

Fy, u(t, t)

= Equilibrium Fy
— F (Ig=0.5 pA)
L

0 1 2 0 1 2
t-t' t-t'

= Equilibrium Fo_|
— F (Ilg=3pA)

—-0.25¢

FIG. 2. Nonequilibrium and equilibrium F),,(t,1') for se-
lected times (colored and black curves, respectively), for currents
into f# of 0.5 pA (a) and 3 pA (b). Network (top).

hypothetical odor example, activation of sensory neuron /3
by odorant B would adjust functional connectivity to
modulate the animal’s downstream response to a second
stimulus M in u. Low or high concentrations of B would
have no effect, but intermediate concentrations would cause
the animal to respond to the derivative of odor M.

We have presented an equation for nonequilibrium
Green'’s functions to describe time-dependent and nonlinear
networks of neurons. Two strengths of this approach stand
out. First, it provides a bridge between biophysical-like
models of neural networks and their effective counterparts.
Second, it allows one to isolate and understand the role of
specific sets of neurons in modulating functional connec-
tivity of neural networks. This is especially valuable in C.
elegans where the most significant nonlinearities may be
localized to specific degrees of freedom or edges. We
presented numerical examples that show how a nonlinear
edge modifies the interaction between other neurons in a
time-dependent way. We chose examples from simple
networks. But, since the calculations describe the time
evolution of the effective “connected” Green’s function,
they hold whether the paths are direct, indirect, or involve
recurrence. Therefore, the illustrated examples are repre-
sentative of how hub neuron’s nonlinearities can impact
large portions of the network’s functional connectivity.
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