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LONG EXIT TIMES NEAR A REPELLING EQUILIBRIUM

YURI BAKHTIN AND HONG-BIN CHEN

Abstract. For a smooth vector field in a neighborhood of a critical point with
all positive eigenvalues of the linearization, we consider the associated dynamics
perturbed by white noise. Using Malliavin calculus tools, we obtain polynomial
asymptotics for probabilities of atypically long exit times in the vanishing noise
limit.
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1. Introduction

In this paper, we continue the study of exit time distributions for diffusions ob-
tained by small noisy perturbations of deterministic dynamical systems near unstable
critical points. We are motivated by applications to the long-term dynamics in noisy
heteroclinic networks and extensions of the work in [Bak11], [Bak10], [AMB11].

The most celebrated series of results on random perturbations of dynamical systems
known as the Freidlin–Wentzell theory of metastability, see [FW12], is based on large
deviation estimates and computes the asymptotics of probabilities associated with
rare transitions between neighborhoods of stable equilibria. In these systems, the
probability of a transition in a given finite time decays exponentially in ǫ−2, where
ǫ > 0 is the noise magnitude, so it takes time of the order of exp(cǫ−2), to realize
these transitions.

In the noisy heteroclinic network setting, it turns out that rare events of interest
describing atypical transitions and determining the long-term behavior of the diffusion
are tightly related to abnormally long stays in neighborhoods of unstable critical
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points. As a result, the probabilities of those events are related to the tails of the
associated exit times, see a discussion of heteroclinic networks in [BPG18].

The probabilities we are interested in were shown to decay as a power of ǫ if the
starting point belongs to the stable manifold of the hyperbolic critical point (saddle)
in [Mik95]. In the present paper, we provide much more precise asymptotics than the
large deviation results of [Mik95] and prove a conjecture stated in that paper.

To be more precise, for ǫ > 0, let us consider a diffusion process Xǫ solving an SDE
in Rd, d ∈ N:

dXǫ
t = b(Xǫ

t )dt+ ǫσ(Xǫ
t )dWt(1.1)

with noise given by the standard multi-dimensional Wiener process W and a smooth
full-rank diffusion matrix σ, started at a distance of the order of ǫ from the origin 0
which is assumed to be an unstable critical point of the smooth vector field b. Let
λ1 > 0 be the leading simple eigenvalue of Db(0), i.e., the real parts of all other
eigenvalues are less than λ1.

We are interested in the exit time τǫ from a domain D containing 0 and having a
smooth boundary. The first results showing that the exit times typically behave like
Tǫ =

1
λ1

log 1
ǫ

plus O(1) corrections, were obtained in [Kif81] and [Day95]. Namely, it

was shown in [Kif81] that τǫ

Tǫ

P→ 1, ǫ → 0, and in [Day95], the limiting distribution
of τ ǫ − Tǫ as ǫ → 0 was found. The distributions of exit locations were studied
in [Eiz84], [Bak11], and (for the case where Db(0) is a Jordan block) in [BPG19b].

In [Mik95], probabilities of atypical deviations of τǫ from Tǫ were studied. It was
proved that in the 1-dimensional situation (d = 1), for any h > 1,

(1.2) lim
ǫ→0

log P{τǫ > hTǫ}
log ǫ

= h− 1.

and a combination of results in [Kif81] and [Mik95] gives that for all d ≥ 1 and every
h > 1 there are finite positive numbers µ−(h), µ+(h) > 0 such that

(1.3) µ−(h) ≤ lim inf
ǫ→0

logP{τǫ > hTǫ}
log ǫ

≤ lim sup
ǫ→0

log P{τǫ > hTǫ}
log ǫ

< µ+(h).

In [Mik95] it is actually conjectured that

(1.4) µ−(h) = µ+(h) = µ(h),

where

(1.5) µ(h) =
d∑

j=1

((
hReλj
λ1

− 1

)
∨ 0

)
,

and λ1, . . . , λd in this formula are the eigenvalues of Db(0).
In [BPG19a] and [BPG18], the logarithmic asymptotics of (1.2) for the 1-dimensional

situation was improved and it was shown that for any h > 1, for a range of deter-
ministic initial conditions Xǫ

0 = x near 0,

(1.6) P{τǫ > hTǫ} = ψ(x)ǫh−1(1 + o(1)), ǫ→ 0,

and the coefficient ψ(x) > 0 was computed explicitly. The paper [BPG19a] was based
on Malliavin calculus techniques and [BPG18] used more elementary tools.

In the present paper, we consider the situation where d ∈ N is arbitrary and the
eigenvalues of ∇b(0) are real and satisfy λ1 > λ2 > . . . > λd > 0. For this case, we
prove the conjecture of [Mik95] showing that relations (1.3)–(1.5) hold true. In fact,
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instead of the logarithmic equivalence in (1.3), we prove stronger estimates similar
to (1.6) extending the latter to the higher-dimensional setting. For domains D of a
special type (preimages of rectangular domains under a linearizing conjugacy), our
Theorem 2.2 states that there is p > 0 such that, uniformly over deterministic initial
conditions Xǫ

0 = x at distance of the order of ǫ from 0,

P{τǫ > hTǫ} = ψh(x)ǫ
µ(h)(1 + o(ǫp)),

with an explicit expression for the coefficient ψh(x) > 0. In fact, we prove a more
general estimate on the tail of τǫ.

The idea of the proof is the following. We treat the dynamics described by (1.1) as
a perturbation of the linear dynamics given by the linearization of b at 0. For truly
linear dynamics with additive noise the solution is given by stochastic Itô integrals
of deterministic quantities. Thus it is a Gaussian process allowing for a direct com-
putation which, in fact, was behind the conjecture (1.3)–(1.5) of [Mik95]. The main
difficulty is to lift this computation to the general nonlinear situation. In particu-
lar, similarly to [BPG19a] we choose to work with Malliavin calculus tools in order
to estimate densities of random variables that we want to treat as perturbations of
Gaussian ones. Unlike [BPG19a], we use results of [BC14] to estimate the discrep-
ancy between the Gaussian densities and the perturbed ones. These estimates are
valid only for evolution times of the order of θ log ǫ−1 with small values of θ, so we
have to apply them sequentially multiple times in order to get to hTǫ, thus creating
an iteration scheme similar to that of [BPG19a].

The analysis for more general domains can be partially reduced to the special
domains defined above via the rectifying conjugacy. We can obtain, see Corollary 2.3,
that there are constants φ±(x) such that

φ−(x)ǫ
µ(h)(1 + o(ǫp)) ≤ P{τǫ > hTǫ + r(ǫ)} ≤ φ+(x)ǫ

µ(h)(1 + o(ǫp)).

The slight discrepancy between the upper and lower estimates is due to the fact
that the travel time along the drift vector field between the boundaries of domains
immersed into one another depends on the starting point on the boundary. We give a
slightly more precise result (Corollary 2.6) that takes these travel times into account
and note here that further progress in understanding of exit times for general domains
will be achieved as more information on the geometric properties of the exit location
distribution becomes available. The asymptotics of the exit location distribution will
be addressed in our forthcoming work.

The paper is organized as follows. In Section 2, we give a technical description of
the setting and state our main results precisely. The proof is spread over Sections 3
through 5. The main result is derived from the comparison to the linearized problem
in Section 3. An iterative scheme of sequential approximations that this comparison
is based on is given in Section 4. Each step of this scheme is in turn based on a density
discrepancy estimate that we derive using Malliavin calculus tools in Section 5.

Acknowledgment. YB is grateful to NSF for partial support via grant DMS-
1811444.

2. Setting and main results

Let d ∈ N and let simply connected domains D1, D2,D ⊂ R
d satisfy

(2.1) 0 ∈ D1 ⊂ D1 ⊂ D ⊂ D ⊂ D2.
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We consider a C5 vector field b : Rd → Rd and the flow (St) generated by b:

d
dt
Stx = b(Stx),

S0x = x.
(2.2)

Since we are interested in the dynamics inside D, by adjustments outside D, we
assume b and its derivatives are bounded. We assume that the following conditions
hold:

— b(x) = ax+ q(x) where
· |q(x)| ≤ Cq|x|2 with a positive constant Cq,
· a is a d× d diagonal matrix with real entries λ1 > λ2 > ... > λd > 0;

— for all open sets D0 satisfying 0 ∈ D0 ⊂ D1,

(2.3) sup
x∈∂D0

tD2(x) <∞,

where

(2.4) tD(x) = inf{t > 0 : Stx 6∈ D}, D ⊂ R
d, x ∈ R

d.

For brevity we will denote the vector filed given by x→ ax by a. By the Hartman–
Grobman Theorem (c.f. Theorem 6.3.1 from [KH95]), there is an open neighborhood
O of 0 and a homeomorphism f : O → f(O) conjugating the flow S generated by the
vector field b to the linear flow generated by a, namely,

d

dt
f(Stx) = af(Stx).(2.5)

— in addition, we assume that f is a C5 diffeomorphism.

Remark 2.1. Due to [Ste57], for this C5 conjugacy condition to hold in our setting,
it suffices to require (i) a smoothness condition: b is Ck for some k ≥ 5 ∨ (λ1/λn),
and (ii) a no-resonanse condition:

λk 6= m1λ1 + . . .+mdλd

for all k = 1, . . . , d and all nonnegative integer coefficients m1, . . . , md satisfying
m1 + . . .+md ≥ 2.

The vector field a is the pushforward of b under f , and since a is diagonal, f can
be chosen to satisfy

f(0) = 0, Df(0) = I,(2.6)

where I is the identity matrix.

We are interested in the limiting behavior of random perturbations of the ODE (2.2)
given by the SDE (1.1) as ǫ tends to 0. In (1.1),

— ǫ ∈ (0, 1) is the noise amplitude parameter;
— (Wt,Ft) is a standard n-dimensional Wiener process with n ≥ d;
— σ is a map from Rd into the space of d× n matrices satisfying

· σ is C3 (and, by adjustments outside D, we may assume that σ and its
derivatives are bounded),

· σ(0) : Rn → Rd is surjective.
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0

R

O

D

0

f(R)

f(O)

f

Figure 1. The diffeomorphism f : O → f(O) maps R onto f(R)
which is a box containing 0.

To simplify the notation, we often suppress the dependence on ǫ. In particular, we
often write Xt instead of Xǫ

t .

We need some definitions to state our main result. We start by describing the exit
event:

— for a measurable set A ⊂ Rd, we define the exit time

τA = inf{t > 0 : Xt 6∈ A};(2.7)

— for Lj
−, L

j
+ ∈ R, j = 1, 2, . . . , d, we define R = f−1

(∏d

j=1[L
j
−, L

j
+]
)
⊂ O with

0 ∈ R̊ to be such a set that its preimage under f is a box and that its interior
contains the origin (see Figure 1);

— for any q > 0, let r : [0, 1] → R be any function satisfy

|r(ǫ)− r(0)| = O(ǫq).(2.8)

The theorem is concerned with events of the form

{τR > α log ǫ−1 + r(ǫ)}

for some α ≥ 0. As τR is of order α log ǫ−1, the term r(ǫ) is interpreted as a small
perturbation.

Next, we introduce definitions characterizing the decay rate:

— for α > 0, let i(α) ∈ {1, 2, ..., d+ 1} satisfy

1
λi(α)−1

< α ≤ 1
λi(α)

(2.9)

where we agree that λ0 = ∞ and λd+1 = 0;
— the exponent determining the power decay, as a function of α, is given by

β(α) =

d∑

j=1

(
(λjα− 1) ∨ 0

)
=

i(α)−1∑

j=1

(λjα− 1) = µ(λ1α),(2.10)

where µ(·) was defined in (1.5).

We will consider initial conditions X0 = ǫx satisfying |x| ≤ K(ǫ) for an admissible
function K(·):
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— for a fixed α ≥ 0, a function K : (0, 1] → [0,+∞) is said to be admissible if it
satisfies, with i = i(α),





limǫ→0 ǫ
1−λiαK(ǫ) = 0, if i ≤ d and α < 1

λi
,

limǫ→0 ǫ
1−λi+1αK(ǫ) = 0, if i ≤ d, and α = 1

λi
,

limǫ→0 ǫ
1−cK(ǫ) = 0 for some c ∈ (0, 1), if i = d+ 1.

Lastly, we describe the limiting object:

— let d× d matrix C0 be given by

Cjk
0 =

n∑

l=1

σj
l (0)σ

k
l (0)

λj + λk
;(2.11)

— for x ∈ Rd and i = 1, . . . , d, we define

x<i = (x1, x2, ..., xi−1) ∈ R
i−1, x>i = (xi+1, ..., xd) ∈ R

d−i,

x≥i = (xi, xi+1, ..., xd) ∈ R
d−i+1;

(2.12)

— for α ≥ 0, some small perturbation limit r(0) ∈ R, a set R and x ∈ R
d, we

define, with i = i(α),

ψα,r(0),R(x) =





∏
j<i(L

j
+ − Lj

−)e
−λjr(0)

√
(2π)d det C0

∫

Rd−i+1

e−
1
2
z⊺C−1

0 z
∣∣
z<i=−x<idz

≥i, α < 1
λi
,

∏
j<i(L

j
+ − Lj

−)e
−λjr(0)

√
(2π)d det C0

∫

(e−λir(0)[Li
−,Li

+]−xi))×Rd−i

e−
1
2
z⊺C−1

0 z
∣∣
z<i=−x<idz

≥i, α = 1
λi
.

(2.13)

If i = d+ 1, then the integrals in (2.13) are understood to be simply e−
1
2
x⊺C−1

0 x.
We are now ready to state the main result.

Theorem 2.2. Suppose Xt solves (1.1) with X0 = ǫx, and r satisfies (2.8) for some
q > 0.

There is a constant L0 ≥ 0 such that, for every α ≥ 0, every admissible K, every
R ⊂ f−1([−L0, L0]

d), the following holds

sup
|x|≤K(ǫ)

∣∣ǫ−β(α)
P{τR > α log ǫ−1 + r(ǫ)} − ψ(x)

∣∣ = o
(
ǫp
)

(2.14)

for ψ = ψα,r(0),R and some p = p(α, q, λ, σ, f) ∈ (0, 1).

For a general domain D, we choose Lj
± small enough to guarantee R ⊂ D1,

where D1 was introduced in (2.1). Due to (2.3), T− = infz∈∂R tD1(z) and T+ =
supz∈∂R tD2(z) are well-defined. Setting φ±(x) = ψα,r(0)−T±, R(x), we obtain:

Corollary 2.3. Under the conditions of Theorem 2.2,

φ−(x) + o
(
ǫp
)
≤ ǫ−β(α)

P{τD > α log ǫ−1 + r(ǫ)} ≤ φ+(x) + o
(
ǫp
)

(2.15)

uniformly over |x| ≤ K(ǫ).

Taking the logarithm on both both sides of (2.15), we obtain:
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Corollary 2.4. Under the conditions of Theorem 2.2, there is a constant C > 0 such
that

sup
|x|≤K(ǫ)

∣∣∣∣
logP{τD > α log ǫ−1 + r(ǫ)}

log ǫ
− β(α)

∣∣∣∣ ≤
C

| log ǫ| .

Remark 2.5. (1) When d = 1, Proposition 2.2 is a slight improvement of the
result in [BPG19a].

(2) If q = 0, then the above results still hold for p = 0.
(3) If X0 = ǫξǫ where the random variable ξǫ satisfies P{|ξǫ| > K(ǫ)} = o

(
ǫβ(α)

)
,

then (2.14) and (2.15) imply, respectively,

lim
ǫ→0

∣∣ǫ−β(α)
P{τR > α log ǫ−1 + r(ǫ)} − Eψ(ξǫ)

∣∣ = 0;

Eφ−(ξ
ǫ) + o

(
1
)
≤ ǫ−β(α)

P{τD > α log ǫ−1 + r(ǫ)} ≤ Eφ+(ξ
ǫ) + o

(
1
)
.

(4) In comparison with [Mik95], we make stronger smoothness assumptions on
the coefficients and an additional assumption on the smoothness of the lin-
earizing conjugacy. These assumptions are required for our Malliavin calculus
approach. Namely, we must ensure that certain higher-order Malliavin deriva-
tives of the diffusion process exist and admit useful bounds. In addition, we
require the eigenvalues of linearization to be simple and positive. In this
slightly more restrictive setting, our Corollary 2.4 improves and generalizes
[Mik95, Theorem 1.3 and Proposition 1.4] and implies [Mik95, Conjecture 1.5].

Under additional geometric assumptions on D, more precise results than Corol-
lary 2.3 can be obtained. We assume that D has C1 boundary and that b intersects
∂D transversally in the sense that 〈n(x), b(x)〉 > 0 for every x ∈ ∂D, where n(x)

is the outer normal of ∂D. Let us choose Lj
± small enough to ensure R ⊂ D and

recall (2.4).

Corollary 2.6. Under the same conditions as Theorem 2.2 and the additional smooth-
ness and transversality assumptions introduced in the above paragraph, we have

sup
|x|≤K(ǫ)

∣∣ǫ−β(α)
P{τD − tD(XτR) > α log ǫ−1 + r(ǫ)} − ψ(x)

∣∣ = o
(
ǫp
)
,

where ψ = ψα,r(0),R is given in (2.13).

3. Proof of main results

Corollaries 2.3 and 2.6 are direct consequences of Theorem 2.2, our geometric
assumptions, and the following standard FW large deviation estimate which implies
that, upon exiting R, the process X closely follows a deterministic trajectory:

Lemma 3.1. For each fixed time T > 0, and each υ ∈ [0, 1), there are C, c>0 such
that the following holds uniformly over all initial points X0 = x:

P{ sup
0≤t≤T

|Xt − Stx| > ǫυ} ≤ C exp(−cǫ2(υ−1)).

This lemma can be proved using Lipschitzness of the vector field b, boundedness
of σ, Gronwall’s inequality, and the exponential martingale inequality (see [Bas11,
Problem 12.10]). The key idea can be seen at the very beginning of [FW12, Chap-
ter 3].
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The rest of this section is our proof of Theorem 2.2.
From now on we will often use Einstein’s convention of summation over matching

upper and lower indices. Let us introduce a new process Yt = f(Xt), which by Itô’s
formula and (2.5) satisfies

(3.1) dY i
t = λiY i

t dt+ ǫF i
j (Yt)dW

j
t + ǫ2Gi(Yt)dt,

where

F i
j (y) = ∂kf

i(f−1(y))σk
j (f

−1(y)), y ∈ f(O),

Gi(y) =
1

2
∂2jkf

i(f−1(y))〈σj(f−1(y)), σk(f−1(y))〉, y ∈ f(O),

〈·, ·〉 denotes the inner product, and we set λi = λi to avoid the summation over i.
Note that F,G ∈ C3(f(O)) and, due to (2.6), we have

F (0) = σ(0).(3.2)

We shift our focus from the process Xt with X0 = ǫx to Yt = f(Xt) with Y0 =
ǫy = f(ǫx) by the following considerations. Due to (2.6), there is a constant Cf such
that |z| ≤ Cf |f(z)| for all z ∈ O. Set K ′(ǫ) = C−1

f K(ǫ). Therefore, for ǫ small
with X0 = ǫx ∈ O, we have that if |y| ≤ K ′(ǫ), then |x| ≤ K(ǫ). Note that due
to Yt = f(Xt) the exit time τR′ defined in (2.7) in terms of the process X can be
rewritten as

(3.3) τ = inf{t > 0 : Yt 6∈ R
′},

where R
′ =

∏d
j=1[L

j
−, L

j
+] = f(R) (see Figure 1). Hence, Theorem 2.2 follows from

the following result.

Proposition 3.2. Suppose Yt solves (3.1) with Y0 = ǫy and let r satisfy(2.8). Then
there is a constant L0 ≥ 0 such that for each α ≥ 0 and each K ′(ǫ) satisfying, with
i = i(α),





limǫ→0 ǫ
1−λiαK ′(ǫ) = 0, if i ≤ d and α < 1

λi
,

limǫ→0 ǫ
1−λi+1αK ′(ǫ) = 0, if i ≤ d and α = 1

λi
,

limǫ→0 ǫ
1−cK ′(ǫ) = 0 for some c ∈ (0, 1), if i = d+ 1,

(3.4)

we have, for any set of the form R
′ =

∏d
j=1[L

j
−, L

j
+] ⊂ O with 0 ∈ R̊

′ and |Lj
±| ≤ L0

for all j = 1, . . . , d,

sup
|y|≤K ′(ǫ)

∣∣ǫ−β(α)
P{τ > α log ǫ−1 + r(ǫ)} − ψ

(
f−1(ǫy)

ǫ

)∣∣ = o
(
ǫp
)
,(3.5)

for some p = p(α, q, λ, σ, f) ∈ (0, 1).

Let us describe the plan to prove Proposition 3.2. The proof can be split into two
main steps.

The first step is to show that P{τ > α log ǫ−1 + r(ǫ)} can be approximated by
P{y+U ǫ

T0(ǫ)
∈ Aǫ}, where T0(ǫ) is a deterministic time, U ǫ is a Gaussian-like process,

and Aǫ ⊂ Rd is a deterministic set. Namely, the probability of the exit event can be
approximated by integrating over Aǫ with respect to a Gaussian-like density. This
result is summarized in Lemma 3.3 below. The method is to find an explicit expression
of τ by using the fact that R′, the set to exit, is a box.
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In the second step, we show that P{y+U ǫ
T0(ǫ)

∈ Aǫ} is approximately P{y+Z ∈ Aǫ}
for a centered Gaussian vector Z with covariance (2.11). This is the content of
Lemma 3.4. To show this, we apply tools from the Malliavin Calculus to deduce that
the density of U ǫ

T (ǫ) is close to that of ZT (ǫ). Here T (ǫ) is another deterministic time,

which can be much smaller than T0(ǫ), and Z is a Gaussian process independent of ǫ
with Z∞ equal to Z in distribution. This is done in Lemma 4.1. We use an iteration
scheme to extend the Gaussian approximation to the larger time T0(ǫ).

To conclude the proof of this proposition, we estimate the discrepancy between
properly scaled P{y + Z ∈ Aǫ} and ψ(f−1(ǫy)/ǫ), as ǫ → 0. This is done in this
section after stating Lemma 3.3 and Lemma 3.4.

To state the two key lemmas, we start by introducing some useful objects.
Since F (0) = σ(0) is d×n with full rank and F is continuous, we can choose L0 so

small that there is c0 > 0 such that min|u|=1,u∈Rd |u⊺F (x)|2 ≥ c0 for all x ∈ [−L0, L0]
d,

where ⊺ stands for matrix transpose. Since we only care about exiting from a subset
of [−L0, L0]

d, we modify F,G outside [−L0, L0]
d so that

min
|u|=1,u∈Rd

|u⊺F (x)|2 ≥ c0, for all x ∈ R
d;

F,G and their derivatives are bounded.
(3.6)

From now on, we fix this L0 and F,G modified according to (3.6). By Duhamel’s
principle, we can solve (3.1) with Y0 = ǫy by

(3.7) Y j
t = ǫeλj t(yj + U j

t ),

where

(3.8) U j
t =M j

t + ǫV j
t

and

M j
t =

∫ t

0

e−λjsF j
l (Ys)dW

l
s,(3.9)

V j
t =

∫ t

0

e−λjsGj(Ys)ds.(3.10)

We emphasize that Mt, Vt, and Ut depend on y and ǫ.
To make the notation less heavy we will assume that

R
′ = [−L, L]d for some L ∈ (0, L0),(3.11)

as it is easy to see that for general rectangles, all our arguments still hold.

Lemma 3.3. Let

(3.12) T0 = T0(ǫ) = α log ǫ−1 + r(ǫ).

For each ν > 0, there are ǫ0 > 0 and γj, j = 1, . . . , d, satisfying

(λjα− 1) ∨ 0 < γj < λjα, j = 1, . . . , d,(3.13)

such that the following holds for all y satisfying |y| ≤ K ′(ǫ) and all ǫ ≤ ǫ0:

−ǫν + P{y + UT0 ∈ A−} ≤ P{τ > α log ǫ−1 + r(ǫ)} ≤ P{y + UT0 ∈ A+}+ ǫν ,

where

A± = {x ∈ R
d : |xj | < ǫλjα−1Le−λjr(ǫ) ± ǫγj , j = 1, . . . , d}.(3.14)
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Lemma 3.4. Let T0 be defined in (3.12) and Z be a centered Gaussian vector with
covariance matrix given by (2.11). Then for each υ ∈ (0, 1), there are constants
ǫ0, δ > 0 such that, for ǫ ∈ (0, ǫ0]

sup
|y|≤ǫυ−1

∣∣P{y + UT0 ∈ A±} − P{y + Z ∈ A±}
∣∣ = o

(
ǫβ(α)+δ

)
.

These two lemmas are proved in Section 4.

Proof of Proposition 3.2. Let

ψǫ(y) = ǫ−β(α)
P{y + Z ∈ A±} =

ǫ−β(α)

√
(2π)d det C0

∫

A±−y

e−
1
2
x⊺C−1

0 xdx.(3.15)

Here and below, we use the same argument to treat the cases of A+ and A− and often
omit the dependence on the choice of + or −.

Since we have assumed (3.11), we have

ψ(y) =





∏
j<i 2Le

−λjr(0)√
(2π)d det C0

∫
Rd−i+1 e

− 1
2
x⊺C−1

0 x
∣∣
x<i=−y<idx

≥i, if α < 1
λi
,

∏
j<i 2Le

−λjr(0)√
(2π)d det C0

∫
(e−λir(0)[−L,L]−yi)×Rd−i e

− 1
2
x⊺C−1

0 x
∣∣
x<i=−y<idx

≥i, if α = 1
λi
.

The key estimate is the following, to be proved later:

sup
|y|≤K ′(ǫ)

∣∣ψǫ(y)− ψ
(
f−1(ǫy)

ǫ

)∣∣ ≤ o
(
ǫq
)
, for some q ∈ (0, 1).(3.16)

By (3.15), (3.16), Lemma 3.3 and Lemma 3.4, we obtain (3.5). By the discussion
above (3.5), the desired result (2.14) is attained. �

Proof of (3.16). We remind the notations introduced in (2.12). Let Πi, Π>i and Π≥i

be projection maps defined by Πix = xi, Π>ix = x>i and Π≥ix = x≥i. For any set
E ⊂ Rd, we define

Ei = ΠiE, E>i = Π>iE, E≥i = Π≥iE.(3.17)

In addition, for a fixed y ∈ Rd in (3.16), and each x ∈ Rd, let x̃ = (−y<i, x≥i) ∈ Rd.
Since σ(0) has full rank, by the definition of C0 in (2.11), there is c > 0 such that

e−
1
2
x⊺C−1

0 x ≤ e−c|x|2.(3.18)

Here and below the value of the constant C may vary from instance to instance. To

estimate |ψǫ(y)− ψ
(
f−1(ǫy)

ǫ

)
|, we need the following intermediate quantities:

I =
ǫ−β(α)

√
(2π)d det C0

∫

A±−y

e−
1
2
x̃⊺C−1

0 x̃dx,

II =

∏
j<i 2Le

−λjr(0)

√
(2π)d det C0

∫

(A±−y)≥i

e−
1
2
x̃⊺C−1

0 x̃dx≥i.

Let us write

∣∣ψǫ(y)− ψ
(
f−1(ǫy)

ǫ

)∣∣ ≤
∣∣ψǫ(y)− I

∣∣ +
∣∣I− II

∣∣ +
∣∣II− ψ(y)

∣∣+
∣∣ψ(y)− ψ

(
f−1(ǫy)

ǫ

)∣∣,
(3.19)

and estimate each term on the right of (3.19).
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By the symmetry and positive definiteness of C0, we have, for any x, w ∈ Rd,

∣∣e− 1
2
x⊺C−1

0 x − e−
1
2
w⊺C−1

0 w
∣∣ ≤ C(e−c|x|2 ∨ e−c|w|2)|x+ w||x− w|

≤ Ce−c|x|2(|2x|+ |x− w|)|x− w|1{|x|≤|w|} + Ce−c|w|2(|2w|+ |x− w|)|x− w|1{|x|>|w|}

≤ C(e−c1|x|2 ∨ e−c1|w|2)
(
|x− w|+ |x− w|2

)

(3.20)

for some positive c1 < c. Therefore, we have

sup
x∈A±−y

∣∣e− 1
2
x⊺C−1

0 x − e−
1
2
x̃⊺C−1

0 x̃
∣∣ ≤ sup

x∈A±−y

Ce−c1|x≥i|2
(
|x<i + y<i|+ |x<i + y<i|2

)

≤ Ce−c1|x≥i|2
∑

j<i

(
(ǫλjα−1Le−λjr(ǫ) + ǫγj ) + (ǫλjα−1Le−λjr(ǫ) + ǫγj )2

)

≤ Ce−c1|x≥i|2ǫq1

for some q1 > 0. With this, we estimate

|ψǫ(y)− I| ≤ Cǫ−β(α)

∫

A±−y

e−c1|x≥i|2ǫq1dx ≤ Cǫq1.(3.21)

Note that

I =

∏
j<i 2(Le

−λjr(ǫ) ± ǫγj−(λjα−1))
∏

j<i 2Le
−λjr(0)

II.

Also, clearly we have |II| ≤ C. Hence, due to (2.8) and (3.13) we have, for some
q2 > 0,

∣∣I− II
∣∣ ≤

∣∣∣∣

∏
j<i 2(Le

−λjr(ǫ) ± ǫγj−(λjα−1))
∏

j<i 2Le
−λjr(0)

− 1

∣∣∣∣
∣∣II

∣∣ ≤ Cǫq2 .(3.22)

For the term |II − ψ(y)|, note that if i = d + 1, then II = ψ(y). Let us consider
the case i ≤ d. Due to (3.4), we have that if either α < 1

λi
and j ≥ i, or α = 1

λi
and

j ≥ i+ 1 , then
∫

R\(A±−y)j
e−c|xj |2dxj =

∫ ∞

ǫ
λjα−1

Le
−λjr(ǫ)±ǫ

γj−yj
e−c|xj |2dxj

+

∫ −ǫ
λjα−1

Le
−λjr(ǫ)∓ǫ

γj−yj

−∞

e−c|xj |2dxj

≤2

∫ ∞

ǫ
λjα−1

Le
−λjr(ǫ)∓ǫ

γj−K ′(ǫ)

e−c|xj |2dxj ≤ Cǫq2.

(3.23)

For the case with α < 1
λi

, by (3.18) and (3.23), we have

|II− ψ(y)| ≤ C

∫

Rd−i+1\(A±−y)≥i

e−c|x≥i|2dx≥i

≤ C
∑

j≥i

∫

R\(A±−y)j
e−c|xj|2dxj ≤ Cǫq2.

(3.24)
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The case with α = 1
λi

is more involved. Let

III =

∏
j<i 2Le

−λjr(0)

√
(2π)d det C0

∫

[−Le−λir(0)−y,Le−λir(0)−y]×(A±−y)>i

e−
1
2
x̃⊺C−1

ǫ x̃dx≥i.

Then observe that, with △ denoting the symmetric difference of two sets, by (2.8),

|II− III| ≤ C

∫

(A±−y)≥i△([−Le−λir(0)−y,Le−λir(0)−y]×(A±−y)>i)

e−c|x≥i|2dx≥i

≤ C

∫

(A±−y)i△[−Le−λir(0)−y,Le−λir(0)−y]

e−c|xi|2dxi

≤ C(|Le−λir(ǫ) − Le−λir(0)|+ ǫγi) ≤ Cǫq3

for some q3 > 0. On the other hand, by (3.23), we have

|III− ψ(y)| ≤ C

∫

[−Le−λir(0)−y,Le−λir(0)−y]×(Rd−i\(A±−y)>i)

e−c|x≥i|2dx≥i

≤ C
∑

j>i

∫

R\(A±−y)j
e−c|xj|2dxj ≤ Cǫq2 .

The last two displays together give

if α = 1
λi

, then |II− ψ(y)| ≤ C(ǫq2 + ǫq3).(3.25)

To estimate the last term
∣∣ψ(y) − ψ

(
f−1(ǫy)

ǫ

)∣∣, first observe that by (3.4), there
exists ǫ0 such that for all ǫ ≤ ǫ0, if |y| ≤ K ′(ǫ), then ǫy ∈ f(O). Due to (2.6), there

is C > 0 such that
∣∣f−1(ǫy)

ǫ
− y

∣∣ ≤ Cǫ|y|2 for all |y| ≤ K ′(ǫ) with ǫ ≤ ǫ0. By this and
(3.20), we have, using the exponential term to absorb powers of |y|,

∣∣ψ(y)− ψ
(
f−1(ǫy)

ǫ

)∣∣ ≤C
∫

Rd−i+1

e−c1|x̃|2
(∣∣f−1(ǫy)

ǫ
− y

∣∣+
∣∣f−1(ǫy)

ǫ
− y

∣∣2
)
dx≥i

≤C
∫

Rd−i+1

e−c2|x̃|2(ǫ+ ǫ2)dx≥i ≤ Cǫ.

(3.26)

Combining (3.19), (3.21), (3.22), (3.24), (3.25), and (3.26), we obtain (3.16). �

4. Approximations

4.1. Proof of Lemma 3.3. Let us recall that ν > 0 is fixed and we work with
processes defined in (3.7)–(3.10). We define an exit time along each direction:

τj = inf{t > 0 : |Y j
t | ≥ L}, j = 1, 2, ..., d.(4.1)

Recalling (3.3) and (3.11), we obtain τ = min1≤j≤d τj . By (3.4), there is ǫ0 such that

for ǫ < ǫ0, we have |Y j
0 | = |ǫyj| ≤ L for all j and all y with |y| ≤ K ′(ǫ). This fact

together with (3.7) and (4.1) implies that, for ǫ < ǫ0 and |y| ≤ K ′(ǫ),

L = ǫeλjτj |yj + U j
τj
|, i.e., τj =

1

λj
log

L

ǫ|yj + U j
τj |
.(4.2)

Due to (3.12), on {τ > α log ǫ−1 + r(ǫ)}, we have τj > T0, so (4.2) implies

P{τ > α log ǫ−1 + r(ǫ)} = P{|yj + U j
τj
| < ǫλjα−1Le−λjr(ǫ), j = 1, . . . , d}

= P{|yj + U j
τj∨T0

| < ǫλjα−1Le−λjr(ǫ) and τj > T0, j = 1, . . . , d}.
(4.3)
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Next, we approximate U j
τj∨T0

by U j
T0

. Using the definition of Mt given in (3.9) and

the boundedness of F and r(ǫ), we get, for some C1, C2 > 0,

〈M j〉τj∨T0 − 〈M j〉T0 ≤ C1e
−2λjT0 ≤ C2ǫ

2λjα.

By the exponential martingale inequality (see [Bas11, Problem 12.10]), this leads to

P{|M j
τj∨T0

−M j
T0
| > 1

2
ǫγj} ≤ 2 exp(− 1

8C2
ǫ2γj−2λjα),

where γj is chosen to satisfy (3.13). For the drift term Vt, by the boundedness of G
and r(ǫ), we have the following estimate: for each q > 0, there is Cq > 0 such that

P{|ǫV j
τj∨T0

− ǫV j
T0
| > 1

2
ǫγj} ≤ (2ǫ1−γj )qE|V j

τj∨T0
− V j

T0
|q ≤ Cqǫ

(1−γj+λjα)q.

By choosing q large, we derive from the above two displays and (3.13) that

P{|U j
τj∨T0

− U j
T0
| > ǫγj} ≤ ǫν ,(4.4)

uniformly in y for ǫ small.
Now (4.3) and (4.4) immediately imply the upper bound in Lemma 3.3.

To get the lower bound, first observe that by (4.3) we have

P{τ > log ǫ−1 + r(ǫ)} ≥ P{|yj + U j
τj
| < ǫλjα−1Le−λjr(ǫ), ∀j; |U j

τj
− U j

T0
| ≤ ǫγj , ∀j}

≥ P{y + UT0 ∈ A−; |U j
τj
− U j

T0
| ≤ ǫγj , ∀j}

≥ P{y + UT0 ∈ A−} − P{y + UT0 ∈ A−; |U j
τj
− U j

T0
| > ǫγj , ∃j}.

(4.5)

To estimate the second term on the right-hand side, we bound it by

(4.6) P{τ ≥ T0; |U j
τj
− U j

T0
| > ǫγj , ∃j}+ P{τ < T0; y + UT0 ∈ A−}.

By (4.4), the first term can be bounded by dǫν for ǫ small. For the second term, we
first introduce the following notations. For x ∈ Rd, A ⊂ Rd, and t ∈ R, we write

eλtx = (eλjtxj)dj=1 ∈ R
d, eλtA = {eλtx : x ∈ A} ⊂ R

d.(4.7)

We recall that if Y0 = ǫy, then (3.7) holds. Using the strong Markov property of Yt
and the definition of A− given in (3.14), we obtain

P{τ < T0; y + UT0 ∈ A−} = P{τ < T0; YT0 ∈ ǫeλT0A−}

≤
d∑

j=1

P{τj < T0; |Y j
T0
| ≤ L− ǫ1−λjα+γjeλjr(ǫ)}

≤
d∑

j=1

EP
Yτj

{
inf

t∈[0,T0]
|Y j

t | ≤ L− ǫ1−λjα+γjeλjr(ǫ)
}
,

(4.8)

where Py denotes the probability measure under which Yt satisfies (3.1) with Y0 =
y ∈ Rd. Note that if |Y j

0 | = L, then |Y j
t | = |eλjt(Y j

0 +ǫU
j
t )| ≥ L−ǫ|U j

t |. By this, using
−λjα + γj < 0 (which is due to (3.13)), the boundedness of Vt, and the exponential
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martingale inequality, we have, for some c, c′ > 0 and small ǫ,

P
Yτj

{
inf

t∈[0,T0]
|Y j

t | ≤ L− ǫ1−λjα+γjeλjr(ǫ)
}

≤ P
Yτj

{
inf

t∈[0,T0]
(L− ǫ|U j

t |) ≤ L− ǫ1−λjα+γjeλjr(ǫ)
}
≤ P

Yτj

{
ǫ−λjα+γjeλjr(ǫ) ≤ sup

t∈[0,T0]

|U j
t |
}

≤ P
Yτj

{
ǫ−λjα+γjeλjr(ǫ) − cǫ ≤ sup

t∈[0,T0]

|M j
t |
}
≤ 2 exp(−c′ǫ2(−λjα+γj)) ≤ ǫν .

(4.9)

Combining (4.5), (4.6), (4.8), and (4.9) leads to the desired lower bound.

4.2. Proof of Lemma 3.4. First of all, we state two density estimates that we need.
For a random variable X with values in R

d, its Lebesgue density, if exists, is denoted
by ρX . Since Ut in (3.7) depends on y, we denote its density by ρyUt

.

Lemma 4.1. Consider (3.7) with Y0 = ǫy. Let

p(x) =
d∑

j,k=1

x
λj

λk , for x ≥ 0,(4.10)

Zj
t =

∫ t

0

e−λjsF j
l (0)dW

l
s.(4.11)

Then

1) there is θ > 0 such that for each υ ∈ (0, 1) there are C, c, δ > 0 such that, for ǫ
sufficiently small,

|ρyUT (ǫ)
(x)− ρZT (ǫ)

(x)| ≤ Cǫδ
(
1 + p(ǫ1−υ|y|)

)
e−c|x|2, x, y ∈ R

d,

holds for all deterministic functions T (·) satisfying 1 ≤ T (ǫ) ≤ θ log ǫ−1, ǫ ∈ (0, 1);
2) for each θ′ > 0, there are C ′, c′, δ′ > 0 such that, for ǫ sufficiently small,

|ρZT (ǫ)
(x)− ρZ∞(x)| ≤ C ′ǫδ

′

e−c′|x|2, x ∈ R
d,

holds for all deterministic functions T (·) satisfying T (ǫ) ≥ θ′ log ǫ−1, ǫ ∈ (0, 1).

This lemma will be proved in Section 5.
We recall the notation introduced in 4.7 and the definition of T0 = T0(ǫ) in (3.12).

We set N = min{n ∈ N : T0

n
≤ θ log ǫ−1, ∀ǫ ∈ (0, 1/2]}, where θ was introduced in

Lemma 4.1, and tk = k
N
T0. Hence, each increment tk − tk−1 satisfies the condition

imposed on time T (ǫ) in part 1 of Lemma 4.1, so we can get the following iteration
result.

Lemma 4.2. For each υ ∈ (0, 1), there are constants ǫk, Ck, δk > 0, k = 1, 2, ..., N ,
and υ′ > 0 such that

sup
|y|≤ǫυ−1

sup
|w|≤ǫυ

′−1

∣∣Pǫy{y + Utk + e−λtkw ∈ A±} − P{y + Ztk + e−λtkw ∈ A±}
∣∣ ≤ Ckǫ

β(α)+δk ,

(4.12)

holds for each k = 1, 2, ..., N and for all ǫ ∈ (0, ǫk].

Let us first derive Lemma 3.4 from Lemmas 4.1 and 4.2, and then return to the
proof of the latter.
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Proof of Lemma 3.4. Set k = N and w = 0 in Lemma 4.2. As tN = T0, we have that
for each υ ∈ (0, 1), there is δ > 0 such that

sup
|y|≤ǫυ−1

∣∣Pǫy{y + UT0 ∈ A±} − P{y + ZT0 ∈ A±}
∣∣ = o

(
ǫβ(α)+δ

)
.

It is easy to see from (4.11) that Z∞ is defined (in the sense of a.s.-convergence)
and has the same distribution as Z: it is a centered Gaussian vector with covariance
matrix (2.11) since F (0) = σ(0) by (3.2). Taking θ′ > 0 such that T0 ≥ θ′ log ǫ−1 for
all ǫ, part 2 of Lemma 4.1 and the definition of A± given in (3.14), imply that, for ǫ
sufficiently small,

|P{y + ZT0 ∈ A±} − P{y + Z ∈ A±}
∣∣ = o

(
ǫβ(α)+δ′

)
, ∀y ∈ R

d.

The above two displays together imply the desired result. �

Proof of Lemma 4.2. Let us choose υ′ ∈ (0, 1) to satisfy

λjα

N
≥ λdα

N
> υ′, for all j = 1, 2, ..., d.(4.13)

For the case k = 1, (4.12) follows from Lemma 4.1 and the definition of A± in
(3.14). Then we proceed by induction. Assume (4.12) holds for k − 1 with k ≤ N .

Set z(u) = eλtk−1(y + u). The strong Markov property of Yt implies that

P
ǫy{y + Utk + e−λtkw ∈ A±} =P

ǫy{Ytk + ǫw ∈ ǫeλtkA±}
=E

ǫy
P
Ytk−1{Yt1 + ǫw ∈ ǫeλtkA±}

=E
ǫy
(
P
ǫz(u){z(u) + Ut1 + e−λt1w ∈ eλtk−1A±}|u=Utk−1

)
.

(4.14)

We will show the error of replacing Ut1 by Zt1 and Utk−1
by Ztk−1

is small.
Using Lemma 4.1 (1) with υ′ in place of υ, we see that there are δ′, C ′, c′ such that
∣∣Pǫz(u){z(u) + Ut1 + e−λt1w ∈ eλtk−1A±} − P

ǫz(u){z(u) + Zt1 + e−λt1w ∈ eλtk−1A±}
∣∣

≤
∫

{x∈Rd:z(u)+x+e−λt1w∈eλtk−1A±}

C ′ǫδ
′(
1 + p(ǫ1−υ′ |z(u)|)

)
e−c′|x|2dx.

By (4.13), tk−1 =
k−1
N
T0, and k ≤ N , we have

eλjtk−1ǫλjα−1 ≤ eλjtN−1ǫλjα−1 ≤ ǫ
1
N
λjα−1e

N−1
N

r(ǫ) < ǫυ
′−1e

N−1
N

r(ǫ).

Together with the definition of A± in (3.14), this implies that, for some C > 0,

ǫ1−υ′ |z(u)| ≤ C + ǫ1−υ′ |x|,

for z(u) satisfying z(u) + x + e−λt1w ∈ eλtk−1A± and |w| ≤ ǫυ
′−1. Using e−c′|x|2 to

absorb powers of |x|, the above three displays give, for some C, c > 0,
∣∣Pǫz(u){z(u) + Ut1 + e−λt1w ∈ eλtk−1A±} − P{z(u) + Zt1 + e−λt1w ∈ eλtk−1A±}

∣∣

≤ ǫδ
′

∫

{x∈Rd:z(u)+x+e−λt1w∈eλtk−1A±}

Ce−c|x|2dx, |w| ≤ ǫυ
′−1.
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Let N be a centered Gaussian with density proportional to e−c|x|2 and independent
of Ftk−1

. Then the above display and (4.14) imply that

I =
∣∣∣Pǫy{y + Utk + e−λtkw ∈ A±} − E

ǫy
(
P{z(u) + Zt1 + e−λtkw ∈ eλtk−1A±}|u=Utk−1

)∣∣∣

≤ Cǫδ
′

P
ǫy{y + Utk−1

+ e−λtkw + e−λtk−1N ∈ A±}, |w| ≤ ǫυ
′−1.

Then we choose ρ large so that

P{|N | > ρ log ǫ−1} = o(ǫβ(α)), P{|Zt1 | > ρ log ǫ−1} = o(ǫβ(α)+δ′).(4.15)

Note that e−λt1 decays like a small positive power of ǫ. So, there is ǫk such that

if |w| ≤ ǫυ
′−1 for ǫ ≤ ǫk, then |e−λt1w|+ ρ log ǫ−1 ≤ ǫυ

′−1 for ǫ ≤ ǫk−1.(4.16)

Then, the following holds uniformly over |y| ≤ ǫυ−1, |w| ≤ ǫυ
′−1 and ǫ ∈ (0, ǫk]:

I ≤ Cǫδ
′

P
ǫy{y + Utk−1

+ e−λtk−1(e−λt1w +N ) ∈ A±; |N | ≤ ρ log ǫ−1}+ o
(
ǫβ(α)+δ′

)

≤ Cǫδ
′

P{y + Ztk−1
+ e−λtk−1(e−λt1w +N ) ∈ A±}+ o

(
ǫβ(α)+δk−1+δ′

)
+ o

(
ǫβ(α)+δ′

)
,

where in the second inequality we used the induction assumption allowed by (4.16),
independence of N , Fubini’s theorem, and (4.15). One can check that for k − 1 ≥ 1,

there are C, c > 0 such that ρZtk−1
(x) ≤ Ce−c|x|2 for all x ∈ Rd. We also recall

that i = i(α) is given in (2.9). Hence, we can estimate, using Fubini’s theorem, the
definition of A± given in (3.14), the definition of β(α) in (2.10) and notations given
in (2.12)–(3.17),

P{y + Ztk−1
+ e−λtk−1(e−λt1w +N ) ∈ A±} ≤ E

∫

A±−y−e
−λtk−1(e−λt1w+N )

Ce−c|x|2dx

≤ C

∫

(A±)<i×Rd−i

e−c|x≥i|2dx ≤ C
∣∣(A±)

<i
∣∣ ≤ C ′ǫβ(α).

The above two displays indicate that, for some δ′′ > 0

I = o
(
ǫβ(α)+δ′′

)
, uniformly over |y| ≤ ǫυ−1, |w| ≤ ǫυ

′−1.(4.17)

Then we estimate the error caused by replacing Utk−1
by Ztk−1

. Let Z̃t1 be a copy
of Zt1 independent of Ftk−1

. Using this independence and (4.15), we have that the

following holds uniformly over |y| ≤ ǫυ−1 and |w| ≤ ǫυ
′−1 with ǫ ∈ (0, ǫk]:

E
ǫy
(
P{z(u) + Zt1 + e−λt1w ∈ eλtk−1A±}|u=Utk−1

)

= P
ǫy{y + Utk−1

+ e−λtk−1(e−λt1w + Z̃t1) ∈ A±}
= P

ǫy{y + Utk−1
+ e−λtk−1(e−λt1w + Z̃t1) ∈ A±; |Z̃t1| ≤ ρ log ǫ−1}+ o

(
ǫβ(α)+δ′

)

= P
ǫy{y + Ztk−1

+ e−λtk−1(e−λt1w + Z̃t1) ∈ A±; |Z̃t1| ≤ ρ log ǫ−1}+ o
(
ǫβ(α)+δk−1

)
+ o

(
ǫβ(α)+δ′

)

= P
ǫy{y + Ztk−1

+ e−λtk−1Z̃t1 + e−λtkw ∈ A±}+ o
(
ǫβ(α)+δk−1∧δ

′)
,

where we used the induction assumption in the third identity allowed by (4.16),

independence of Z̃t1 and Fubini’s theorem. By this independence again, a simple

computation reveals that Ztk−1
+ e−λtk−1Z̃t1 has the same distribution as that of Ztk .
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Then the above display implies that
∣∣∣Eǫy

(
P{z(u) + Zt1 + e−λt1w ∈ eλtk−1A±}|u=Utk−1

)
− P

ǫy{y + Ztk + e−λtkw ∈ A±}
∣∣∣

= o
(
ǫβ(α)+δk−1∧δ

′)
, uniformly over |y| ≤ ǫυ−1, |w| ≤ ǫυ

′−1 and ǫ ∈ (0, ǫk].

From this and (4.17), we derive (4.12) for k, which completes our proof. �

5. Density estimate

In this section, we prove Lemma 4.1.
We briefly introduce Malliavin calculus notations. For T > 0, on (Wt, t ∈ [0, T ]),

let D be the derivative operator; σX be the Malliavin covariance matrix for a random
vector X ∈ FT ; ‖ · ‖k,p,T be the Sobolev norm defined in terms of derivatives up to
the kth order with Lp integrability; Dk,p(T ) be the corresponding Sobolev space, in
particular, Dk,∞(T ) = ∩p≥1D

k,p(T ). More details can be found in [Nua95].
Theorem 2.14.B from [BC14] estimates the difference between derivatives of two

densities in terms of Sobolev norms and the covariance matrix. For our purposes,
in our statement of this result, Theorem 5.1 below, we simplify the conditions of
the original theorem by setting the localization random variable Θ to be 1, the
derivative order q = 0 and using Meyer’s inequality (c.f. [Nua95, Theorem 1.5.1])
to bound the Ornstein–Uhlenbeck operator. We stress that, although the conditions
of Theorem 2.14.B as it is stated in [BC14] do not formally allow for q = 0, that
theorem is still valid for this value of q. In fact, in [BC14], Theorem 2.14 is derived
from Theorem 2.1 via an approximation argument. In turn, part B of Theorem 2.1
is restated and proved in the form of Theorem 3.10, where q is allowed to be 0.

Theorem 5.1. For i = 1, 2, let Xi ∈ D3,∞(T ) with values in Rd satisfy E(det σXi
)−p <

∞ for every p > 1.
Then there exist positive constants C, a, b, γ only depending on d such that for all

x ∈ Rd

|ρX1(x)− ρX2(x)| ≤C‖X1 −X2‖2,γ,T
( ∏

i=1,2

(
1 ∨ E(det σXi

)−γ
)(

1 + ‖Xi‖3,γ,T
))a

·
( ∑

i=1,2

P{|Xi − x| < 2}
)b

.

The independence of C, a, p of T is important because we will replace T by a
function of ǫ converging to ∞ as ǫ→ 0.

Let us fix θ and ǫ0 such that

2λ1θ ≤ 1, and ǫ
1
2θ log(ǫ−1) ≤ 1, ǫ ∈ (0, ǫ0].

For all deterministic T = T (ǫ) satisfying 1 ≤ T ≤ θ log(ǫ−1), we have

ǫe2λjT ≤ ǫe2λ1T ≤ 1 for all j, and ǫ
1
2T ≤ 1, ǫ ∈ (0, ǫ0].(5.1)

Now, arbitrarily fix such a T = T (ǫ). We will use T = T (ǫ) and simply write
‖ · ‖k,p = ‖ · ‖k,p,T (ǫ).

In the following, we use . to omit a positive multiplicative constant independent
of ǫ and T = T (ǫ) ∈ [1, θ log(ǫ−1)]. Sometimes such a constant will be denoted

explicitly but generically as C. We also use the bracket [·]p =
(
E| · |p

) 2
p for p ≥ 2 and
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note that this bracket satisfies the following properties, by BDG, Cauchy–Schwarz
and Minkowski’s integral inequalities, for p ≥ 2:

[ ∫ t2

t1

Xl,sdW
l
s

]

p
=

(
E

∣∣∣
∫ t2

t1

Xl,sdW
l
s

∣∣∣
p) 2

p

.
(
E

∣∣∣
∫ t2

t1

|Xs|2ds
∣∣∣
p

2
) 2

p

≤
∫ t2

t1

(
E|Xs|p

) 2
p

ds =

∫ t2

t1

[
Xs

]
p
ds,

(5.2)

[ ∫ t2

t1

Xsds
]
p
=

(
E

∣∣∣
∫ t2

t1

Xsds
∣∣∣
p) 2

p ≤
(∫ t2

t1

(
E|Xs|p

) 1
pds

)2

≤ |t2 − t1|
∫ t2

t1

[
Xs

]
p
ds,

(5.3)

[( ∫

E⊂Rn

∣∣Xs1,s2,...,sn

∣∣2ds1ds2 . . . dsn
) 1

2
]

p
≤

∫

E⊂Rn

[
Xs1,s2,...,sn

]
p
ds1ds2 . . . dsn.

Let H = L2([0, T ],Rd). The last property above implies

[
‖X‖H⊗n

]
p
≤

∫

[0,T ]n

[
Xs1,s2,...,sn

]
p
ds1ds2 . . . dsn, n ∈ N \ {0},(5.4)

where H⊗n is the n-fold tensor product of H and X is an H⊗n-valued random variable.
In the following, we fix an arbitrary p ≥ 2, and use the above properties.

5.1. Estimates of Malliavin derivatives. The formulae for Malliavin derivatives
of a solution of an SDE can be found in [Nua95, Section 2.2.2]. We will use them
without further notice.

Remark 5.2. In [Nua95, Section 2.2.2], the coefficients of the SDE are required to
be C∞ in order to compute Malliavin derivatives of all orders but here we need to work
only with Malliavin derivatives up to order 3, and our assumptions on smoothness of
the coefficients are sufficient.

Let Nt = Ut − Zt and H(·) = F (·)− F (0). By (3.6), there are CH,1, CH,2 > 0 such
that,

|H(x)| ≤ CH,1|x|, |H(x)| ≤ CH,2, x ∈ R
d.(5.5)

For 0 ≤ r ≤ t ≤ T , by (3.7) and (4.11), easy calculations yield

N i
t =

∫ t

0

e−λisH i
l (Ys)dW

l
s + ǫV i

t ; Dj
rZ

i
t = e−λirF i

j (0);

Dj
rY

i
t = ǫeλit(Dj

rU
i
t ) = ǫeλit(Dj

rN
i
t +Dj

rZ
i
t).

(5.6)

5.1.1. 0th order derivatives. For some β ∈ (0, 1) to be chosen later, we define the
stopping times ηk = inf{t > 0 : |Y k

t | ≥ ǫβ} and η = min1≤k≤d{ηk}
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Using (5.5), (5.6), and the boundedness of V i
t we have

E|N i
T |p . E

∣∣∣
∫ T

0

|e−λisH i(Ys)|2ds
∣∣∣
p

2
+ ǫp

. E

∣∣∣
∫ T∧η

0

|e−λisH i(Ys)|2ds
∣∣∣
p

2
+ E

∣∣∣
∫ T

T∧η

|e−λisH i(Ys)|2ds
∣∣∣
p

2
+ ǫp

.

d∑

k=1

E

∣∣∣
∫ T∧η

0

|e−λisY k
s |2ds

∣∣∣
p

2
+ E

∣∣∣
∫ T

T∧η

|e−λis|2ds
∣∣∣
p

2
+ ǫp

.

d∑

k=1

E

∣∣∣
∫ T∧η

0

|e−λisǫβ |2ds
∣∣∣
p

2
+ Ee−pλiη + ǫp

. ǫpβ + Ee−pλiη + ǫp.

(5.7)

By the definition of ηk and the relation ǫβ ≤ |Y k
ηk
| = ǫeλkηk |yk + Uk

ηk
|, we have

ηk ≥ 1
λk

log(ǫβ−1|yk + Uk
ηk
|−1), which implies that

Ee−pλiη ≤
d∑

k=1

Ee−pλiηk ≤
d∑

k=1

ǫ
(1−β)p

λi
λkE|yk + Uk

ηk
|p

λi
λk

.

d∑

k=1

(
ǫ(1−β)|y|

)p λi
λk +

d∑

k=1

ǫ
(1−β)p

λi
λk E|Uk

ηk
|p

λi
λk .

Note that any positive moment of Uηk is bounded by an absolute constant independent
of ǫ. Recall the definition of p given in (4.10). Then, in view of the above display and
(5.7), for an arbitrary υ ∈ (0, 1) we can choose β = 1

2
υ so that there is δ0 independent

of p such that
[
N i

T

]
p
. ǫδ0

(
1 + p(ǫ1−υ|y|)

)2
, i = 1, 2, . . . , d, ǫ ∈ (0, ǫ0].(5.8)

5.1.2. 1st order derivatives. Consider r ≤ t ≤ T . Before estimating Dj
rN

i
t , we first

study Dj
rU

i
t . Observe that

Dj
rU

i
t = e−λirF i

j (Yr) + ǫ

∫ t

r

e(λk−λi)s∂kF
i
l (Ys)Dj

rU
k
s dW

l
s + ǫ2

∫ t

r

e(λk−λi)s∂kG
i(Ys)Dj

rU
k
s ds.

(5.9)

Hence, using the boundedness of the derivatives of F and G due to (3.7), the [·]p
properties (5.2) and (5.3), and lastly (5.1), we have

[
Dj

rU
i
t

]
p
.

[
e−λirF i

j (Yr)
]
p
+
[
ǫ

∫ t

r

e(λk−λi)s∂kF
i
l (Ys)Dj

rU
k
s dW

l
s

]
p

+
[
ǫ2
∫ t

r

e(λk−λi)s∂kG
i(Ys)Dj

rU
k
s ds

]

p

. e−2λir + (ǫ2 + ǫ4T )

d∑

k=1

∫ t

r

e2(λk−λi)s
[
Dj

rU
k
s

]
p
ds

. e−2λir + ǫ2
d∑

k=1

∫ t

r

e2(λk−λi)s
[
Dj

rU
k
s

]
p
ds.
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We fix j, r momentarily and set ai(t) =
[
Dj

rU
i
t

]
p
, obtaining a system of inequalities

ai(t) . e−2λir + ǫ2
d∑

k=1

∫ t

r

e2(λk−λi)sak(s)ds, i = 1, 2, ..., d.(5.10)

This type of systems will occur a few more times. So, it is useful to state the following
bound proved in Section 5.4:

Lemma 5.3. Let d ∈ N and m ≥ 0. Then the system of inequalities

0 ≤ ai(t) . ǫme−2λir + ǫ2
d∑

k=1

∫ t

r

e2(λk−λi)sak(s)ds, t ∈ [r, T ], i = 1, 2, ..., d,(5.11)

with T and ǫ ∈ (0, ǫ0] satisfying (5.1), implies that there is a constant C independent
of ǫ, T, and r such that ai(t) ≤ Cǫme−λdr for all t ∈ [r, T ] and i = 1, 2, . . . , d.

Applying this lemma to (5.10), we obtain

(5.12)
[
Dj

rU
i
t

]
p
= ai(t) ≤ Ce−2λdr, r ≤ t ≤ T, p ≥ 2, ǫ ∈ (0, ǫ0],

which gives, by (5.1) and (5.4),

[
‖DUT‖H

]
p
≤

∫ T

0

[
DrUT

]
p
dr .

d∑

i,j=1

∫ T

0

[
Dj

rU
i
T

]
p
dr . 1, p ≥ 2.(5.13)

The following estimate implied by (5.1) and (5.12) will be used later:

[
Dj

rY
i
t

]
p
= ǫ2e2λit

[
Dj

rU
i
t

]
p
. ǫ2e2λ1te−2λdr . ǫ, r ≤ t ≤ T, p ≥ 2, ǫ ∈ (0, ǫ0].

(5.14)

Then we proceed to estimating Dj
rN

i
t . The calculation (5.6) gives, for r ≤ t ≤ T ,

Dj
rN

i
t = e−λirH i

j(Yr) +

∫ t

r

e−λis∂kH
i
l (Ys)Dj

rY
k
s dW

l
s + ǫ

∫ t

r

e−λis∂kG
i(Ys)Dj

rY
k
s ds,

which implies

[
‖DNT‖H

]
p
.

d∑

i=1

(
E

∣∣∣
∫ T

0

|e−λirH i(Yr)|2dr
∣∣∣
p

2

) 2
p

+

d∑

i,j,k=1

[∥∥∥
∫ T

·

e−λis∂kH
i
l (Ys)Dj

· Y
k
s dW

l
s

∥∥∥
H

]

p

+

d∑

i,j,k=1

ǫ2
[∥∥∥

∫ T

·

e−λis∂kG
i(Ys)Dj

· Y
k
s ds

∥∥∥
H

]

p

.

The terms in the first sum of the above display appeared in (5.7), and thus are

. ǫδ0
(
1 + p(ǫ1−υ|y|)

)2
. For the next two sums, we first invoke properties (5.2), (5.3)

and (5.4), and then apply (5.14) and (5.1) to get
[∥∥∥

∫ T

·

e−λis∂kH
i
l (Ys)Dj

· Y
k
s dW

l
s

∥∥∥
H

]

p

≤
∫ T

0

[ ∫ T

r

e−λis∂kH
i
l (Ys)Dj

rY
k
s dW

l
s

]

p

dr

.

∫ T

0

∫ T

r

∑

l

[
e−λis∂kH

i
l (Ys)Dj

rY
k
s

]
p
dsdr .

∫ T

0

∫ T

r

e−2λis
[
Dj

rY
k
s

]
p
ds dr . ǫT ≤ ǫ

1
2
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and similarly,

ǫ2
[∥∥∥

∫ T

·

e−λis∂kG
i(Ys)Dj

· Y
k
s ds

∥∥∥
H

]

p

. ǫ2T

∫ T

0

∫ T

r

e−2λis
[
Dj

rY
k
s

]
p
ds dr ≤ ǫ2.

Therefore, we conclude that for some δ1 > 0,
[
‖DNT‖H

]
p
. ǫδ1

(
1 + p(ǫ1−υ|y|)

)2
, p ≥ 2, ǫ ∈ (0, ǫ0].(5.15)

5.1.3. 2nd order derivatives. Since 2nd order derivatives of Zt vanish as can be seen
in (5.6), we have

(5.16) D(2)Nt = D(2)Ut,

where the superscript indicates the order of differentiation. So we only need to study
the latter.

Let us rewrite (3.7) as

U j
t =

∫ t

0

e−λjsF j
l (Ys)dW

l
s + ǫ

∫ t

0

e−λjsGj(Ys)ds

=

∫ t

0

e−λjsF j
l

(
ǫeλs(y + Us)

)
dW l

s + ǫ

∫ t

0

e−λjsGj
(
ǫeλs(y + Us)

)
ds

and apply formula (2.54) in [Nua95, Section 2.2] to this equation in place of equa-
tion (2.37) therein. For r1, r2 ≤ t ≤ T , we obtain

Dj1,j2
r1,r2

U i
t = e−λir1∂kF

i
j1
(Yr1)Dj2

r2
Y k
r1
+ e−λir2∂kF

i
j2
(Yr2)Dj1

r1
Y k
r2

+

∫ t

r1∨r2

e−λis
(
∂2k1,k2F

i
l (Ys)

)
(Dj1

r1
Y k1
s )(Dj2

r2
Y k2
s )dW l

s + ǫ

∫ t

r1∨r2

e(λk−λi)s∂kF
i
l (Ys)Dj1,j2

r1,r2
Uk
s dW

l
s

+ ǫ

∫ t

r1∨r2

e−λis
(
∂2k1,k2G

i(Ys)
)
(Dj1

r1
Y k1
s )(Dj2

r2
Y k2
s )ds+ ǫ2

∫ t

r1∨r2

e(λk−λi)s∂kG
i(Ys)Dj1,j2

r1,r2
Uk
s ds.

Here we choose to express some terms only in terms of the process Y while some terms
are expressed in terms of both U and Y (we recall that by (3.7) Y j

t = ǫeλj t(yj +U j
t )).

This, along with (5.2), (5.3), the Cauchy–Schwarz inequality and the boundedness
of derivatives of F and G, implies that

[
Dj1,j2

r1,r2
U i
t

]
p
. e−2λir1

[
Dj2

r2
Y k
r1

]
p
+ e−2λir2

[
Dj1

r1
Y k
r2

]
p

+ (1 + ǫ2T )
d∑

k1,k2=1

∫ t

r1∨r2

e−2λis
[
Dj1

r1
Y k1
s

]
2p

[
Dj2

r2
Y k2
s

]
2p
ds

+ (ǫ2 + ǫ4T )

d∑

k=1

∫ t

r1∨r2

e2(λk−λi)s
[
Dj1,j2

r1,r2
Uk
s

]
p
ds.

(5.17)

Let us temporarily fix j1, j2, r1, r2 and set ai(t) =
[
Dj1,j2

r1,r2
U i
t

]
p

and r = r1 ∧ r2. Then,

using (5.1) and (5.14) for p and 2p, from the above display we obtain

ai(t) . e−2λir1ǫ+ e−2λir2ǫ+

∫ t

r1∨r2

e−2λisǫ2ds+ ǫ2
d∑

k=1

∫ t

r1∨r2

e2(λk−λi)sak(s)ds

. ǫe−2λir + ǫ2
d∑

k=1

∫ t

r

e2(λk−λi)sak(s)ds,
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which by Lemma 5.3 implies

[
Dj1,j2

r1,r2
U i
t

]
p
= ai(t) ≤ Cǫe−2λdr, r1, r2 ≤ t ≤ T, p ≥ 2, ǫ ∈ (0, ǫ0].(5.18)

This, along with (3.7) and (5.1) implies the following estimate which will used later:

[
Dj1,j2

r1,r2
Y i
t

]
p
= ǫ2e2λit

[
Dj1,j2

r1,r2
U2
i

]
p
. ǫ3e2λ1T . ǫ2, r1, r2 ≤ t ≤ T, p ≥ 2, ǫ ∈ (0, ǫ0].

(5.19)

Lastly we obtain, by (5.4), (5.16) and (5.18),

[
‖D(2)NT‖H⊗2

]
p
=

[
‖D(2)UT‖H⊗2

]
p
.

d∑

i,j1,j2=1

∫

[0,T ]2

[
Dj1,j2

r1,r2
U i
T

]
p
dr1dr2

. ǫ

d∑

i=1

∫

[0,T ]2
e−2λdr1∧r2dr1dr2 . ǫT ≤ ǫ

1
2 , p ≥ 2.

(5.20)

5.1.4. 3rd order derivatives. Similarly to the above argument for second order deriva-
tives, we apply (2.54) from [Nua95, Section 2.2] to obtain that for r1, r2, r3 ≤ t ≤ T ,

Dj1,j2,j3
r1,r2,r3

U i
t

=
1

2

∑

{n0,n1,n2}={1,2,3}

e−λirn0

(
∂2k1,k2F

i
jn0

(Yrn0
)

2∏

m=1

Djnm
rnm

Y km
rn0

+ ∂kF
i
jn0

(Yrn0
)Djn1 ,jn2

rn1,n2
Y k
rn0

)

+

∫ t

r1∨r2∨r3

e−λis

(
∂3k1,k2,k3F

i
l (Ys)

3∏

m=1

Djm
rm
Y km
s

+
1

2

∑

{n1,n2,n3}={1,2,3}

∂2k1,k2F
i
l (Ys)(D

jn1 ,jn2
rn1 ,rn2

Y k1
s )(Djn3

rn3
Y k2
s ) + ǫeλks∂kF

i
l (Ys)Dj1,j2,j3

r1,r2,r3
Uk
s

)
dW l

s

+ ǫ
(
a similar integral with F i

l and dW l
s replaced by Gi and ds, respectively

)
,

where the factor of 1/2 comes from counting certain terms twice. Let us temporarily
fix j1, j2, j3, r1, r2, r3 and set ai(t) =

[
Dj1,j2,j3

r1,r2,r3
U i
t

]
p

and r = r1∧r2∧r3. Then, similarly

to (5.17), using Hölder’s inequality, the [·]p properties (5.2), (5.3), estimates (5.14)
and (5.19) for p, 2p, 3p, and lastly (5.1), we obtain

ai(t) . e−2λir
(
ǫ2 + ǫ2

)
+

∫ t

r

e−2λis
(
ǫ3 + ǫ3 +

d∑

k=1

ǫ2e2λksak(s)
)
ds

. ǫ2e−2λir + ǫ2
d∑

k=1

∫ t

r

e2(λk−λi)sak(s)ds,

which by Lemma 5.3 yields

[
Dj1,j2,j3

r1,r2,r3
U i
t

]
p
= ai(t) ≤ Cǫ2e−2λdr, r1, r2, r3 ≤ t ≤ T, p ≥ 2.
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Finally, by (5.4) and (5.1) we have, with r = r1 ∧ r2 ∧ r3,
[
‖D(3)UT‖H⊗3

]
p
.

d∑

i,j1,j2,j3=1

∫

[0,T ]3

[
Dj1,j2,j3

r1,r2,r3
U i
T

]
p
dr1dr2dr3

. ǫ2
d∑

i=1

∫

[0,T ]3
e−2λdrdr1dr2dr3 . ǫ2T 2 ≤ ǫ, p ≥ 2, ǫ ∈ (0, ǫ0].

(5.21)

5.1.5. Conclusion of derivative estimates. Combining estimates (5.8), (5.15), (5.20),
and Jensen’s inequality, we obtain, for each p ≥ 1, all ǫ ∈ (0, ǫ0],

‖UT − ZT‖2,p = ‖NT‖2,p =
[
NT

] 1
2

p
+

2∑

k=1

[
‖DkNT‖H⊗k

] 1
2

p
. ǫδ

(
1 + p(ǫ1−υ|y|)

)
(5.22)

for some δ > 0.
By (5.13), (5.18), (5.21), Jensen’s inequality and the easy observation that all

moments of Ut are bounded uniformly in t, we have

‖UT‖3,p . 1, p ≥ 1, ǫ ∈ (0, ǫ0].(5.23)

Lastly, a simple calculation shows that

‖ZT‖3,p . 1, p ≥ 1, ǫ ∈ (0, ǫ0].(5.24)

5.2. Negative moments for determinants of Malliavin matrices σUT
and σZT

.

The goal is to show for each p ≥ 1 there is a Cp > 0 such that

E| det σUT
|−p, E| det σZT

|−p ≤ Cp, ǫ ∈ (0, ǫ0].(5.25)

Using the formula of DZt in (5.6) and that F (0) = σ(0) is of full rank, it is easy to
verify (5.25) for σZT

as it is deterministic. For σUT
, we first simplify the expression

for Dj
rU

i
t in (5.9). Let

Ai
j(r) = e−λirF i

j (Yr), A
i

k,l(s) = ǫe(λk−λi)s∂kF
i
l (Ys), B

i

k(s) = ǫ2e(λk−λi)s∂kG
i(Ys).

(5.26)

Then, we can rewrite (5.9) as

Dj
rU

i
t = Ai

j(r) +

∫ t

r

A
i

k,l(s)Dj
rU

k
s dW

l
s +

∫ t

r

B
i

k(s)Dj
rU

k
s ds.

By the boundedness of derivatives of F , G and (5.1), we have, for some C > 0,

|Ai
j(s)| ≤ Ce−λis, |Ai

k,l(s)| ≤ Cǫ
1
2 , |Bi

k(s)| ≤ Cǫ
3
2 , s ≤ T, ǫ ∈ (0, ǫ0].(5.27)

Let us introduce two d× d-matrix-valued processes, where δij is the Kronecker delta,

Yi
j(t) = δij +

∫ t

0

(
A

i

k,l(s)Y
k
j (s)dW

l
s +B

i

k(s)Y
k
j (s)ds

)
,

Zi
j(t) = δij −

∫ t

0

(
A

k

j,lZ
i
k(s)dW

l
s +

(
B

k

j (s)−
d∑

l=1

A
k

m,l(s)A
m

j,l(s)
)
Zi

k(s)ds
)
.

(5.28)

These two processes correspond to (2.57) and (2.58) in [Nua95, Section 2.3.1]. The
computations below (2.58) there show Z(t)Y(t) = Y(t)Z(t) = I the identity matrix.
In addition, (2.60) and (2.61) from [Nua95, Section 2.3.1] state that σUt

satisfies

σUt
= Y(t)CtY(t)⊺(5.29)
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where ⊺ denotes the matrix transpose operation and

C
ij
t =

d∑

l=1

∫ t

0

Zi
k(s)A

k
l (s)Z

j
m(s)A

m
l (s)ds.(5.30)

Then, observe that, by (5.29) and Hölder’s inequality,

E| detσUT
|−p ≤

(
E| detCT |−2p

) 1
2
(
E| detZ(T )|4p

) 1
2 , p ≥ 1.(5.31)

Therefore, to prove boundedness of E| detσUT
|−p, it suffices to prove that it holds for

E| detCT |−2p and E| detZ(T )|4p. We first bound the latter.
Although it is more than what we need here, we shall find a bound on moments of

Z̃(T ) with Z̃i
j(t) = sup0≤r≤t |Zi

j(t)|, which will be used later. By (5.27), we have

Z̃i
j(T ) . 1 + sup

0≤r≤T

∣∣∣
∫ r

0

A
k

j,lZ
i
k(s)dW

l
s

∣∣∣+
∫ T

0

ǫ
d∑

k=1

Z̃i
k(s)ds.

Then, using BDG inequality, the [·]p properties (5.2) and (5.3), (5.1) and (5.27), we
obtain, for all p ≥ 2 and ǫ ∈ (0, ǫ0],

[
Z̃i

j(T )
]
p
. 1 +

d∑

k=1

∫ T

0

(
ǫ+ ǫ2T

)[
Z̃i

k(s)
]
p
ds . 1 + ǫ

d∑

k=1

∫ T

0

[
Z̃i

k(s)
]
p
ds.

Summing up the above in j and using Gronwall’s inequality, we get, for some c > 0,

[
Z̃i

j(T )
]
p
≤

d∑

k=1

[
Z̃i

k(T )
]
p
. ecǫT . 1, p ≥ 2, ǫ ∈ (0, ǫ0].(5.32)

Using this and the expression of the matrix determinant as a polynomial of the entries,
we apply Hölder’s inequality to conclude that for each p ≥ 1 there is Cp > 0 such

that
(
E| detZ(T )|4p

) 1
2 ≤ Cp, ǫ ∈ (0, ǫ0].

To bound E| detCT |−2p for all p ≥ 1, it suffices to show that, for each p ≥ 1,
there is Cp > 0 such that P{ν ≤ ζ} ≤ Cpζ

p, where ν is the smallest eigenvalue of
CT . Note that ν ≥ 0, because CT is positive semi-definite, which can be derived
from (5.29) since σUT

is positive semi-definite and Y(T ) is invertible. We need the
following lemma which will be proved in Section 5.4.

Lemma 5.4. Let A be a symmetric positive semi-definite random d×d matrix. Let ν
be its smallest eigenvalue. Then for each p ≥ 1, there is a constant Cp,d > 0 such
that

P{ν ≤ ζ} ≤ Cp,d

(
sup
|v|=1

E|〈v,Av〉|−(p+2d) + E

∣∣∣
d∑

i,j=1

|Aij|2
∣∣∣
p

2

)
ζp, ζ ≥ 0.(5.33)

For each p > 1, by (5.27), (5.32) and Hölder’s inequality, we have

(
E|Cij

T |p
) 1

p ≤
∫ T

0

(
E|Zi

k(s)A
k
l (s)Z

j
m(s)A

m
l (s)|p

) 1
pds

.

d∑

k,m=1

∫ T

0

e−λkse−λmsds . 1, ǫ ∈ (0, ǫ0].
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Hence, for each p ≥ 1, there is cp > 0 such that E
∣∣∑d

i,j=1 |Cij
T |2

∣∣ p

2 ≤ cp, ǫ ∈ (0, ǫ0].
Therefore, if we can show that for each p ≥ 1 there is Cp such that

sup
|v|=1

E|〈v,CTv〉|−p ≤ Cp, ǫ ∈ (0, ǫ0],(5.34)

then Lemma 5.4 and the discussion above imply that E| detCT |−p is bounded for
each p ≥ 1, when ǫ is small (in comparison with [Nua95, Lemma 2.3.1], we need a
bound that is uniform in ǫ ∈ (0, ǫ0]). Consequently, this and (5.31) will imply the
desired result (5.25). Therefore, it remains to show (5.34).

Proof of (5.34). Let us fix an arbitrary v ∈ Sd−1, the (d−1)-sphere. By the definition
of Ct given in (5.30),

〈v,CTv〉 =
∫ T

0

|v⊺Z(s)A(s)|2ds.

Recall Ai
j(s) given in (5.26). By (3.6), we have, in the sense of positive semi-definite

matrices, F (Ys)F (Ys)
⊺ ≥ c0I. Therefore, we get

〈v,CTv〉 ≥ c0

∫ T

0

∣∣∣
( d∑

i=1

viZ
i
j(s)e

−λjs
)d

j=1

∣∣∣
2

ds, ǫ ∈ (0, ǫ0].(5.35)

Let us define

Rj
t =

√
c0

d∑

i=1

viZ
i
j(t)e

−λjt = rj0 +M j
t + Aj

t

= rj0 +

∫ t

0

ujl (s)dW
l
s +

∫ t

0

aj(s)ds, j = 1, 2, . . . , d,

(5.36)

and additionally N j
t =

∫ t

0
Rj(s)ujl (s)dW

l
s, j = 1, 2, . . . , d, where, by the Itô formula

and the expression for Z(t) given in (5.28),

rj0 =
√
c0vj , ujl (s) = −√

c0

d∑

i,k=1

vie
−λjsA

k

j,l(s)Z
i
k(s),(5.37)

aj(s) = −
(√

c0

d∑

i=1

viλje
−λjsZi

j(s)
)
−
(√

c0
∑

i,k,m,l

vie
−λjs

(
B

k

j (s)−A
k

m,l(s)A
m

j,l(s)
)
Zi

k(s)
)
.

Then, (5.35) and (5.36) imply

P{〈v,CTv〉 ≤ ζ} ≤ P

{∫ T

0

|Rs|2ds ≤ ζ
}
, ǫ ∈ (0, ǫ0].

Recall that T = T (ǫ) ≥ 1 is assumed. Since v ∈ Sd−1 is arbitrary, Lemma 5.5 that
we state and prove below implies (5.34). �

Lemma 5.5. Let ǫ0 be given in (5.1), and Rs be given in (5.36) which depends on
the choice of v ∈ Sd−1. For each p ≥ 1, there is Cp > 0 independent of v such that

P

{∫ T

0

|Rs|2ds ≤ ζ
}
≤ Cpζ

1
8
p, ǫ ∈ (0, ǫ0].(5.38)

This lemma is a variation of [Nua95, Lemma 2.3.2].
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Proof of Lemma 5.5. By (5.27), (5.32) and (5.37), there is cp > 0 independent of v
such that

E sup
0≤s≤T

|u(s)|p ≤ cp; E

(∫ T

0

|a(s)|2ds
)p

≤ cp, ǫ ∈ (0, ǫ0].

This and Markov’s inequality imply that for some cp > 0 independent of v ∈ Sd−1,

P

{
sup

0≤s≤T

(
|u(s)|+

∫ s

0

|a(r)|2dr
)
> ζ−

1
8

}
≤ cpζ

1
8
p, ζ > 0, ǫ ∈ (0, ǫ0].(5.39)

Recalling the definitions of Mt and Nt in (5.36), we define, for each ζ > 0 and each
ǫ ∈ (0, ǫ0],

Bζ,ǫ
0 =

{∫ T

0

|Rs|2ds ≤ ζ, sup
0≤s≤T

(
|u(s)|+

∫ s

0

|a(r)|2dr
)
≤ ζ−

1
8

}
,

Bζ,ǫ
1,j = {〈M j〉T ≤ 2ζ

1
4 , sup

0≤t≤T

|M j
t | ≥ d−1ζ

1
16},

Bζ,ǫ
2,j = {〈N j〉T ≤ ζ

3
4 , sup

0≤t≤T

|N j
t | ≥ ζ

1
4},

where the dependence on ǫ comes from T = T (ǫ), Rs, u(s), a(s), Ms, and Ns. The
exponential martingale inequality implies that, for some cp > 0 in dependent of v,

P{(∪d
j=1B

ζ,ǫ
1,j) ∪ (∪d

j=1B
ζ,ǫ
2,j)} ≤ 2d exp(− ζ−

1
8

4d2
) + 2d exp(− ζ−

1
4

2
) ≤ cpζ

1
8
p, ζ > 0, ǫ ∈ (0, ǫ0].

Observe that by this and (5.39), we can attain the desired result (5.38) if we can
show there is a ζ0 > 0 such that

Bζ,ǫ
0 ⊂ (∪d

j=1B
ζ,ǫ
1,j) ∪ (∪d

j=1B
ζ,ǫ
2,j), ζ ∈ (0, ζ0), ǫ ∈ (0, ǫ0].(5.40)

Hence, it remains to show (5.40). Choose a ζ0 to satisfy, with c0, r0 given in (5.37),

2d(ζ
1
4
0 + ζ

7
16
0 ) ≤ c0 = |r0|2, 4ζ

1
16
0 ≤ √

c0, and ζ
1
3
0 ≤ 1

2
.(5.41)

We show (5.40) with this chosen ζ0. Argue by contradiction. Suppose (5.40) is
false. Then, for some ζ ∈ (0, ζ0) and some ǫ ∈ (0, ǫ0], there is

ω ∈ Bζ,ǫ
0 −

(
(∪d

j=1B
ζ,ǫ
1,j) ∪ (∪d

j=1B
ζ,ǫ
2,j)

)
.(5.42)

From now on, fix this pair of ζ and ǫ, and evaluate all random variables at this ω.
By ω ∈ Bζ,ǫ

0 due to (5.42), we clearly have

〈N j〉T ≤
∫ T

0

|Rj
su

j(s)|2ds ≤
(

sup
0≤s≤T

|u(s)|2
)∫ T

0

|Rj
s|2ds ≤ ζ−

2
8
+1 = ζ

3
4 .

Then, since ω 6∈ Bζ,ǫ
2,j , j = 1, 2, . . . , d, due to (5.42), we deduce

sup
0≤t≤T

∣∣∣
∫ t

0

Rj
su

j
l (s)dW

l
s

∣∣∣ = sup
0≤t≤T

|N j
t | < ζ

1
4 , j = 1, 2, . . . , d.

By ω ∈ Bζ,ǫ
0 due to (5.42) and the Cauchy–Schwarz inequality, we have

sup
0≤t≤T

∣∣∣
∫ t

0

Rj
sa

j(s)ds
∣∣∣ ≤

( ∫ T

0

|Rj
s|2ds

) 1
2
(∫ T

0

|aj(s)|2ds
) 1

2 ≤ ζ
1
2
− 1

16 = ζ
7
16 .
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Itô formula applied to (5.36) gives |Rt|2 = |r0|2+
∑d

j=1 2(
∫ t

0
Rj

su
j
ldW

l
s+

∫ t

0
Rj

sa
j(s)ds)+∑d

j=1〈M j〉t. The above two displays, (5.41), and ω ∈ Bζ,ǫ
0 due to (5.42) imply

∫ T

0

d∑

j=1

〈M j〉tdt =
∫ T

0

|Rs|2dt− T |r0|2 −
∫ T

0

( d∑

j=1

2

∫ t

0

Rj
sdR

j
s

)
dt

≤ ζ − T |r0|2 + 2dT (ζ
1
4 + ζ

7
16 ) ≤ ζ.

Because t 7→ ∑d

j=1〈M j〉t is nondecreasing, the above display indicates

γ

d∑

j=1

〈M j〉T−γ ≤ ζ, γ ≤ 1 ≤ T.

Since ω ∈ Bζ,ǫ
0 implies sup0≤s≤T |u(s)| ≤ ζ−

1
8 , by the definition of Mt in (5.36), we

get

d∑

j=1

(〈M j〉T − 〈M j〉T−γ) ≤ γζ−
1
4 .

The above two displays yield
∑d

j=1〈M j〉T ≤ γ−1ζ + γζ−
1
4 . By (5.41), we can set

γ = ζ
1
2 < ζ

1
2
0 < 1 to obtain

〈M j〉T ≤
d∑

j=1

〈M j〉T ≤ ζ−
1
2
+1 + ζ

1
2
− 1

4 ≤ 2ζ
1
4 .

Since ω 6∈ Bζ,ǫ
1,j , j = 1, 2, . . . , d, due to (5.42), we have

sup
0≤t≤T

|Mt| <
d∑

j=1

sup
0≤t≤T

|M j
t | < dd−1ζ

1
16 = ζ

1
16 .(5.43)

On the other hand, Markov’s inequality and ω ∈ Bζ,ǫ
0 imply,

m{t ∈ [0, T ] : |Rt| ≥ ζ
1
3} ≤ 1

ζ
2
3

∫ T

0

|Rt|2dt ≤ ζ
1
3 ,

where m is the Lebesgue measure on the real line. By (5.43) and (5.36), we thus have

m{t ∈ [0, T ] : |r0 + At| ≥ ζ
1
3 + ζ

1
16} ≤ ζ

1
3 .

Note that ζ
1
3 < ζ

1
3
0 ≤ 1

2
≤ 1

2
T due to (5.41) and T ≥ 1. Hence, for each t ∈ [0, T ],

there is t′ ∈ [0, T ] satisfying |t − t′| ≤ 2ζ
1
3 and |r0 + At′ | < ζ

1
3 + ζ

1
16 . Therefore, for

each t ∈ [0, T ], it holds that, by the definition of At in (5.36),

|r0 + At| ≤ |r0 + At′ |+
∣∣∣
∫ t

t′
a(s)ds

∣∣∣ < ζ
1
3 + ζ

1
16 +

∣∣∣
∫ t

t′
|a(s)|2ds

∣∣∣
1
2 |t− t′| 12

≤ ζ
1
3 + ζ

1
16 +

√
2ζ−

1
16

+ 1
6 ≤ 4ζ

1
16 .

Set t = 0 to obtain |r0| < 4ζ
1
16 . However,

√
c0 = |r0|, due to (5.37), and (5.41) imply

that
√
c0 = |r0| < 4ζ

1
16 < 4ζ

1
16
0 ≤ √

c0.

By contradiction, (5.40) holds for ζ0 satisfying (5.41). �
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5.3. Proof of Lemma 4.1.

5.3.1. Part (1). We will apply Theorem 5.1 to UT and ZT . First note that, since Ut, Zt

are solutions of SDEs, by [Nua95, Theorem 2.2.2], we know they belong to D3,∞, see
Remark 5.2. Since UT =MT+ǫVT , using boundedness of VT and applying exponential
martingale inequality to MT and ZT , after a simple computation, we have that there
are constants C, c > 0 such that

P{|UT − x| < 2}, P{|ZT − x| < 2} ≤ Ce−c|x|2.(5.44)

Theorem 5.1, (5.22), (5.23), (5.24), (5.25) and (5.44) give rise to, for some C ′, c′ > 0,

|ρyUT
(x)− ρZT

(x)|

≤ C‖UT − ZT‖2,γ,T
((

1 ∨ E| det σUT
|−γ

)(
1 + ‖UT‖3,γ,T

))a

·
((

1 ∨ E| det σZT
|−γ

)(
1 + ‖ZT‖3,γ,T

))a

·
(
P{|UT − x| < 2}+ P{|ZT − x| < 2}

)b

≤ C ′ǫδ
(
1 + p(ǫ1−υ|y|)

)
e−c′|x|2.

5.3.2. Part (2). We estimate the difference |ρZT
(x)−ρZ∞(x)|. The covariance matrix

of ZT is given by

Cjk
ǫ = EZj

TZ
k
T =

d∑

l=1

σj
l (0)σ

k
l (0)

1− e−(λj+λk)T

λj + λk
.

By T ≥ θ′0 log ǫ
−1, we have limǫ→0 Cjk

ǫ = Cjk
0 . Therefore, there is a constant c > 0

such that

e−
1
2
x⊺C−1

ǫ x, e−
1
2
x⊺C−1

0 x ≤ e−c|x|2.(5.45)

We can write

|ρZT
(x)− ρZ∞(x)| ≤

∣∣∣ρZT
−
√

det Cǫ
det C0

ρZT

∣∣∣+
∣∣∣
√

det Cǫ
det C0

ρZT
− ρZ∞

∣∣∣.

Since
√

det Cǫ
det C0

can be viewed as the square root of a polynomial of e−T with positive

fractional powers, one can see that |1 −
√

det Cǫ
det C0

| ≤ C1(e
−T )q1 for some C1, q1 > 0.

Therefore, using the hypothesis θ log ǫ−1 ≤ T and (5.45), we obtain
∣∣∣ρZT

−
√

det Cǫ
det C0

ρZT

∣∣∣ ≤ C1ǫ
q1θ

′
0e−c|x|2.

For any matrix, we use | · | to denote its Frobenius norm. Then observe that, for
some q2 > 0, we have, for some C2, q2 > 0,

|C−1
ǫ − C−1

0 | ≤ |C−1
0 ||C0 − Cǫ||C−1

ǫ | ≤ C2(e
−T )q2 ≤ C2ǫ

q2θ
′
0 .

As Cǫ and C0 are positive definite, so are their inverses. Then by (5.45), we can get
∣∣e− 1

2
x⊺C−1

ǫ x − e−
1
2
x⊺C−1

0 x
∣∣ ≤

(
e−

1
2
x⊺C−1

ǫ x ∨ e− 1
2
x⊺C−1

0 x
)∣∣e− 1

2
|x⊺(C−1

ǫ −C−1
0 )x| − 1

∣∣

≤ 1
2
e−c|x|2|x|2|C−1

ǫ − C−1
0 | ≤ C3ǫ

q2θ
′
0e−c′|x|2|x|2.

Therefore, we have
∣∣∣
√

det Cǫ
det C0

ρZT
− ρZ∞

∣∣∣ ≤ C4ǫ
q2θ

′
0e−c′′|x|2.

In conclusion, |ρZT
(x)−ρZ∞(x)| ≤ C ′ǫδ

′

e−c′′′|x|2 which completes the proof of Lemma 4.1.
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5.4. Proofs of auxiliary lemmas.

Proof of Lemma 5.3. Let b(t) =
∑d

i=1 a
i(t). Summing up the inequalities (5.11) in i

and using λ1 > λ2 > ... > λd, we get

0 ≤ b(t) . ǫme−2λdr + ǫ2
∫ t

r

e2λ1sb(s)ds.

Now Gronwall’s inequality implies that, for some constant c independent of ǫ,

0 ≤ b(t) . ǫme−2λdrecǫ
2e2λ1T .

Finally, we use (5.1) and the fact ai(t) ≥ 0 to derive ai(t) ≤ b(t) . ǫme−2λdr, and it is
clear from this computation that all the constants involved do not depend on r. �

Proof of Lemma 5.4. This proof is a modification of the proof of [Nua95, Lemma 2.3.1].
Let us fix ζ > 0. Let u1, u2, ..., uNd

be unit vectors in Rd such that

S
d−1 ⊂ ∪Nd

k=1{x ∈ R
d : |x− uk| < ζ2

4
},(5.46)

where Sd−1 is the unit sphere and Nd is chosen so that

Nd ≤ Cdζ
−2d(5.47)

for a positive constant Cd only depending on the dimension d. Writing |A| =

(
∑d

i,j=1 |Aij|2) 1
2 , we obtain

P{ν ≤ ζ} = P{ inf
|v|=1

〈v,Av〉 ≤ ζ}

≤ P{ inf
|v|=1

〈v,Av〉 ≤ ζ ; |A| ≤ 1
ζ
}+ P{|A| > 1

ζ
}.(5.48)

The second term can be estimated using Markov’s inequality as

P{|A| > 1
ζ
} ≤ ζpE|A|p = ζpE

∣∣∣
d∑

i,j=1

|Aij|2
∣∣∣
p

2
.(5.49)

For the first term, more effort is needed. On the set

B = { inf
|v|=1

〈v,Av〉 ≤ ζ ; |A| ≤ 1
ζ
},

suppose 〈uk,Auk〉 ≥ 2ζ for all k = 1, . . . , Nd. For any v with |v| = 1, by (5.46), there

is uk such that |v − uk| < ζ2

4
. Then observe that, on B,

〈v,Av〉 ≥ 〈uk,Auk〉 − |〈v,Av〉 − 〈uk,Auk〉|
≥ 2ζ −

(
|〈v,Av〉 − 〈v,Auk〉|+ |〈v,Auk〉 − 〈uk,Auk〉|

)

≥ 2ζ − 2|A||v − uk| > 2ζ − 21
ζ

ζ2

4
= 3

2
ζ.
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But on B, we necessarily have inf |v|=1〈v,Av〉 ≤ ζ . Hence, by contradiction, we must

have B ⊂ ∪Nd

k=1{〈uk,Auk〉 < 2ζ}. This fact together with (5.47) implies

P{ inf
|v|=1

〈v,Av〉 ≤ ζ ; |A| ≤ 1
ζ
} ≤ P(∪Nd

k=1{〈uk,Auk〉 < 2ζ})

≤
Nd∑

k=1

(2ζ)p+2d
E|〈uk,Auk〉|−(p+2d)

≤ Nd(2ζ)
p+2d sup

|v|=1

E|〈v,Av〉|−(p+2d)

≤ 2p+2dCdζ
p sup
|v|=1

E|〈v,Av〉|−(p+2d).

The above display, (5.48) and (5.49) show that there is Cp,d > 0 depending only on p
and d such that (5.33) holds. �
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