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Abstract: The classical Multiplicative Ergodic Theorem of Oseledets is generalized
here to cocycles taking values in a semi-finite von Neumann algebra. This allows for a
continuous Lyapunov distribution.
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1. Introduction

1.1. The finite dimensional MET. Here is a version of the classical Multiplicative Er-
godic Theorem. Let (X, i) be a standard probability space, f : X — X a measure-
preserving transformation, and ¢ : N x X — GL(n, R) a measurable cocycle:

cn+m,x)=c, f"x)cim,x) VYn,meN, u—a.e. x € X.

Assume the first moment condition:

/10g+ le(l, )| du(x) < oo,

Then there is a limit operator

Ax) = lim [e(n, x)*c(n, x)]/n

fora.e.x.Let et ™) > ... > ¢*() be the distinct eigenvalues of A (x). Then Aq, ..., Ax
are the Lyapunov exponents. They are invariant in the sense that A; (f(x)) = A; (x) for
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a.e. x. If m; € Nis the multiplicity of A; then the Lyapunov distribution is the discrete
measure Y _, m;5;,.
Let W; be the e (x)—eigenspace of A(x) and define

Vi=) W,

Jj=i

so that Vi(x) C --- C Vi(x) = R" is a flag. The V;(x) are the Oseledets subspaces.
They are cocycle-invariant in the sense that V; (f(x)) = ¢(1, x) V; (x) (for a.e. x).
Finally, for a.e. x € X and every vector v € V;(x) \ Viz1(x),

1
lim —log |lc(n, x)v| = A; (x).
n—-oon

This last condition can be expressed without reference to Lyapunov exponents by:

lim |c(n, x)v||'/" = lim |A(x)"v|'/". (1)
n—o00 n—oo

1.2. Previous literature. Infinite-dimensional generalizations of the MET have appeared
in [Rue82,Mn83,Blul6,LL10,Thi87,GTQ15,Sch91]. Each of these assumes the opera-
tors c(n, x) satisfy a quasi- compactness condition and consequently they trivialize away
from the discrete part of the spectrum of the limit operators A (x). There are also geo-
metric generalizations that are not directly concerned with operators on Hilbert spaces
[KMO99].

On the other hand, one does not expect there to be an unconditional generalization to
infinite dimensions. For example, Voiculescu’s example in [HS09, Example 8.4] shows
there is a bounded operator 7 : 22(N) — ¢2(N) such that |7"|'/" does not converge in
the Strong Operator Topology. We could define the cocycle ¢ above by c(n, x) = T" to
see that convergence cannot be guaranteed in the general setting of bounded operators
on Hilbert spaces. Another counterexample is given in [Sch91].

1.3. von Neumann algebras. The purpose of this paper is to establish a new MET in
which the cocycle takes values in the group of invertible elements of a semi-finite tracial
von Neumann algebra. To explain in more detail, let J{ be a separable Hilbert space,
B(J() the algebra of bounded operators on J{. A von Neumann algebra is a sub-
algebra M C B(H) containing the identity (I € M) that is closed under taking adjoints
and closed in the weak operator topology. Let M, C M be the positive operators on
M (these are the operators x € M satisfying (x&, &) > 0 for all £ € H), and M, the
self-adjoint operators in M. We define a partial order on My, by saying that x < y if
y—x € M;. Atrace on M is amap 7 : My — [0, oo] satisfying

LLt(x+y)=t(x)+1(y) forall x, y € My;
2. 7(Ax) = At(x) for all A € [0, 00), x € M, (agreeing that O(+00) = 0);
3. t(x*x) = t(xx™) forallx € M.

We will always assume 7 is

o faithful, which means 7 (x*x) =0 = x = 0;
e normal, which means 7 (sup; x;) = sup; 7(x;) for every increasing net (x;); in M,;
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e semi-finite, which means for every x € M, thereexists y € M, suchthat) < y < x
and 0 < 7(y) < oo.

The pair (M, 7) is a finite tracial von Neumann algebra if 7(I) < oo.

The trace T on M is unique (up to scale) if and only if M has trivial center. Many
constructions considered here depend on the choice of trace but we will suppress this
dependence from the notation and terminology.

1.4. Example: the abelian case. Fix a standard (semi-finite) measure space (Y, v) and
let M = L°*°(Y, v). For every ¢ € M, define the multiplication operator

my : L2(Y,v) — L2(Y,v), (mgf)(y) = o) f().

The map ¢ +— my embeds M into the algebra of bounded operators on L2(Y, v). We
will identify ¢ with mg. Define the trace T : M, — [0, 00) by

T(p) = /¢dv-

With this trace, (M, t) is a semi-finite von Neumann algebra. It is finite if v(Y') is finite.

1.5. Example: the full algebra. Let M = B(J{) be the algebra of all bounded operators
on a separable Hilbert space J{. Also let {§;};e; C J{ be an orthonormal basis. Define
the canonical trace T4 : M™ — [0, 0o] by

toc(a) = Y (a&, &).
iel

It is well-known that the canonical trace does not depend on the choice of orthonormal
basis. Moreover, (B(J{), tg¢) is semi-finite. The multiplicative ergodic theorem for in-
tegrable cocycles ¢ : N x X — {exp(x) : x € B(H), t9¢(x*x) < oo} was obtained in
Karlsson—-Margulis [KM99].

1.6. Example: group von Neumann algebras. Let G be a countable, discrete group and
let : G — U(L2(G)) be the homomorphism given by

M@E ) =&(~"'h)
where U(¢%(G)) C B(£?*(G)) is the group of unitary operators acting on £2(G). Let

L(G) =span{i(g) :g €G] .

We call L(G) the group von Neumann algebra of G. We leave it as an exercise to verify
thatif x € L(G) and & = x(61) (where §; € £%(G) is the unit vector corresponding to
the identity), then for any 1 € 22(G), x(n) =& xn, where

Exn)() =Y &Emmh"g).

heG
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So every operator in L(G) is a convolution operator (it can in fact be shown that L(G)
consists precisely of the bounded convolution operators). Set 7(x) = (x(81), 61). It
is another exercise to verify that (L(G), ) is a finite tracial von Neumann algebra.
Moreover, if G is non-abelian, then L(G) is non-commutative.

A von Neumann algebra M is diffuse if for every nonzero projection p € M, there
is a nonzero projection ¢ < p with g # p. See Proposition A.1 in the Appendix for
other equivalent ways to say that a finite von Neumann algebra is diffuse. For example,
it follows from that Proposition that if (M, t) is a finite tracial von Neumann algebra,
then M contains an isomorphic copy of (L (X, ), f -d ) where (X, w) is an atomless
probability space, if and only if M is diffuse. If G is infinite, then L(G) is diffuse. To see
this, let (g,,)fl"=l be a sequence of distinct elements of G. We claim that A(g,) —n—00 0
in the weak operator topology. Indeed, forall £, n € c.(G) we have that (A(g,)&,n) =0
for all large n. The fact that

(M(8n)E. n) oo Oforall &, 1 € £2(G)

then follows from the case of &, n € c.(G), the fact that ||A(g,)|| = 1, and the density
of ¢.(G) in £2(G). So A(g,) — 0 in the weak operator topology, and thus Proposition
A.1 implies that M is diffuse.

By Propositions A.1 and A.2, if G is infinite then L(G) does not contain compact
operators but it does contain a copy of L>°(Y, v) for some non-atomic probability space
(Y, v). If G is amenable and every nonidentity conjugacy class of G is infinite, then by
[Con76] we know that L(G) is isomorphic to the hyperfinite II;-factor (see Sect. B.1
and [AP16, Theorem 11.2.2]). For more details on group von Neumann algebras, see
[AP16].

1.7. Main results.

1.7.1. The limit operator Our first main result, Theorem 1.1 shows the existence of a
limit operator. The remaining results, Theorems 1.3—1.5 are derived from Theorem 1.1
in Sect. 6. We state the result here and afterwards explain the notions of convergence
and the notation used, such as GLZ(M ,7)and P.

Theorem 1.1. Let (X, n) be a standard probability space, f : X — X an ergodic
measure-preserving transformation, (M, t) a von Neumann algebra with semi-finite
faithful normal trace t. Let M>* C M be the group consisting of operators x € M
that are bounded in the operator topology on H with bounded inverse x~' € M. Let
c:ZxX—M*nN GL2(M, T) be a cocycle in the sense that

cn+m,x)=cn, f"x)c(m, x)
foralln,m € Z and a.e. x € X. We assume c is measurable with respect to the Strong
Operator Topology on M (with respect to either the inclusion of M into B(H) or into

B(L*(M, 1))).
Assume the first moment condition:

fx [ og(le(L, x)Dll2 dp(x) < oo.
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Then for almost every x € X, the following limit exists:

i [l log(c(n, x)*c(n, x)) 2
im

n— 00 n

=D.

D is called the drift. Moreover, if D > 0 then for a.e. x, there exists a limit operator
A(x) € GL2(M, 1) satisfying

o limy—o 2dp(lc(n, x)|, A(X)") = 0;
o lim,_, o |c(n, X)|V/" — A(x) in (P, dp) and in measure;
o lim, oo n'loglc(n, x)| = log A(x) in L>(M, T).

Remark 1. The special case of Theorem 1.1 in which (M, ) = (B(H), t9¢) was proven
in [KM99]. If M is infinite dimensional, then LZ(M , 7) is as well and so M* does not
contain any compact operators.

1.7.2. The regular representation In order to explain the notation, we briefly recall the
regular representation. So let (M, t) be asin Theorem 1.1.Let N = {x € M : 7(x*x) <
00}. Since 7 is a trace, we have that N = {x € M : 7(xx*) < oo}. By [Tak03, Lemma
VIL.1.2] N is a *-closed two-sided ideal in M, the ideal M = span{x*y : x, y € N} is
linearly spanned by its positive elements and the trace extends linearly to M. So we can
define an inner-product on N by

(x,y) :==1(x"y).

The L?-norm for x € N is defined by ||x|» = t(x*x)!/2.

Let L?(M, 7) denote the Hilbert space completion of N with respect to this inner
product. Note that LZ(M , T) does not usually coincide with B(JH): if (M, ) is not
finite then L?(M, ) does not contain the identity operator; on the other hand in many
cases L2(M, ) also contains unbounded operators (see Example 1 and Remark 5). For
x € M, the left-multiplication operator Ly : M — M defined by L, (y) = xy extends to
a bounded linear operator on L?(M, 7). Therefore, we may view M as a sub-algebra of
the algebra B(L2 (M, 7)) of bounded linear operators on L2(M , 7). This is the regular
representation of M (this is explained in more detail in Sect. 3).

An operator (not necessarily bounded) x on L2(M, 1) is affiliated with M if it is
closed, densely defined and commutes with every element in the commutant M’ =
{x € BAL’(M, 1)) : xy = yxVy € M}. A subspace is V C L*(M, 1) is essentially
dense if for every € > 0 there exists a projection p € M such that t(I—p) < € and
pL?(M, t) C V.Here, and throughout the paper, by a projection we mean an orthogonal
projection, i.e. a self-adjoint idempotent. Essentially dense subspaces are reviewed in
Sect. 6.4. An operator affiliated with (M, 7) is T-measurable if its domain of definition
is essentially dense. Note that when (M, 7) is finite, then all affiliated operators are 7-
measurable. Let L°(M, ) denote the algebra of t-measurable operators affiliated with
(M, 7). This is a x-algebra, and in fact a complete topological x-algebra with respect to
the measure topology. Moreover, the trace T extends to 7 : LO(M , T)+ — [0, oo] where
LM, 1), c LM, 1) is the cone of positive T-measurable affiliated operators. Also
if x € LM, 1), then x~!/? and log x are well-defined via the spectral calculus. See
Sects. 3.4 and 5.2 for details, including on the measure topology.

LetGLz(M, 7) consist of those elements x € LO(M, 7)* suchthatlog |x| € L2(M, 7)
(where LO(M, 7)™ is the set of operators x € LO(M, )withx~! e LO(M, 7)). We prove
in Sect. 4 that GL>(M, 7) is a group. Let P = GL>(M, 1) N L°(M, t),. Forx, y € P,
define dp(x, y) = || log(x~/2yx~1/2)||,. We prove in Sects. 5.3 and 5.4:
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Theorem 1.2. Let (M, t) be as in Theorem 1.1. Then (P, dp) is a complete CAT(0)
metric space on which GL*(M, ©) acts transitively by isometries.

These aforementioned properties allow us to apply the Karlsson—-Margulis theorem, a
special case of which is reproduced in Sect. 1.10, to obtain our result. This extends work
of Andruchow-Larotonda who previously studied the geometry of P N M [ALO6].

Remark 2. In general, neither of the conditions log |x| € LZ(M ,7)and 1 —x € L? (M, 1)
implies the other. For example, suppose (Y, v) is the unit interval with Lebesgue measure
and M = L>®(Y, v).Ifz € L?(Y, v)issuchthatz > Oand z> ¢ L*>(Y, v) thenx = exp(z)
satisfies log |x| € LE(M,7)but 1 — x ¢ L2(M, 7). On the other hand, the function
x(t) = e~ satisfies 1 — x € L2(M, ) but log |x| ¢ L2(M, 7).

Example 1 (The abelian case). Continuing with our running example, if M = L*°(Y, v)
then the above-mentioned inner product on M is the restriction of the inner product on
L%(Y, v) to M. Therefore, L2(M, 1) is naturally isomorphic to L2(Y,v). An operator is
affiliated with M if and only if it is a multiplication operator of the form my for some
measurable ¢ : ¥ — C. Such an operator my is T-measurable if and only if there is
some € > 0 such that

v({y €Y |p(y)] > €}) < 0.

The exponential map exp : L?(Y, v) — GL?*(M, 1) is a surjective homomorphism of
groups (where we consider L?(Y, v) as an abelian group under addition). The kernel
consists of all maps ¢ € L?(Y, v) with essential range in 277iZ. The restriction of exp
to the real Hilbert space L2(Y, v; R) is an isometry onto (P, dp).

Example 2 (The full algebra case). Suppose (M, t) = (B(H), t9¢) is as in Sect. 1.5.
Then N C M is the algebra of Hilbert-Schmidt operators and L2(M ,7) = N. So
GL (M, 1) = exp(N) consists of all operators of the form I+x where x is Hilbert-
Schmidt.

A subspace of L2(M, 7) is essentially dense if and only if it equals L>(M, 7). This
is because every non-zero projection operator has trace at least 1 soif (I —p) < 1 then
I=p.SoL%(M, 1) = B(H).

Example 3 (The group case). Suppose (M, 1) = (L(G), ) is as in Sect. 1.6. Then
N = M,andthe map M — 22(G) givenby x +— x(§1) extends to a unitary isomorphism
L2(M, 7) = ¢%(G). In this case, every & € £%(G) defines a closed, densely-defined
operator A(§) whose domain is dom(A(§)) = {n € 2(G) : Exne EZ(G)} and so that
A(E)(n) = Exnforn € dom(A(§)). By [Con00, Proposition 43.10], the commutant of M
acting on £%(G) is the von Neumann algebra generated by the right regular representation
p: G — U2 (G)) defined by (p(g)é)(h) = &(hg). Since A(&) commutes with p(g)
for every g € G, we know that A (&) is affiliated to M. Since the trace on M is finite, we
know that A(¢2(G)) € LO(M, 7). In fact, we leave it as an exercise to the reader to verify
that if we embed L2(M, t) € L%(M, 1) as above, then A(¢2(G)) = L%(M, 7). Recall
that if G is infinite, then M is diffuse. By Proposition A.3, L?(M, 1) contains unbounded
operators. The statement that L>(M, t) contains unbounded operators is equivalent, by
the closed graph theorem, to the statement that there are two £2(G) functions whose
convolution is not in ¢£2(G). For some infinite groups (e.g. those contain an element of
infinite order), this is easy to see directly.
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1.7.3. Remarks on the limit operator

Remark 3. Let || - ||oo denote the operator norm. If the cocycle is uniformly bounded in
operator norm (this means there is a constant K such that ||c(1, x)|lcc < K for a.e. x)
then |[A(x)|lco < K as well. Therefore, A(x) € M for a.e. x.

Remark 4. This theorem is a special case of a more general result (Theorem 6.2) which
removes the restriction of the cocycle to taking values in bounded operators.

Remark 5. The reader might wonder whether a stronger form of convergence holds in the
theorem above. Namely, whether convergence log A(x) = lim;,— o
log ([c(n, x)*e(n, )1V 2”) occurs in operator norm. The answer is ‘no’. We provide
an explicit example of this in Sect. 2 below with M = L*>°(Y, v).

Conjecture 1. Assume the hypotheses of Theorem 1.1. If (M, t) is finite then for a.e.
x, log ([c(n, x)*c(n, x)]l/z”) converges to log A(x) almost uniformly in the sense of
[Pad67] (the equivalent notion of nearly everywhere convergence was first introduced in
[Seg53, Defn 2.3]). This means that for every € > 0 and for a.e. x, there exists a closed
subspace S(x) C L*(M, 1) such that the projection operator psy) satisfies ps) € M,
‘[(I _PS(x)) < € and

lim log ([C(n, x)*e(n, X)]l/z") Pse) = 10g(A (X)) psix)

where convergence is in operator norm.

Remark 6. If M is diffuse, then M has no nonzero compact operators, see Proposition
A.2 in the Appendix. For example, this occurs when M = L(G) for an infinite group G.
This shows us that frequently (indeed for most cases of interest) M does not have any
nonzero compact operators, and so the limiting operator A is typically not compact. In
fact, it follows from the proof of Proposition A.1 that if M is diffuse and A # 0, then it
does not have a finite dimensional, nonzero eigenspace.

1.7.4. Oseledets subspaces and Lyapunov distribution One of the main advantages of
working with a tracial von Neumann algebra (M, 7) is that if x € M is normal (this
means xx* = x*x) then x has a spectral measure. If M = M,,(C) is the algebra of n x n
complex matrices, then the spectral measure is the uniform probability measure on the
eigenvalues of x (with multiplicity). To define it more generally, recall that there is a
projection-valued measure E on the complex plane such that x = f A dE,()) [Con90,
Chapter IX, Theorem 2.2]. The spectral measure of x is the composition p, = t o Ey.
It is a positive measure with total mass equal to 7 (I) (where I is the identity operator).
Moreover, if p is any polynomial then t(p(x)) = [ p dfiy.

Example 4 (The abelian case). If M = L°°(Y, v) then every operator ¢ € M is normal.
The spectral measure of ¢ is its distribution py defined by

ng(R) =v({y € Y : ¢(y) € R})
for all measurable regions R C C.

Example 5 (The full algebra case). Suppose (M, 1) = (B(H), t9¢). Then every normal
Hilbert-Schmidt operator is unitarily diagonalizable. In particular, there is an orthonor-
mal basis of eigenvectors. Therefore, the spectral measure of a normal Hilbert-Schmidt
operator is discrete.
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This definition of spectral measure extends to x € Lo (M, 7). In the context of The-
orem 1.1, we define the Lyapunov distribution to be the spectral measure ftiog A (x) Of
the log limit operator log A (x). If M = M,,(C) is the algebra of n x n complex matrices
and 7 is the usual trace then this definition agrees with the previous definition.

To further justify this definition, we recall the notion of von Neumann dimension. If
S C L?(M, 1) is a closed subspace and the orthogonal projection operator pg lies in
M then the von Neumann dimension of S is dim, (S) = t(ps). For example, the vN-
dimension of Lz(M , 7) itself is T(I). This notion of dimension satisfies many desirable
properties such as being additive under direct sums and continuous under increasing and
decreasing limits [Liic02].

Example 6 (The abelian case). If M = L°°(Y, v) and if p € M is a projection operator
then there is a measurable subset Z C Y such that p is the characteristic function p = 12
and the range of p is the space of all L>-functions with support in Z. The vN-dimension
of this space is the measure v(Z).

Example 7 (The full algebra case). Suppose (M, t) = (B(H), t9¢). Then a projection
p € M is Hilbert-Schmidt if and only if its range is finite-dimensional. Moreover, the
vN-dimension of a finite-dimensional subspace is its dimension.

Let
H (x) = L(—oo.r)(log A(x)(LAH(M, 7)) C L*(M, 1)

where 1(_s0,1(log A(x)) is defined via functional calculus. Alternatively, HH; (x) is the
range of the projection Ejgg A (x)(—00, t]. This is analogous to the Oseledets subspaces
defined previously. The following theorem is proven is Sect. 6.5:

Theorem 1.3 (Invariance principle). With notation as above, for a.e. x € X and every
1 €0, 00),

c(L, x)H;(x) = F(f (X)), Miog A(x) = Hlog A(f(x))-

Furthermore, in Sect. 6.5 we also express H; as
{5 e L>(M, 1) : liminf,_ %log [AX)" &2 < t} and prove a version of (1), roughly
saying that growth rates along a cocycle matches those of the limit operator.

1.7.5. Fuglede—Kadison determinants The Fuglede—Kadison determinant of an arbi-
trary x € M is defined by

A(x) = exp </(; log(A) dltpc()»))

where |x| = (x*x)!/? is a positive operator defined via the spectral calculus. The FK-
determinant is multiplicative in the sense that A(ab) = A(a) A(b) [FK52]. From [HS07]
it follows the definition of FK-determinant extends to operators in GL%(M, 1) and there-
fore can be applied to the limit operator A (x).

Example 8. (The abelian case) If M = L°°(Y, v) then the FK-determinant of a function
¢ € Misexp [log|p(y)| dv(y).

Example 9. (The full algebra case) Suppose (M, 1) = (B(H), t9¢). If H is finite-
dimensional, then the FK-determinant is the absolute value of the usual determinant.

If H is infinite-dimensional, then the FK-determinant coincides with the absolute value
of the Fredholm determinant on operators of the form [ +a where a € M is trace-class.
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The following theorem is proven in Sect. 6.2:

Theorem 1.4. With notation as above, for a.e. x € X, if T is finite, then

lim (Ale(n, 0" = AAG).

1.7.6. Growth rates Assume the notation of Theorem 1.1.

Definition 1. Given& € L2(M, 1), let £ (£) be the set of all sequences (£,), C L>(M, 1)
such lim,— 0 [|E — &, |2 = 0. Define the upper and lower smooth growth rates of the
system (X, u, f, c) with respect to £ at x € X by

Gr(x[g) = inf {liminf [e(r, )&, 15"+ En € T©)]

Gr(x|§) = inf {limsup e, )&+ Enn € z(g)} :

n—o0
The following theorem is proven in Sect. 6.3.

Theorem 1.5. Assume the hypotheses of Theorem 1.1. Then for a.e. x € X and every
EeLl’(M.0),
. 1 —
Gr(x[§) = lim [|A@)"E]y" = Gr(x[é).
n—o0

Remark 7. In Sect. 2 we give an explicit example in which a strict inequality
liminf [le(n, V)E[Y" > Tim [A@)"E]}"
n—o0 n—od
occurs. This explains why we take the infimum over all sequences in Definition 1. This
infimum over sequences also appears in [HS09, Definition 3.1] which handles the special
case in which c(1, x) is a constant not depending on x (see also Sect. 1.9).

Conjecture 2. If (M, 7) is finite then Theorem 1.5 can be strengthened to: for a.e. x € X
there exists an essentially dense subspace H, C L*>(M, ) such that for every & € H,,

lim [le(n, €[S = lim [A@)"E[}".
n—oo n—o

Essentially dense subspaces are reviewed in Sect. 6.4.

Remark 8. In Sect. 6.5, we prove the conjecture with liminf in place of lim. To be
precise: for a.e. x € X there exists an essentially dense subspace H, C L?>(M, ) such
that for every & € H,,

liminf [le(n, )E[S" = Tim [A@)"E]Y".
n— 00 n— o0

1.8. The abelian case. As in previous examples, suppose M = L°°(Y, v). In Sect. 2,
we show that with this choice of (M, 7), Theorem 1.1, along with Conjectures 1 and 2,
follows readily from Birkhoff’s Pointwise Ergodic Theorem. We also provide explicit
examples where the limit operator A (x) has continuous spectrum, where convergence
to the limit operator does not occur in operator norm, and where there exist vectors &
satisfying the strict inequality

liminf [le(n, V)E[S" > Tim [A@)"E]}".

n—oo n—o0

The Sect. 2 can be read independently of the rest of the paper.
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1.9. Powers of a single operator. As above, let (M, t) be a finite von Neumann algebra
and let T € M. It is a famous open problem to determine whether 7' admits a proper
invariant subspace. The main results of [HS09] show that the limit lim,,_, oo | 7" Un — A
exists in the Strong Operator Topology (SOT) and moreover, it H; = 119 1(A) (L2(M, 1))
then JH; is an invariant subspace. The spectral measure of A is the same as the Brown
measure of 7 radially projected to the positive real axis. Moreover, if the Brown measure
of T is not a Dirac mass then there exists a proper invariant subspace.

Now suppose that T has a bounded inverse 7! € M. Regardless of the dynamics,
we may choose to define the cocycle ¢ by c(n, x) = T". Theorems 1.1 and 1.5 then
recover the main results of [HS09] with the exception that our results say nothing of the
Brown measure and they only apply to the invertible case. Our methods are completely
different. In particular, we do not use [HS09].

1.10. Proof overview. We will make use of a general Multiplicative Ergodic Theorem
due to Karlsson—Margulis based on non-positive curvature (see also [Kau87] which
seems to be the first paper that develops this geometric approach). To accommodate
their cocycle convention (which is different from ours), let us say that a measurable map
¢:Nx X — G is areverse cocycle if

cn+m,x)=_<cn,x)e(m, fx)

for any n, m € N (where G is a group).
The following is a special case of the Karlsson—-Margulis Theorem.

Theorem 1.6 ((KM99]). Let (X, i) be a standard probability space, f : X — X an
ergodic measure-preserving invertible transformation, (Y, d) a complete CAT(0) space,
yo € Yand ¢ : N x X — Isom(Y, d) a measurable reverse cocycle taking values in
the isometry group of (Y, d), where measurable means with respect to the compact-open
topology on Isom(Y, d). Assume that

/Xd(yo,cv‘(l,X)yo) du(x) < oo.

Then for almost every x € X, the following limit exists:

i d(yo, ¢(n, x)yo)
m — =

n—o00 n

D.

Moreover, if D > 0 then for almost every x there exists a unique unit-speed geodesic
ray y (-, x) in Y starting at yy such that

lim ld(y(Dn, x), ¢(n, x)yo) = 0.
n—-oon
As remarked in [KM99], this result implies the classical MET as follows. Let P (n, R)
be the space of positive definite n x n matrices. Then GL(n, R) acts on P(n, R) by
g.p = gpg*. The tangent space to p € P(n,R), denoted T, (P (n, R)), is naturally
identified with S(n, R), the space of n x n real symmetric matrices. Define an inner
product on T, (P (n, R)) by

(x,y)p = trace(pflxpfly).
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This gives a complete Riemannian metric on P (n, R). All sectional curvatures are non-
positive and so P(n, R) is CAT(0). Moreover the GL(n, R) action is isometric and
transitive. Every geodesic ray from I (the identity matrix) has the form ¢ — exp(zx) for
x € S(n, R).

Substitute ¥ = P(n, R) and yg = I (the identity matrix) in the Karlsson—-Margulis
Theorem to obtain the classical multiplicative ergodic theorem.

Our proof of Theorem 1.1 follows in a similar way from the Karlsson—-Margulis
Theorem. In [ALO6], Andruchow and Larotonda construct a Riemannian metric on
the positive cone P*°(M) of a finite von Neumann algebra. They prove that it is non-
positively curved. We go over the needed facts from their construction in Sect. 5.1.

However, P°°(M) is not metrically complete. We prove that its metric completion
can naturally be identified with P, as mentioned earlier in Sect. 1.7.2, and GL*(M, 1)
acts transitively and is a subgroup of the isometry group of P. This partially answers a
question raised in [CL10, Remark 3.21] which asks to identify the metric completion of
the space of positive definite operators P°°(M) with respect to the metric d,(x, y) =
[| log(xl/zy_lxl/z)np (1 < p < 00). We obtain a characterization in the special case
p = 2. It is possible that our proof can be modified to handle the general case; we did
not attempt it.

1.11. Organization.

e Section 2 proves a number of results about the special case in which M is abelian.
This is not needed for the rest of the paper. It is included for illustration only.

e Section 3 provides necessary background on spectral measures, the regular repre-
sentation, the algebra of affiliated operators, etc.

e Section 4 proves that GL2(M, 7) is a group.

e Section 5 proves Theorem 1.2 on the geometry of P.

e Section 6 proves the main Theorem 1.1 and the theorems on growth rates, determi-
nants and Oseledets subspaces.

e Appendix section A has general facts about diffuse von Neumann algebras, to il-
lustrate the main theorem.

e Appendix section B provides more examples of tracial von Neumann algebras.

e Appendix section C is a glossary of terms used in the paper.

2. The Abelian Case

Asin Sect. 1.4, let M = L°°(Y, v) and define the trace t on M by 7(¢) = f ¢ dv. This
section studies the MET under the hypothesis that the cocycle ¢ takes values in M. It
serves as motivation and can be read independently of the rest of the paper.

This special case might seem trivial and indeed, we will see that the conclusions of
Theorem 1.1 are implied by the Pointwise Ergodic Theorem. However, there are curious
features not present in previous versions of the MET. Below we will give examples
in which A (x) has continuous spectrum and examples where |c(n, x)| 1/n converges in
L?-norm to A(x) but not in operator norm. We will also show that growth rates do
not necessarily exist for every vector, but do exist for an essentially dense subspace of
vectors.
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2.1. Theorem 1.1 from the Pointwise Ergodic Theorem.

Theorem 2.1. Assume the hypotheses of Theorem 1.1. In addition, let (Y,v) be a
standard probability measure space, M = L*°(Y, v) and let the trace t be given by
T(p) = f ¢ dv (¢ € M,). Also assume that the cocycle is uniformly bounded: IR > 0
such that

R <lel,x)I <R

for a.e. (x, y). Then the conclusion of Theorem 1.1 follows from the Pointwise Ergodic
Theorem.

Proof. Define

F:XxY—>XxY F(x,y=((x),y),
pel' X xY, uxv) ¢(x,y) =logle(l, x)(»)],

n—1
1 1
Ap(x,y) eLNX x Y, xv)  Au(x,y) = - Y G (Frx.y) = —logle(n, x)(y)]
k=0

An() € LYY, v)  Ay(0)(y) = An(x, y).

Because we assume f [ Tog(lc(1, x)) ]2 duu(x) < oo, it follows that ¢ € LY (X x
Y, u x v) as claimed above.

The first conclusion of Theorem 1.1 is: for a.e. x € X, ||A,(x)|l2 converges as
n — oo. It is easier to work with the L!-norm in place of the L>-norm. Let ¢* (x, y) =
max (¢ (x, y), 0) and ¢~ (x, y) = max(—¢(x, y), 0). Then both ¢*, ¢~ are in L' and

1ALl /|An(x,y>|dv<y>

1 n—1 1 n—1
- / T () dv () = = / ¢~ (F (x, ) dv(y)
k=0 k=0

The Pointwise Ergodic Theorem applied to x + [ ¢*(x, y) dv(y) implies that the
averages % ZZ;(]) i ¢ (F¥(x, y)) dv(y) converge for a.e. x as n — oo. Since the same
is true with ¢* replaced with ¢—, it follows that ||A, (x)|; converges for a.e. x as
n — oo. Because (Y, v) is a finite measure space and ¢ (x, y) is essentially bounded,
Ll-convergence implies L2-convergence. So for a.e. x € X, ||[A,(x)|l2 converges as
n — oo.

The Pointwise Ergodic Theorem implies A, (x, y) converges for a.e. (x, y) asn —
0o. So Fubini’s Theorem implies that: for a.e. x, A,(x) converges pointwise a.e. as
n — 00. Scheffe’s Lemma now implies that for a.e. x, A, (x) converges in L2(Y, v).
This proves the last conclusion of Theorem 1.1.

Let log A (x) denote the limit of A, (x). As explained in Example 1,

1 1
’_ldfP(|C(ns Ol A" = - log(Je(n, x)[) — log(A(x)")l2

1
H . log(le(n, x)|) — log(A(x))

2

Thus %dg:(|c(n,x)|, A(x)") — 0asn — oo.
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Similarly,

1
dp(le(n, x)|"", A(x)) = H; log(le(n, x)|) — log(A (x))

2

So |c(n, x)|'/" converges to A(x) in (P, dp) as n — oo (for a.e. x).
To prove |c(n, x)|1/ " converges to A(x) in measure, it suffices to show: for every
€e>0

v({yer: flecm oo = aw)| > €})

tends to zero as n — oo (for a.e. x). This is implied by the fact that n~! log |c(n, x)|
converges to log A(x) in LZ(Y, v) forae.x. O

Similarly, if M = M,,(C) ® L>®(Y, v) where M,,(C) denotes the algebra of n x n
complex matrices, then the non-ergodic version of the classical Multiplicative Ergodic
Theorem implies the conclusions of Theorem 1.1.

2.2. Examples with continuous spectrum. This example is almost trivial. Let ¢ €
L®°(Y, v) be such that log|y| € L2(Y, v). Define c(n, x) = v". Then the limit op-
erator satisfies A(x) = |¢| for a.e. x and the spectral measure of A is the distribution of
|1]. In particular, if || has continuous distribution then A (x) has continuous spectrum.

2.3. Almost uniform convergence and growth rates. In this subsection, we prove Con-
jectures 1 and 2 in the special case M = L°°(Y, v) and (Y, v) is a probability space.

Theorem 2.2. Assume hypotheses as in Theorem 1.1. In addition, let (Y, v) be a standard
probability space, M = L*°(Y, v) and let the trace t be given by T(¢) = [ ¢ dv. In this
setting, Conjecture 1 is true.

Proof. Define F, ¢ and A, asin Sect. 2.1. By the Pointwise Ergodic Theorem, A, (x, y)
converges to log A(x)(y) for a.e. (x, y). By Fubini’s Theorem, there exists a subset
X’ c X with full measure such that for a.e. x € X', A,,(x) converges pointwise a.e.
(as n — 00) to log A(x). Let € > 0. By Egorov’s Theorem, for every x € X' there
exists a measurable subset Z(x) C Y with v(Z(x)) > 1 — € such that A, (x) converges
uniformly to log A(x) on Z(x).

Let S(x) C L2(Y,v) be the closed subspace of functions that equal zero off of
Z(x). The projection operator pgy) is identified with the characteristic function 1z, €
L*°(Y, v).Moreover, (I —ps(x)) = v(Y\Z(x)) < €.Because A, (x) = n! log |c(n, x)|
converges uniformly to log A(x) on Z(x), it follows that

Jim 2~ ogle(n, 1) psee) = 1og(A)) psc)

in operator norm. O

Proposition 2.3. We assume the same hypotheses as Theorem 2.2. In this setting, Con-
Jecture 2 is true.



A Multiplicative Ergodic Theorem for von Neumann Algebra Valued Cocycles 1305

Proof. Let& € L2(Y, v). We first prove lim,, oo [|A (X)€Y = [|A () Lsupport @) lloo-

Without loss of generality, we may assume ||£|[2 = 1. It is a standard exercise that
limy oo |91l = lIglloo for ¢ € L. So [|A()"ly" tends to | AGO)llLe(y, ¢ 2av) a5
n — o0. The latter is the same as || A (xX) Lsyppors &) I (7,v)-

By the proof of Theorem 2.2, for every r € N and a.e. x, there exists a measurable
subset Z, (x) C Y suchthatv(Z,(x)) > 1—1/r andn~! log |c(n, x) | Z,(x)| converges
uniformly to log A(x) [ Z,(x) as n — oo (where [ means “restricted to”).

Let S,(x) C L2(Y,v) be the subspace of vectors & such that £(y) = O for a.e.
yeY\Z(x) Let S(x) = UpenSr(x) C L2(Y, v). Because v(Z,(x)) > 1 — 1/r for
all r, S(x) is essentially dense.

Let& € S, (x). Then

e, )&ll2 < IA)"E ]2

(y € Z,(x) > IC(n,x)(y)|>

Ax)"(y)

L*®(Zr(x),v) '

Since n~! log |c(n, x) | Z,(x)| converges to log A (x) uniformly on Z, (x), this implies

. 1 . 1
limsup le(n, 051, < lim [AC)"E1,".

n—0oo

Similarly,

IAG) €]z < lle(n, )& 2

(y 7 AW )

le(n, x)(y)]

L%(Z,(x),v) .

So liminf, o0 lc(r, X)E[1Y" > lim, o0 | A(x)"€1)/". This proves

. 1/ . 1/
Tim et DEN" = Tim 1A €1 = 1A Lupporece) oo

for all vectors £ € S,(x). Because r € N is arbitrary, the above limits hold for all
& € S(x). Because S(x) is essentially dense, this implies Conjecture 2. O

Remark 9. The same result holds if M = M,,(C) ® L*°(Y, v) with essentially the same
proof. One needs only use the non-ergodic version of Oseledet’s Multiplicative Ergodic
Theorem instead of Birkhoff’s Pointwise Ergodic Theorem.

2.4. A counterexample.

Theorem 2.4. There exist standard probability spaces (X, i), (Y, v), an ergodic pmp
invertible transformation f : X — X, a measurable cocycle c : 7Z x X — M =
L>°(Y, v) satisfying the hypotheses of Theorem 1.1 and a vector & € L*>(Y, v) such that

. 1/n T 1/n . nenl/n
Tim oG, g4, = lim et DL, > lim IAG)"ENLY,
T nyl/n
_nlggo 1A ||L2(Y,u)'

Moreover, we can choose the cocycle so that ||c(1, x)|lco < C for some constant C and
a.e. x. Moreover, n~"log |c(n, x)| does not converge to log A (x) in operator norm (for
a.e. x).
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Proof. Let X = Z; be the compact group of 2-adic integers. An element of Z; is written
as a formal sum x = Z?io x;2 with x; € {0, 1} and the usual multiplication and
addition rules. Let u be the Haar probability measure on X. There is a bijection between
X and {0, 1}NVI0} given by x — (xg, X1, . ..). This bijection maps the measure u to the
(N U {0})-th power of the uniform measure on {0, 1}.

Define f : X — X by f(x) = x + 1. It is well-known that a translation on a
compact abelian group is ergodic if and only if every orbit is dense. Thus f is an ergodic
measure-preserving transformation. Alternatively, f is the standard odometer which is
well-known to be ergodic.

Let (Y, v) be a probability space that is isomorphic to the unit interval with Lebesgue
measure. Let ¥ = L2, V), be a partition of ¥ into positive measure subsets. We will
choose the partition more carefully later. Define the cocycle ¢ : Z x X — L*°(Y, v) by

1 ify € Y, for some m and x,,, =0
2 otherwise

(L)) = {

This extends to a cocycle via c(n, x) = c(1, f"~'x)---c(1, f(x))c(, x).
Forevery y €Y,

/ log (1, x)(y) du(x) = (1/2) log(2).

Since f is ergodic, it follows that the limit operator A(x) defined by log A(x) =
lim,,_, 0o n~ ! log c(n, x) (Where convergence is in L? and pointwise a.e.) is the constant
function A (x) = V2 forae. x.

Forn,m € N, let

Som={xeX: x,=11x,=0}.

We claim thatif x € S, ,, andn <m,0 <[ <2"+1, then c(/, x)(y) = 2! Vy € Y.
Indeed, note that if x € S, ,, the smallest k such that c(1, F¥x)(y) = 1 must be when
k+Y " x20 =27+ But
m
2m S inzi S 2m+1 _211 _ 1
i=0

Therefore, c(1, f*x)(y) = ¢(1, x +k)(y) = 2 forall 0 < k < 2" and
cd,x)=c(, fx) e, x) =2

Note that (S, ) = 1/4. Moreover, if n # ny andm # my then Sy, ,,, and Sy, m,
are independent events. It follows that if 7,, = S, ,+10 then the events {7}, }fzo=1 are jointly
independent and, by Borel-Cantelli, a.e. x is contained in infinitely many of the sets T},.

IfxeT,thenfor0 <[ <2"+1

le, 1y 2y, = e ) y0lt ) = VEar1002%.

We could choose the subsets {Y,,} so that v(Y,,) > Cm~2 for some constant C. With

this choice and x € Ty,

le@. D)1yt ., = C2%/(n+10)2
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Since a.e. x is contained in infinitely many 7,,’s it follows that

. 1/n _
nli)rréo ||C(n7x)1y||L2(Y,U) =2
On the other hand,
: n 1/n —
Jim A@ I, = V2.

This proves the theorem with £ = ly. By Theorem 2.2, |c(n, x)| /1 does not converge
to A(x) in operator norm (for a.e. x). 0O

Remark 10. The essential phenomena behind this counterexample is that there is no uni-
form rate of convergence in the Pointwise Ergodic Theorem. Precisely, while
% Zz;(l) logc(1, f¥x)(y) converges to log(2)/2 for every y and a.e. x, the convergence
is not uniform in y.

3. Preliminaries

Throughout these notes, by a tracial von Neumann algebra we mean a pair (M, t) where
M is a von Neumann algebra, and 7 is a faithful, normal, tracial, state. By a semi-finite
von Neumann algebra we mean a pair (M, ) where M is a von Neumann algebra and t
is a faithful, normal, and semi-finite trace. Throughout, we assume M is a sub-algebra of
the algebra B(JH) of all bounded operators on a separable Hilbert space H. This implies
(M, 7) has separable pre-dual. We will consider many constructions that depend on the
choice of trace T but we suppress this dependence from the notation.

3.1. Spectral measures. Suppose x is a (bounded or unbounded) self-adjoint operator
on H. By the Spectral Theorem ([RS80, Theorem VIIIL.6]), there exists a projection
valued measure E, on the real line such that

x = /kdEx(k).

The support of Ey is contained in the spectrum of x. The projections of the form E (R)
(for Borel sets R C R) are the spectral projections of x. If f : R — R is Borel then
f(x) is a self-adjoint operator on J{ defined by

) 1=/f()») dEy ().

In the case of unbounded x, f(x) has the same domain as x. The absolute value of x is
defined by |x| = (x*x)1/? = [ /A dEy+, (1) and is equal to [ [A| dE(1).

If x is such that all of its spectral projections lie in the von Neumann algebra M, then
the composition 7 o E, is a Borel probability measure on C called the spectral measure
of x and denoted by 1. In particular, if x € M then uy is well-defined.

Example 10 (The abelian case). If M = L*°(Y, v) (as in Sect. 1.4), then an operator
¢ € M is self-adjoint if and only if it is real-valued. The projection-valued measure
E satisfies: Ey(R) is the projection onto the subspace of L’-functions with support in
¢~ '(R) (for Borel R C R). Moreover, ¢ = P4 is the distribution of ¢.
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3.2. Polar decomposition. We will frequently have to use the polar decomposition, see
[RS80, Theorem VIIL.32]. We restate it here.

Proposition 3.1. Let x be a closed densely defined operator on . Then there is a positive
self-adjoint operator |x| with dom(|x|) = dom(x) and a partial isometry u with initial
space ker(x)* and final space Im(x) so that x = u|x| (where Im(x) denotes the image
of x). Moreover |x| and u are uniquely determined by these properties together with the
additional condition ker(|x|) = ker(x).

The expression x = u|x| is called the polar decomposition of x.

3.3. The regular representation. For the remainder of this section, fix a semi-finite von
Neumann algebra (M, 7). Recall from the introduction that L%(M, 1) is the Hilbert space
completion of N = {x € M : t(x*x) < oo} with respect to the inner product defined
on N by

(x,y) =1(x*y).

172

Let ||x|l2 = (x, x)'/“ and ||x||co be the operator norm of x (as an operator on ).

Forany x,y e M,

lxyllz =< lIxllcllyll2 and [lxyll2 < lx /21y lloc-

(e.g., [Tak02, V.2, equation (8)]). Therefore, the operator L, : N — N defined by
L, (y) = xy admits a unique continuous extension from L%(M, 1) to itself. Moreover,
the operator norm of L, is bounded by ||x| . In fact, they are equal. This follows,
for example, from [Tak02, Corollary 1.5.4 and Theorem V.2.22]. Similarly, the map
R, : N — Ndefined by R, (y) = yx admits a unique continuous extension to L>(M, )
and the operator norm of Ry is [|x|cc-

We will identify M with its image {L, : x € M} (viewed as a sub-algebra of the
algebra of bounded operators on L*>(M, 7)).

Remark 11. Tn much of this paper, we think of M as acting on L>(M, 7) rather than on
H. There is a difference. For example, the strong operator topologies on M induced
from the inclusions M C B(H) and M C B(L*(M, 7)) are different in general [AP16,
Exercise 1.3]. However, in our case, H is a left- M -module. By [Tak02, Lemma I1.2.5 and
Corollary II1.3.10], this implies that the strong topologies induced from the inclusions
M C B(H),M < B(L*(M, 7)) agree on any norm bounded subset of M. Assuming H is
separable, there is a nice structure theory: left-M-modules are isomorphic to submodules
of multiplies of L2 (M, t) [AP16, Chapter 8].

3.4. The algebra of affiliated operators.

Definition 2. The commutant of M, denoted M’, is the algebra of bounded operators
y on L2(M, 1) such that xy = yx for all x € M. Von Neumann’s Double Commutant
Theorem implies M = (M')'.

Definition 3. An unbounded operator x on L2(M, 1) is affiliated with M if for every
unitary u € M’, xu = ux. By [Dix81, Chapter I.1 Exercise 10] or [AP16, Proposition
7.2.3], if x is a closed densely defined operator and x = u|x| is its polar decomposition,
then x is affiliated with M if and only if u and the spectral projections of |x| are in M.
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Definition 4. A subspace is V C L2(M, 1) is essentially dense if for every ¢ > 0 there
exists a projection p € M such that t(I—p) < € and pLZ(M, ) C V. Essentially
dense subspaces are reviewed in Sect. 6.4.

Definition 5 (L°(M, 7)). A closed, densely-defined operator affiliated with (M, 7) is
t-measurable if its domain of definition is essentially dense. Note that when (M, 1)
is finite, then all affiliated operators are t-measurable. Let LO(M , T) denote the set of
T-measurable operators. By [Tak03, Theorems IX.2.2, X.2.5], L0 (M, t) is closed under
adjoint, addition and multiplication and is a x-algebra under these operations.

3.4.1. Domains For x € LO%(M, t) we write dom(x) C L%(M, t) for its domain. We
remark now that fora, b € L° (M, t) the sum a+b is defined as the closure of the operator
T withdom(7T') = dom(a) Ndom(b) and with T¢ = a& +bé for & € dom(T). Similarly
ab is defined as the closure of the operator T with domain b~ ! (dom(a)) N dom(b) and
T¢ = a(b) for & € dom(T). Thus, for example, the domain of ab is often larger than
b~!(dom(a)) N dom(b). This will occasionally cause us some headaches, and we will
try to remark when it actually presents an issue. Regardless, this paragraph should be
taken as a blanket warning that ab is not literally defined to be the composition, and
a + b is not the literal sum.

3.4.2. [*(M,7) c L°(M,t) We can include L2(M, 7) in L(M, 7) as follows. For
X € LZ(M, 7) and y € M, define Lg (y) = Ry(x) = xy. Then Lg is closable but not
bounded in general. Let L, denote the closure of Lg. The map x — L, defines a linear
injection from L%(M, 1) into LO(M, 7). By abuse of notation, we will identify LM, 1)
with its image in LM, 7).

For x € LO(M, T) we set |x| = (x*)c)l/2 and

12
il = (/ P2 dmx(z)) € [0, ool.

Then L?(M, 1) is identified with the set of all x € L%(M, t) which have ||x||» < oco.
While L2(M, 1) is a subspace of LO%(M, 1), it is not a sub-algebra in general. For
instance, it is not closed under products if M is diffuse (see Proposition A.3).

3.4.3. Extending the adjoint The anti-linear map x +— x* on M uniquely extends to
an anti-linear isometry J : LZ(M, 7)) —> L2(M, 7). By [AP16, Proposition 7.3.3], if
x € L2(M, 1) then the following are equivalent: (1) x is self-adjoint, (2) Jx = x,
(3) x is in the L2-closure of My, = {y € M : y* = y}. Let L’(M, 7)5q = {x €
L>(M,1): Jx = x}.

3.4.4. Invertible affiliated operators We say an operator x € LO(M, 7) is invertible if
there exists an operator y € LO(M, t) such that xy = yx = I where, following our
abuse of notation, xy and yx denote the closures of the compositions of the operators x
and y. In this case we write y = x~ 1 Let LO(M, 7)* C LY%(M, 7) be the set of invertible
affiliated operators x.

Lemma 3.2. If (M, T) is semi-finite and x € L°(M, t)* has polar decomposition x =
u|x| then u is unitary, |x| € L°(M, ©)* and x* € LY(M, ©)* with (x*)™' = (x~1)*. If
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Proof. Because u is a partial isometry, u*u is the orthogonal projection onto ker ().
If x is invertible, then u is injective, so u*u = 1. Similarly, uu™ is the projection onto the
closure of the image of x. So if x is invertible then uu* = 1. This proves u is unitary.

Since x is injective, the equality ||x&| = |||x|&]| for & € dom(x) implies that |x| is
injective. Thus 1} (|x]) = pker(x)y = 0, and so x|~ ! may be defined as a closeable
operator in LM, 7). The computation @ = @ H*is straightforward.

Now suppose (M, ) is finite. Without loss of generality, t(I) = 1. Suppose x is
injective. Then u is also injective and u*u = I. Thus 1 = t(u*u) = t(u*u). Because
the only projection with trace 1 is I (by faithfulness of t), u*u = I and u is unitary. As
above, |x| is invertible. So |x|~'u* is an inverse to x. O

4. The Log-Square Integrable General Linear Group

For this section, we fix a semi-finite tracial von Neumann algebra (M, 7). Let
GL>(M, 7) = {a € LM, ©)* : log(la]) € L*(M, 1)}

be the log-square integrable general linear group of (M, t). For brevity we will write
G = GL*(M, 7). Although we call this set a group, it is not at all obvious that G is
closed under multiplication. The main result of this section is:

Theorem 4.1. G is a subgroup of L°(M, t)*. Moreover, for every a € G we have that
a* € G and additionally:

Hog(la 12 = [ log(la*Dll2 = Il Tog(la™" D ]l2-

We start with some basic facts about spectral measures.

Proposition 4.2. Let (M, ©) be a semi-finite von Neumann algebra and a € L°(M, t)*.
Then:

L. pja) = tja*,
2. Pig-1) = Mgt = Ts(kja)), wherer: (0, 00) — (0, 00) is the map r(t) = L

Proof. (1) Let a = ula| be the polar decomposition. Since a € L%(M, 7)* by Lemma
3.2 we have that u € U(M) (which is the unitary group of M). Then a* = |a|u®,
and |a*|?> = aa* = ula|>u*. From this, it is easy to see that |[a*| = u|a|u*, because
(ula|lu*)? = ula|>u* Thus, for every Borel E C [0, 00)

wiax|(E) = t(1g(la*]) = t( g ulalu™)) = t(wlg(a)u™) = t(1g(lal)) = wmiq(E).

(2) Again, let a = u|a| be the polar decomposition. So a~! = |a|~'u*. As in (1), it
is direct to show that |a~!| = u|a|~'u*. The proof then proceeds exactly as in (1), using
that r, (i) = -1 (Which follows from functional calculus). O

Because expressions like l(x,oo)(IaD(Lz(M , 7)) will show up frequently, it will be
helpful to introduce the following notation. Given ¢ € L°(M, 1) and E C [0, 00)



A Multiplicative Ergodic Theorem for von Neumann Algebra Valued Cocycles 1311

Borel, we let .'J-C‘;Y = 1g( |a|)(L2 (M, t)). It will be helpful for us to derive an alternate
expression for || log(|al)||>. Note

o0
Il og(ja|) 13 =/O £ At} togjap) (1)

oo t
=/ (/ ZAdX) dit|10g(an) (1)
0 0

o0 o0 o0
= 2/0 )»/0 L(n,00) (1) it 10g(lap (2) dA = 2/0 A Tog(lap| (A, 00) dA.
2

Note that we have used Fubini’s Theorem. This is valid if 1t|10g(ja))| (A, 00) < 00 for
all A > Osince then ft|10g(jq))| 1S sigma-finite. On the other hand, if 1t 10g(ja))| (A, 00) = 00
for some A > 0 then both sides are infinite, so the formula is correct in this case, too.

By functional calculus, ft|10g(ja)y| 1S the pushforward of |, under the map 7 +—
[log()|. So

I log(lahl; =2 /0 A1) (€*, 00) + jay (0, e)] dA.

By Proposition 4.2,

]

o) I3 =2 [ a1 €*, 00) + g1 (e 00)] 6. )

Proposition 4.3. Let (M, T) be a semi-finite von Neumann algebraanda, b € L°(M, 7).
Given Ay, Ay, A € (0, 00) with A{Ay = A, we have that

T(16,00)(IaD])) = T(1(ay,00) (Ia]) + T(1 (23,00 (16]))-

Proof. The proofis almostimmediate from [FK86, Lemma 2.5 (vii) and Proposition 2.2].
To explain, for a € LO%(M, 1), let [i;(a) be the infimum of |ap| s over all projections
p € M with T(1 — p) < t. This is the ¢-th generalized s-number of a. Also let
At(a) = 1(1s,00)(lal)). Sot +— A;(a) is the distribution function of a. These invariants
are related by [FK86, Proposition 2.2] which states

Ti(a) = inf{s > 0: Xs(a) <1).

It follows that %i;(a) < s if and only if As(a) < t. In particular, 15, @y (@) <t always
holds.
[FK86, Lemma 2.5 (vii)] states

ﬁl+s (ab) < ﬁt (a)ﬁs (b)

foranyt,s > Oandanya, b € LO(M, 7).

Now that the tools above are ready, we return to the proposition we want to prove.
The inequality T (1, 00)(|abl)) < T(1x;,00)(al)) + T(1(,,00)(|D])) is equivalent to the
statement

Jus(ab) < ki(a) + rg(b).
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By [FK86, Proposition 2.2], this is true if and only if
155, (a)+7, by (@b) < 15.
By [FK86, Lemma 2.5 (vii)],
ﬁx,(a)ﬁs(b) (ab) < ﬁi,(a)(a)ﬁxt(b) (b).

By [FK86, Proposition 2.2] again, ﬁX, @@ < tand ﬁis(b) (b) < s. Combining these
inequalities proves the proposition. O

Proof of Theorem 4.1. The fact that G is closed under inverses and the * operation is
obvious from Proposition 4.2. Let a, b € G. By Proposition 4.3:

o0

og(lab)[3 = 2 fo A [Hiabl (€, 00) + 1011 00)] .
o0
< 2/ A1 €72, 00) + g1 (€12, 00) |
0
o0
+2/ A [W(em, 00) + pp-1 (€2, oo)] da
0
o0
=4/(; )\.[M‘a|(€t,OO)+H,|a—]‘(€t,OO)] dr
o0
+4\/(; )\.[/J,‘b|(€t,OO)+M|b—]‘(€t,OO)] d,bL
=2(||log(la) |13 + Il log(1bDI3).

O

We also need the following fact analogous to Proposition 4.3, but whose proof is
easier.

Proposition 4.4. Let (M, ) be a semi-finite von Neumann algebra, anda, b € L°(M, 7).
Then for all A1, Ao > 0 we have that

Wia+b| (A1 + A2, 00) < piq)(A1, 00) + pp| (A2, 00).
Proof. We use [FK86, Lemma 2.5, (v)], which shows that
P 1101 (1 ,00) 211 (12,00) (@ + D) < a0 (01,00) (@) + Hpuyp(h.00) (B) < Ay + A2
Apply [FK86, Proposition 2.2] to the inequality above to obtain
Toeaa (la + b)) < fa1a) (A1, 00) + ppp) (A2, 00).

By definition of %, A4, (|a + b]) = fjasp| (A1 + A2, 00) so this finishes the proof. O
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5. The Geometry of Positive Definite Operators

Let P = P(M,7) = {x € GL> (M, 1) : x > 0} be the positive definite elements
of GL2 (M, 7). In Sect. 5.1, we review work of Andruchow-Larontonda [ALO6] on the
geometry of P N M. In Sect. 5.2, we review the measure topology on L°(M, 7). By
approximating P by P N M (in the measure topology), we show in Sect. 5.3 that dp
(as defined in the introduction) is a metric on P. Moreover, GL2(M , T) acts transi-
tively and by isometries on (P, dp). In Sect. 5.4, we show that the exponential map
exp : LM, 1)sq — Pisa homeomorphism. From this, we conclude that (P, dp) is a
complete CAT(0) metric space and characterize its geodesics. In Sect. 5.5 we generalize
results to semi-finite von Neumann algebras.

5.1. The space P>°(M, ) of bounded positive operators. Throughout this section, we
assume (M, 7) is finite.
Let My, C M be the subspace of self-adjoint elements and

P =PP¥(M, 1) :={exp(x) : x € My,} C My,

be the positive definite elements with bounded inverse. Note P*° = PN M *. This section
studies P> equipped with a natural metric, as introduced in [AL0O6]. The results in this
section are obtained directly from [ALO6].

Let GL*°(M, t) = M * be the group of elements x € M such that x has a bounded
inverse x ! in M. This group acts on My, by

g.w:=gwg* (Vg € GL®(M, 1), w € My,).

For w € P°°, the tangent space to P> at w, denoted T, (P>°), is a copy of M, with
the inner product (-, -),, defined by

1/2 —1/2 %

(x, Y)w = (w™ /“.x, w_l/z.y) =t(w X w_lyw_l/z) = t(w_lxw_ly).

Let || - |lw.2 denote the L%-norm with respect to this inner product. In the special case

that w = I is the identity, this is just the restriction of the standard inner product to My,.
These inner products induce a Riemannian metric on P>°(M, t). The reader might

be concerned that the tangent spaces Ty, (P°°) are not necessarily complete with respect

to their inner products. The incompleteness of M, causes no difficulty in defining the

metric on P> but it does mean that Theorem 1.6 cannot be directly applied to P>°.

Example 11 (The abelian case). Suppose M = L°°(Y, v) asin Sect. 1.4. Then Ty, (P*°) =
M, consists of essentially bounded real-valued functions on Y. The completion of My,
is L2((Y, v), R). If v is not supported on a finite subset, then L%(Y, v) is not contained
in L>°(Y, v) and My, is not complete. More generally, if M contains an embedded copy
of L*(Y, v) for a diffuse measure space (Y, v) and then M, will not be complete. For
example, this occurs if M is diffuse. See Proposition A.3.

Here is a more detailed explanation of the metric. Let y : [a, b] — P be a path.
The L2-derivative of y at ¢ is defined by

y(+h) —y@)

") = i
y (1) Jim L
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where the limit is taken with respect to the L2-metric on T, 1 (P*°). Then the length of
y is defined as in the finite-dimensional case:

b
lengthy (y) = / 17" Ol .2 dt.

a

Define distance on P*°(M, ) by dp(x,y) = inf, lengthp(y) where the infimum is
taken over all piece-wise smooth curves y with derivatives in M. For this to be well-
defined, it needs to be shown that there exists a piecewise smooth curve between any
two points of P>, For any exp(x) € P°°, the map ¢ — exp(tx) defines a smooth curve
from I to exp(x). A piecewise smooth curve between any two points can be obtained by
concatenating two of these special curves.

Lemma 5.1. The action of GL*°(M, t) on P is transitive and by isometries.

Proof. The action of GL*°(M, t) on P is by isometries since the Frechet derivative
of g at w is the map

x € Tyy(P®) > g.x = gxg™ € Ty, (P™)
and
(g%, 8 V) gw = T((g.w) (g.x)(g.w)  (g.y)

t((g" 'w g gxgM (g Tw g (gvg™)
=t xw ) = (x, Y)u.

The action GL>® (M, T)~P> is transitive since for any w € P>, w!'/? € GL®(M, 1)
and

w21 =w.

Lemma 5.2 [ALO6, Lemma 3.5]. For any a, b € P,
dyp(a,b) = |log(b~"?ab™" )|l = || log(a) — log(b) 2.
Theorem 5.3. P> (M, 1) is a CAT(0) space.

Proof. This follows from [AL06, Lemma 3.6] and [BH99, Chapter II.1, Proposition 1.7
(3] o

Corollary 5.4. Let x, y € My, and o > 1 be a scalar. Then
dp(e?,e”) > adp(e*, e”).

Proof. Letx',y € My, and let f(1) = dp(e'™, e). By [AL06, Corollary 3.4], f is
convex. Therefore,

fO=<tf(H+A—-1)f0)=1tf(1)
forany0 <t < 1.Setr = 1/0,x' = ox,y = oy to obtain

f(0) =dp(e*, e) < o 'dp(e®™, ).
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5.2. The measure topology. This section reviews the measure topology on LO(M, 7).
The results here are probably well-known but being unable to find them explicitly stated
in the literature, we give proofs for completeness. We will need this material in the next
two sections.

Let (M, t) be a semi-finite von Neumann algebra. By [Tak03, Theorem 1X.2.2], the
sets

Op.5(a) = {b e L'M, 1) : Tl e.00) (Ja — B])) < a]

ranging over ¢ € L(M, 7) and £, 8 > 0 form a basis for a metrizable vector space
topology on L°(M, 7), and this topology turns L°(M, 7) into a topological s-algebra
(i.e. the product and sum operations are continuous as a function of two variables, as
is the adjoint). We shall call this topology the measure topology. This motivates the
following definition.

Definition 6. Let (M, 7) be a semi-finite von Neumann algebra. Given a sequence (a,,),
inL%M, 1), and an a € LO(M, 7) we say that a, — a in measure if for every ¢ > 0
we have that

T(Le,00)(la — aul)) = n—o00 0.

Lemma 5.5. Let (M, t) be a semi-finite von Neumann algebra. Suppose x1, x3, ... €
LZ(M, T) and limy,_, o0 X, = Xoo IN LZ(M, 7). Then x;, —> ;00 Xoo N Mmeasure.

Proof. For any € > 0,
1 _ 2 . o2
T(L(e,00)(|Xn — x))€” < [lxy — x]I5.
Since x, — x in L2(M, 1), this shows x,, — x in measure. O

Proposition 5.6. Let (M, t) be a von Neumann algebra with a finite trace. Let C > 0
and let Mc C M be the set of all elements x with ||x||sc < C. Then the measure, strong
operator and L? topologies all coincide on Mc. By Strong Operator Topology we mean
with respect to either of the inclusions M C B(H) or M C B(L*(M, 1)).

Proof. By [Dix81, 1.4.3. Theorem 2] or [AP16, Corollary 2.5.9 and Proposition 2.5.8],
the topology induced on M¢ from the SOT on B(HH) is the same as the topology it
inherits from the SOT on B(L2 (M, 1)).

Let x € M¢ and let (x,), C Mc be a sequence. We will show that if x,, — x in
one of the three topologies then x, — x in the other topologies. After replacing x,
with x, — x and C with 2C if necessary, we may assume x = (0. Also without loss of
generality we may assume t(I) = 1.

Suppose that x, — 0 in measure. We will show that x, — 0 in L. For any ¢ > 0,

a3 = (6} x0) < C*t(1(e.00) (X0 ])) + 62

Since x, — 0 in measure, lim sup,,_, o, ||Xn ||% < &2. Since ¢ is arbitrary, this shows
xp — 0in L2,

Now suppose that x, — 0 in L. We will show that x, — 0 in the SOT. So let
£eL>M,1).If€ € M then

lim sup [|lx,& |2 < lim sup ||, [|2[[ oo = O.
n—oo n—oo
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In general, for any & € L>(M, ) and € > 0, there exists £ € M with ||§ — &, < €.
Then

limsup [lx,€ ll2 < lim sup [|x,"[l2 + [lx4 (€ — §)[l2 < limsup |x, (5 — £N]2 < Ce.

n—o0 n—o0 n— 00

Since € > 0 is arbitrary, this shows x,, — 0 in SOT.

Now suppose that x, — 0 in SOT. Since I € L2(M, t) and x, I = x,, [|x4]l2 = O.
This shows x,, — 0in L2

Now suppose x, — 0in L. Let ¢ > 0. Then (L 00) (1) < 8_2||x,,||§. Since

x4 113 — O this implies

lim sup 7 (1(¢,00) (1% ])) = 0.

n—oo
So x, — 0in measure. 0O

Remark 12. 1t is possible that the topology on M inherited from the SOT on B(¥) is not
the same as topology it inherits from the SOT on B (L2 (M, 7)) [AP16, Exercise 1.3].

Definition 7. If (1, ), is a sequence of Borel probability measures on a topological space
X and p is another Borel probability measure on X then we write u, — © weakly if
for every bounded continuous function f : X — C, [ f du, converges to [ f du as
n — oo.

Recall that Co(R) denotes continuous functions on R that vanish at infinity while
C.(R) C Cp(R) denotes those functions with compact support.

Proposition 5.7. Let (M, t) be a von Neumann algebra with a finite trace. Suppose that
(@n, (b)n € LO(M, T), an — a in measure, b, — b in measure and by, is self-adjoint
for all n. Then:

1. wp, = wp weakly.

2. For all but countably many X € R we have that pp, (A, 00) — p(A, 00).

3. For every bounded, continuous f: R — Rwe have that || f (bp) — f (b)|l2 = n—00 0.
4. For every continuous f: R — R we have that f(b,) — f(b) in measure.

5. lay| — |a| in measure.

Proof. After scaling if necessary we will assume without loss of generality that T (I) = 1.

(1) Let f € Co(R) (where Co(R) is the space of continuous functions that vanish at
infinity). By [Sti59, Corollary 5.4], we know that

Tim £ () = £ (B)]l2 = 0.

Since [t(x) —1(y)| < ||lx —y||2 forall x, y € M, the above convergence shows that
im [ dus, = Jim <(F ) = 2(r ) = [ £ dys
n—oQ n— o0

Now that we know the integrals f f dup, converge as n — oo for f € Co(R), it

follows that these integrals converge for all bounded continuous f : R — R because

Wb, Mp are all probability measures (see, e.g. [Fol99, Exercise 20 of Chapter 7]).
(2) This follows from (1) and the Portmanteau theorem.
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(3) Let R > O be such that |¢(t)] < Rforallt € R. Lete > 0, and choose a T > 0 so
that up({t : |t] > T}) < e. Choose a function ¢ € C.(R) with y(r) = 1 for |t| < T
and so that 0 < ¢ < 1. Then,

Ip(bn) — dB) 2 < llpW (bn) — dY B2 + (1 — ¥) ()2 + (1 — ¥)(B)|2
1/2
= ¥ (by) — ¢V (D)2 + ( / ()12 (1 — ¥ (1)) dpp, (t))

12
+ ( / lp () I* (1 — w(r>)2dub<t)> :

By [Sti59, Corollary 5.4] and (1) we thus have that
12
lim sup [|¢ (by) — ¢ (b)l2 < 2 ( / lp () * (1 — w(r>)2dub<t)> < 2Re.

Letting ¢ — 0 completes the proof.
(4) Let ¢ € C.(R). By [Sti59, Theorem 5.5], it suffices to show that

I im @ (f (bn)) — ¢ (f (BD2 = 0.

Since ¢ o f is bounded and continuous, this follows from (3).

(5) Since L°(M, 1) is a topological %-algebra in the measure topology, ara, — a*ain
the measure topology. Let g: [0, 00) — [0, c0) be the function g(¢) = +/f. Then
la,| = g(ajay). So this follows from (4) with b, = aay,.

O

We can give a more refined improvement of Proposition 5.7.4 which we will need
later. We first note the following.

Corollary 5.8. Let (M, t) be a von Neumann algebra with a finite trace, and let K C
LO(M, ©) have compact closure in the measure topology. Then for every ¢ > 0, there is
an R > 0 so that

T(l(r,00)(la])) <&
foralla € K.

Proof. Replacing K with its closure, we may as well assume K is compact. By Proposi-
tion 5.7 (5) and (1), the map LO(M , 7) — Prob(R) sending x — |y is continuous if we
give L°(M, 7) the measure topology, and Prob(R) the weak topology. So { Mgl :a € K}
is compact in the weak topology, and thus tight. Tightness means there exists an R > 0
so that 1|4 (R, 00) < e foralla € K. As t(1(g 00)(la])) = pjq|(R, 00), we are done. O

Corollary 5.9. Let (M, t) be a von Neumann algebra with a finite trace. Then the map
& LO(M, t)50 x CR,R) — LO(M, 7)5q

given by E(a, f) = f(a) is continuous if we give L°(M, ©)y, the measure topology and
C (R, R) the topology of uniform convergence on compact sets.
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Proof. Suppose we are given sequences (f,), C C(R,R), (a,), C LO(M, T)sq and
feCMR),ac LO(M, T)sq With f,, — f uniformly on compact sets and a, — a in
measure.

To prove f,(a,) — f(a) in measure, fix . > 0. Let ¢ > 0 be given. By Corollary
5.8, we may choose an R > 0 so that

sup T(1(r,00)(lanl)) <&, T(l(r,00)(lal)) <e.
neN

Let g: R — R be a bounded continuous function with g(¢) = ¢ for || < R, and define

h: R — Rby h(t) = f(1) — f(g() and hy: R — R by h(t) = fu(t) — fu(g(0)).
Then:

Sulan) — f(a) = fu(gan)) — f(g(a)) + hy(an) — h(a).

Then, by Proposition 4.4 we have that:

T(l(k,oo)(|fn(an) - f(an)l)
< (1 /4.00) ([hn(an)])) + T (1 ya,00) (1R (@) ) + T (132,00 (| fu(g(@n)) — f(g(@))]))

4
< t(1ya,00)(An(@an))) + T(1G.4,00) (1R (@)])) + F”fn (g(an)) — f(g(a)ll2.
Since A > 0, and 2 = 0 in [—R, R] it follows that for alln € N :

(1 /4,00) (An(@n))) < T(1(r,00)(lanl)) < &.

Similarly,

(14,00 (|R(Q)])) < .

For the last term: let T > 0 be such that ||g]loc < T. Then:

Ifn(g(@n)) = f(g@)ll2 = 1 fu(g(@n)) = f(gl@an))lla +11f(g(an)) — f(g(@)ll2
I fn(g(@n)) — f(g@an)lloo + 11.f (g(an)) — f(g(@)li2
sup | fu() = fFOI + 11 f(glan)) — f(g(a@)]2.

teR:|t|<T

IAIA

We have that sup,cp. ;<7 | fn(t) — f ()] >n—00 0 asn — oo since f, — f uniformly
on compact sets. We also have that || f(g(a,)) — f(g(a))|l2 — 0 by Proposition 5.7 (3).
Hence || f, (g(an)) — f(g(@))]l2 = n—o0o 0. Altogether, we have shown that

lim sup T(l(k,oo)(|fn(an) — flan))) < 2e.

Since ¢ > 0 is arbitrary, we can let ¢ — 0 to show that

T(Lg,00) (I fn(an) = (@) = n—so0 0.

Since this is true for every A > 0, we have that f,(a,) —>,—c f(a) in measure. O
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5.3. The space P(M, 1) of positive log-square integrable operators.

Definition 8. Let (M, t) be a tracial von Neumann algebra, and let
G =GL>(M, 1) = {a € L°M, 1) : log(la]) € L*(M, 7)}.
SetP=PM,t)={aeG:a>0}Fora,be?P,set
dy(a,b) = |[log(b™"ab™""?)]2.

This is well-defined by Theorem 4.1. Note that P*° = P N M and dp restricted to P>
agrees with the formula above by Lemma 5.2.

The main result of this section is:
Theorem 5.10. Let (M, t) be a von Neumann algebra with a finite trace. Then,

1. do is a metric.

2. The group G acts on P by isometries by g.a = gag™.
3. The action GNP is transitive.

4. P> is dense in P.

We will extend this result to the semi-finite case in Sect. 5.5. To prove this theorem,
we will approximate elements of P by elements of P> in the measure topology and
then apply results from the previous section on P*°. Because we will use the Dominated
Convergence Theorem, we need some basic facts about operator monotonicity. Recall
that if a, b are operators then by definition, @ < b if and only if b —a € LO(M, 7)
is a positive operator (where b — a is defined to be the closure of b — a restricted to
dom(b) N dom(a)).

Proposition 5.11. Let (M, t) be a semi-finite von Neumann algebra.

1. Suppose a, b € L°(M, ©) and |a| < |b|. Then for every A > 0 we have that
Hial (A, 00) < wjp| (A, 00).

2.Ifa,b € LO(M, T) are self-adjoint and a < b, then cac* < cbc* for every ¢ €
LM, 7).

Proof. (1) This is implied by [BK90, Lemma 3.(i)] or [FK86, Lemma 2.5(iii)].

(2) We may write b — a = d*d for some d € LO(M, t). Then cac* — chc* =
(dc®*dc*. O

The next proposition contains the approximations results we will need.
Proposition 5.12. Let (M, t) be a von Neumann algebra with a finite trace. Suppose that
(an)n, (bp), are sequences in G, that a € L°(M, t) and that anil — a*!, bfl — b*!

in measure. Further assume that there are Ay, Ay, By, By € P with A1 < |a,| < Aj,
By < |by| < By foralln € N.

1. Then a € G and | log(|an|)ll2 = n—oo IIlog(lal)]l2.
2. If a,, and b,, € P for all n, then dp(ay,, b,) —n—co dp(a,b).



1320 L. Bowen, B. Hayes, Y.F. Lin
Proof. (1) Asin (3),

o0
0 @)1 =2 [~ Al (%, 00) + 1 (0001

Moreover, since |a,| < Az, we have that 4, (A, 00) < pa, (A, 00). Let a, = uylay|
be the polar decomposition. Since an_1 = u;l(unlanl_lu;l), it follows that |an_l| =

unlan|~'u. So by operator monotonicity of inverses, |a, | < u,,Al_luz and thus by

Proposition 5.11 (1),
Wit (€4, 00) =ty o1, (€, 00).

Sincea, € L%(M, t)* we know thateach u,, is aunitary, so ,LLla—ll(e')L, 00) < fy-1 (e, 00).
n 1
Thus

M a1 (€". 00) + 1 (¢7, 00)] < Alpa, (€”, 00) + 1 41 (e, 00)].

Since A, A> € P, the right hand side of this expression is in L} (R).

Since a,jfl — a*! in measure, Proposition 5.7 implies that /,Lla:tll()\,, o00) —
n

Hyg+1| (A, 00) for all but countably many A. So by the Dominated Convergence The-
orem,

Iog(lah 3 =2 /0 Mptja)((e*, 00)) + fig-1)((e", 00))] dn

= lim /0 Ml (€, 00)) + puy o1 (€, 00)) 1 d

n—oQ
= lim | log(|a,|)|l3.
n—oQ

Moreover, we already saw that
o0
2/ A[Man‘(e)‘,oo)+u‘a;1|(ek,oo)] i
0
< 2/)\ [,qu(e)‘, 00) +/LA71(eA, oo)] dir < oo.
1

Thuslog(lal) € L%(M, 7) and we have established that || log(lax)ll2 = noo0o Il log(lall2-
(2) By definition,

dp (an, by) = |[log(by, Panby '*)l2,

and as in (1) we have that
o0

dp(an, by) = 2/ A [Mb_l/za b—l/z(e)‘,oo)+,ub1/za_|b|/2(e>‘,oo)] dr. 4
0 n nn n n n

By Proposition 5.7 (4) we know that bn_l/zanbn_l/2 — b~124p=1/2 in measure, and
similarly b,ll/ zan_ lb,i/ 2. ba—'b measure. Hence by Proposition 5.7 (5) we know that

lim @, 1,2 —1/2(6)L 00)+L, 172 1/2(6)” 00) = Wp,—1/2 71/2(6)L 00)+ U p1/2,-1 1/2(6)” )
n—o00" by anby, ’ by %a; b, ’ b=1/2ab ’ b'/2a=1b e

®)
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for all but countably many A. Moreover, by Proposition 4.3 we have that

Hy=172, =172 (", 00) < 2/Lb—1/2(€)‘/4, 00) + [, (%, 00) = 2//«1,;1 (€%, 00) + Ka, (€%, 00).

By operator monotonicity of inverses, we have that b, I < B/ "and so by Proposition
5.11 (1) we have

W12, 12 (€8, 00) < 2pupoi (€12, 00) + pray (€42, 00). ©)
Similarly,

2112 (", 00) < 2uap, (€72, 00) +puy 1 (€72, 00). (7)
As in the proof of (1),

Mo [y (€12, 00) + gy (7%, 00) + 41 (7, 00) + g (€12, 09) |
1

isin L' (R). So by (6),(7), and (5) we may apply the dominated convergence theorem to
(4) to see that

oo
lim dy(ay, by) = 2/ Mup-12ap-12(€*, 00) + py1 2112 (€", 00)| dA = dop(a, b).
n—od 0

O

Proof of Theorem 5.10. (1)

We first prove non-degeneracy. So suppose that a, b € P and dp(a, b) = 0. Then
log(a='?ba=1/?) = 0, and so a~'/?ba='/? = 1. Multiplying this equation on the left
and right by a'/2 proves that b = a.

For the triangle inequality, we already know by Lemma 5.2 that d is a metric when
restricted to GL*™ (M, t) = M*. Here M* is the set of elements of M with a bounded
inverse. Define f;,: [0, co) — [0, c0) by

n, ift>n
_ el
fu(t) = t] if Sts?
e 1f0§l‘<;.

Givena, b € P, seta, = fu(a), b, = f,(b), A = |log(a)|, B = |log(b)| and observe
that:

° arjfl — !, b,fl — b*! in measure,

e exp(—A) <a, <exp(A), exp(—B) < b, <exp(B) foralln € N.
By Proposition 5.12 (2),

hm dT(anv bn) = d:P(av b)
n—oo

Since dp is a metric when restricted to P N M*, and f,,(P) € PN M*, the above
equation implies the triangle inequality for dop. It also implies d¢p is symmetric. So it is
a metric.

(2) Tt is easy to see that (2) is true if g € U(M) (where W(M) < M* is the group
of unitaries in M). Every g € G can be written as g = u|g| where u € U(M). Since
|g| € P for every g € G, and (2) is true when u € U(M), it suffices to show (2) for
g € P. So we will assume throughout the rest of the proof that g € P.

We first show that dp(gag*, gbg™) = dp(a, b) fora,b € PN M*. Since g € P, as
in (1) we may find a sequence g, € P N M* so that
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o gl — g*!in measure,
e gn = fu(g) for some f,: [0, 00) — [0, 00)
e exp(—H) < g, < exp(H) for some self-adjoint H € L2(M, 7).

Since L%(M, ) is a topological s-algebra in the measure topology, we have that
8gnagn —>n—oo gag in measure. Moreover by Proposition 5.11 (2)

lla™" 120 exp(—2H) < lla ™"l gngn < gnagn < llalloogy < llalloc exp2H),
and similarly
167111 exp(—2H) < gubgn < [Iblloc exp(2H).
So as in (1) we may apply Proposition 5.12 (2) to see that
dyp(gag, ghg) = lim dp(gnagn, gnbgn)- ()
By Lemma 5.1, dp(gnagnu. gnbgn) = dp(a, b). We thus have that
dp(gag, gbg) = dp(a,b).

We now handle the case of general a, b € P. As in (1), we find may sequences
ay, b, € PN M* so that:

o af! — a*' b, — b*! in measure

o exp(—A) <a, <exp(A), exp(—B) < b, <exp(B) forsome A, B € LZ(M, 7).

As in (1), we have that
dp(a,b) = lim dp(an, by). ©))
n—oo

dp(gag”, gbg™) = lim dp(gang”, gbng").
So combining (9) with the first case shows that
dp(gag™, gbg™) = dp(a, b).
(3) Let p, g € P. Then p_l/z, ql/2 eG= GLZ(M, 7). Moreover,
q'"p~' - p=gq.

(4)Leta € Panddefinea, = f,(a)asin(l). Thena, € P> anda,, — a in measure.
Apply Proposition 5.12 with b, = a = B} = B to obtain dp(a,,a) — dp(a,a) =0
asn — o0. Since a € P is arbitrary, this proves P> is dense in P. O



A Multiplicative Ergodic Theorem for von Neumann Algebra Valued Cocycles 1323

5.4. Continuity of the exponential map. This section proves that the exponential map
exp : L2(M , T)sa —> P is a homeomorphism and obtains as a corollary that P is a
complete CAT(0) metric space. We also obtain a formula for the geodesics in P. First
we need the following estimate which extends the P*° case proven earlier.

Proposition 5.13. Let (M, t) be a von Neumann algebra with a finite trace. Then for
alla,b € L*(M, t)sq,

lla — bl < dp(e”, ).
If a and b commute then ||a — by = dp(e?, €?).
Proof. Define a function f;,: R — R by
n, ift >n

fa@®) =1t ifft|<n
—n, ift < —n.

Seta, = f,(a), by, = f,(b). Then:

o ¢ — % ePn 5 ¢P in measure,

e exp(—A) < e’ <exp(A), exp(—B) < e < exp(B) foralln € N.
So as in Theorem 5.10 (1) we have that
dp(e®, e’) = lim dp(e™, e).
n—od
Additionally, it is direct to see from the spectral theorem that
lim [la —ayl2 = lim ||b—bull2 = 0.
n—oo n— 00
So, by Lemma 5.2,
dp(e”,e’) = lim dp(e™, ") > lim [a, — byll2 = |la — b2
n—oo n—oo
Suppose a and b commute. By definition
dp(e?, ") = | log(e™"2ee™"2) 2.

Since a and b commute, e ?/2e%e=b/2 = ¢2=b S0 || log(e_b/ze“e_b/z)nz = |la — b||>.
O

Theorem 5.14. Let (M, t) be a von Neumann algebra with a finite trace. Then the
exponential map exp: L*(M, T)sqa — P is a homeomorphism.

Proof. By Proposition 5.13, we know that log: P — L2 (M, 1)4, is continuous. So it
just remains to show that exp: L?(M, )y, — P is continuous.

Suppose that (a,,), is a sequence in L3(M, t)anda € Lz(M, 7) with ||a—ay]2 — 0.
Let e > 0, and for A > 0, define fi: R — R by

A, ift > A
fH@) =11, if [t/ <A
—A, ift < —A.
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If & > 0 is large enough, then |ja — fi(a)|l2 < €. Fix such a choice of A.
Since a and f; (a) commute,

dp(e™, %) < dp(e?, efx(a)) + d(p(ef)‘(a"), efA(a)) +dp (e, ef)\(an))

= lla — i@z + lan — folan)lla +dp(er@ @y (10)

Sincea, — ainL*(M, 1),a, — ain measure. By Proposition 5.7 (3),lim,,— || f3 (an)—
Ji(@)|l2 = 0. Furthermore, max (|| /. (an)llco; || f3(@)llo0) < A foralln € N.

By Proposition 5.7 (4), e~ Jran)/2 _y o= f1@)/2 in measure. Since L° (M, 7) is a topo-
logical -algebra in the measure topology, e~ /+(@)/2¢ /(@ ¢=fi(@)/2 _; 1 in measure.
We claim that

log(e*fx(an)/ZefA(a)e*fA(an)/z) — 0

in measure. To see this, observe that

e < o i @)/2, (@) g~ filan)/2 < 21

Choose a continuous function ¢ : R — R with ¢(x) = log(x) for all e < x <
¢ Then ¢(e—fx(an)/Zefx(a)e—fA(an)/2) — 10g(e—fx(an)/Zef-A(a)e—fx(an)/l), So the claim
follows from Proposition 5.7 (4).

By Proposition 5.6, the claim above implies log(e™/+(@)/2e/i(@)/2p=filan)/2y .
in L2(M, 7). Since

d(p(ef)‘(a"), efx(a)) = log(e—fx(an)/2efx(a)/2e—fx(an)/2)”2
this shows
d:])(ef}“(a"), efx(a)) — oo 0. (1)

Since a, — aand fi.(ay) — fo.(@) inL*(M, 1), lla, — fr(an)ll2 = n—oo la— fr(@ 2.
Combining with (11), (10) we have shown that

lim sup dp (e™, e*) < 2|la — fr(a)|2 < 2e.
n—oo

Letting ¢ — 0 proves that dp (e, e*) — 0. O

Corollary 5.15. Let (M, t) be a von Neumann algebra with a finite trace. Then (P, dp)
is a complete metric space.

Proof. Let (ay,) be a Cauchy sequence in P. Set b,, = log(a,). By Proposition 5.13,
we know that (b,) is Cauchy in L2(M, 7). By completeness of LZ(M, 7), there is a
b e L2 (M, 1) with ||by, — b|l2 = n—00 0. Thena = ¢? € P, and by Theorem 5.14 we
know that a, = ¢?» — ¢? =a. O

Corollary 5.16. If (M, t) is finite then P is CAT(0).

Proof. Recall that P*° is CAT(0) by Theorem 5.3. By Theorem 5.10 P is dense in
. Because metric completions of CAT(0) spaces are CAT(0) by [BH99, 11.3, Corollary
3.11], this implies P is CAT(0). O

Corollary 5.17. Let (M, t) be a von Neumann algebra with a finite trace. Then the
measure topology on P(M, 1) is weaker than the dp-topology.
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Proof. Let (b,), be asequence in P(M, t) and b € P(M, t) withlim,,_, o dp(by,, b) =
0. Let a, = logb,, a = log(b). Then ||a, — al|l2 - -0 0, since the logarithm map
is continuous. So a, — a in measure. But then by applying the exponential map in
Proposition 5.7 (4) we have that b, — b in measure. O

Corollary 5.18. For & € L*(M, T)yq, the map ve : R — P defined by

v (1) = exp(1§)

is a minimal geodesic with speed ||&||2. Moreover every geodesic y with y(0) = 1 is
equal to yg for some &. Moreover, for any a, b € P, the unique unit-speed geodesic from
atobisthemap y : [0,dp(a, b)] — P defined by

y (1) = a' Py (t)a'/?

where

£ = log(a_l/zba_l/z) _log(a_l/zba_1/2)
~ lllog(a=?ba=1?) s dyp(a.b)

12)

Proof. For any t > 0,

dp(1, v (1)) = [[logyz (Dll2 = t[I€]l2.

This proves yg is a minimal geodesic with speed ||&||». Because P is CAT(0), there is a
unique unit-speed geodesic between any two points. By uniqueness of geodesics, every
geodesic y with y(0) = I has the above form.

In particular, if a,b € P and & is defined by (12) then y¢ : [0, dp(a,b)] — P
is a unit-speed geodesic from I to a~'/2ha~1/%. Because the action of GL?(M, t) on
P is by isometries, y () = a]/z.yg (t) is a unit-speed geodesic from a = a'?.1to
b=a'?.a"V2pa=12. n

5.5. The semi-finite case. Let (M, T) be a semi-finite tracial von Neumann algebra. Let
G=GL*M,t)and P =P(M, 1) = exp(L?a (M, 1)) as before. We want to show that
dp(a,b) = | log(b_l/zab_l/z) |I2 is a distance function which makes P into a complete
CAT(0) space. Since we have shown this fact when 7 (I) is finite, our approach will often
involve reducing to the finite case. To this end we first need to identify the following
objects.

For a finite projection p € M, observe that (pMp, T o p) is a von Neumann algebra
with a finite trace. Let P, = exp(L2,(pMp, T o p)) C L%(pMp, 7 o p). Fora,b € P,
define dyp,(a, b) = ||log(b~"/?ab="/%)| lL2(ppp.zop)- Since (pMp, T o py) is finite,
Theorem 5.10 implies dyp, is ametric and Corollary 5.16 implies P, is complete CAT(0).

Also define ‘53,, = exp(poa (M, t)p) C P(M, t) and define the metric dj>,, of j’p
to be the restriction of dsp to P p. The next proposition implies Theorem 1.2.
Proposition 5.19. The following are true:

1. Forevery projection p € M, the inclusion pMp ~— M extends to a x-isomorphism of
topological x-algebras : L°(pMp, ‘L'|pMp) = pLO%(M, 1)p. Further p),(x)| = x|,

so in particular v induces an isometry P, — P,.
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2. dyp is a metric.

3. G acts on P by isometries.

4. G acts on P transitively.

5. P is complete.

6. P is CAT(0).

7. Let P>* = exp(My, N L*(M, ©)54). Then P> is dense in P and P> = P N M*.

Proof of Proposition 5.19(1). Let j: pMp — M the inclusion map. Tautologically,

(1600 (17 () = (L 00) (X)),

and the above equality implies that j extends to a linear map
.70 0
1 LY(pMp, r|pMp) — LM, 1)

with closed image, and that this map is a homeomorphism onto its image. More-

over j(pMp) = pMp, and so passing to closures we have «(L°(pMp, r|pMp)) =

pL%(M, 7)p. By uniform continuity and the fact that ¢ is a *-homomorphism on a
dense x-subalgebra (namely, pMp) it follows that ¢ is a *x-homomorphism. The fact
that p),(x) = px forall x € LO(pMp, t |pMp) follows from the fact that it is true for

x € pMp and Proposition 5.7 (5). Since (i), (x)| = ft|x|, We know
[ log(lxDl2 = [ log(lt(x)Dl2

forallx € pMp.So ((P)) = P ». Moreover, the fact that ¢ is x-homomorphism and the
above equality implies that .: P, — P, is an isometry. O

To prove (2) of Proposition 5.19, we take an approximation approach similar to that
of the finite case. Although we do not have all the tools available in the finite case such
as Proposition 5.7, we still have enough to work with. We first state the tools that we
will be using.

Lemma 5.20. Suppose xi, x € Lga (M, t)and xy ——oo X inmeasureand f : R — R
is a Borel function continuous on the spectrum of x and bounded on bounded subsets of
R. Then f(xg) = k—oo f(x) in measure.

Proof. This is implied by [Tik87, Theorem 2.4]. O

Lemma 5.21. Suppose xi, x € LO9(M, ©) and x;, —k—o0 X in measure. Suppose \ +—
x| (A, 00) is continuous at Ay. Then x| (Ao, 00) —> k00 Mix[(Ag, OO).

Proof. Let A +— px (A, 00) be continuous at Ag. By Proposition 4.4, forany 0 < § < Ag
and k € N,

x| (Ao + 8, 00) < yx—x] (8, 00) + x| (A0, 00);
x| (Mo, 00) < pjx—x| (8, 00) + x| (Ao — 8, 00).
Since x; — x in measure (as k — 00),
x| (Ao + 8, 00) < liminf p)y, (Ao, 00)
k—o00

lim sup fe[x,| (Ao, 00) < x| (Ao — 8, 00).

k— 00
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Since X is a point of continuity, this implies

lim sup pe1x,) (Ao, 00) < x| (Xo, 00) < lim

inf f41x,) (Ao, 00)
k— 00 k—o00

which implies the lemma. O

We now prove that dop satisfies the triangle inequality and symmetry properties; the
identity property is similar to the finite case. We do this by approximating via elements
from a “reduced" von Neumann algebra with a finite trace.

Notation 1. For any x € L?a(M, t)and n € N, let p; = 1(—o0o,—1/n)U(1/n,00) (X) and
X, 1= ppxp; = xp,.Then x, is an increasing sequence converging in measure to x (as
n — 00). Because x € L2, (M, 7), p} is a finite projection.

Proposition 5.22. Suppose z, w € P and we can write 7 = e*' - - - ™, w = e’ - .. !
for some x;,y; € L?a (M, ). Let
Xin = PyiXipy, =€t
V Vi )
Yim =Da'yipa',  wp = el e,

Assume z, and wy, are positive for all n. Then do(z,,, w,) — dp(z, w) and dp(z,,z) —
0asn — oo.

Proof. We will just prove dop(z,, wn) —>n-oco dp(z,w) since the proof that
dp(Zn, Dn-soo — 01s similar.

Let g, = 1;1/2w,,z;”2 and g = z wz /2. Because Xin, — X in measure,
the exponential map is continuous and bounded on bounded subsets, and LO(M, 1) is a
topological *-algebra, it follows from Lemma 5.20 that z,, — z in measure as n — 00.

Similarly z;' — z7!, w, — w and w; ! — w in measure as n — oo. It follows from

—1/2

Lemma 5.20 that zn_l/z — 7712 in measure. Since L°(M, 1) is a topological *-algebra
in the measure topology, ¢, — ¢ in measure.

Next use Proposition 4.3 and operator monotonicity (Proposition 5.11) to get (for
any A > 0)

k k
posi(e, 00) < Y, (€5, 00) = Y pay, (1/k, 00) (13)

i=1 i=1

k k k
<Y M /K, 00) =Y piga; (04, 00) £ D kg (1, 00). (14)

i=1 i=1 i=1

A similar calculation shows that & +1 (e*, 00) < le=1 My, (A, 00).
Next use Proposition 4.3 to get (for any A > 0)

g (¢".00) < 2 12 (€3, 00) + uu, (€3, 00)

/3

=2p_-1(e*?, 00) + puy, (€3, 00)

k 1
<) ki (21/3,00) + ) pujy;(A/3, 00)

i=1 j=I

k !
= Z K3 /2)klx;| (A, 00) + Z 3i)y;| (A, 00)
i=1 j=1
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where the last inequality follows from (13).

Note g, 1= z,l/ zwn_ 11’11/ 2. So by a similar computation we obtain

k 1

Mgt (e*, 00) < Z I(3/2)k]x;] (A, 00) + Z W3i]y;| (A, 00).
i=1 j=1

Now since each x; € Lfa(M , T), by Eq. (2) we conclude that

k I
> 20 D) ki (b 00) + Y gy (A, 00)
i=1 j=1

is integrable. It follows that A > A(ug, (e*, 00) + 11 -~ (¢, 00)) is dominated by an
integrable function, so that by the Dominated Convergence Theorem, Lemma 5.21 and
Eq.(3), [[loggnll2 — [/logqll2. By definition, || log g, |l2 = dp(zx, ws) and || log g2 =
dp(z, w), so this implies the proposition. O

We can now prove d+ is a metric.

Proof of Proposition 5.19(2). To prove the triangle inequality in (P, d), suppose e*, e”,
e’ € Pwithx, y,v € L%a(M, 7). Define x,,, y,, v, € M asabove.Let p,, = p;Vp;:\/p}l’
be the smallest projection dominating p;;, p;y, , py. By [Dix81][Part III, Ch. 2, Prop. 5],
pn is a finite projection in M. So x,, y,, v, are in the finite von Neumann sub-algebra
PnMp,. By Theorem 5.10(1),

dp(e™, e’™) < dp(e*, e’) +dp(e’, e'™).

By Proposition 5.22, this implies the triangle inequality dp(e*, e’) < dp(e*,e”) +
dyp(e?, ev).

Similarly, the symmetry dp(e*, e') = dp(e’, e*) follows from by taking the limit
asn — ooindp(e™, e") = dp(e’, e™). Lastly, if dp(e*, e”) = 0 then, by definition,
log(e™*/%2e¥e™*/%) = 0 which implies e ~*/?¢¥e¢™/2 = 1 which implies ¢* = ¢¥. O

Corollary 5.23. Let Proj C M denote the set of finite projections in M. Then U peproj P
is dense in P.

Proof. Forany x € L>(M, T)s, andn € N, % € UpeprojPp and lim,, o e = e* in
(P, dp) by Proposition 5.22. 0O

To prove Proposition 5.19(3), we first show that unitary elements in M act by
isometries on P. Then, by polar decomposition, it suffices to consider the action of
Pon P.

Lemma 5.24. Let x, y € L?a (M, t)and u € M is unitary. Then

1. (ue*u®)~t = ue *u*;

2. (uexu*)l/Z — uex/Zu*’.
3 euxu* = ueu*:
4. dp(ue*u*, ue’u*) = dp(e*, e’).
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Proof. The first claim is obvious. The second follows from observing that ue*/2u* is
positive and its square is ue*u*.

For the third claim, first consider a sequence x; € M converging to x in L. For each
Xk, because M is a unital Banach algebra,

oo oo

*\n n, x
* (uxpu™) ux, u
euxku = E —‘ = E k' :uexku*‘
n. n:
n=0 n=0

By Lemma 5.5, x; — x in measure as k — o0o. By Lemma 5.20, ue** u* — ue*u* in
measure, and also e***" — " But since ue ™ u* = ¢"**" by uniqueness of limits
ueu* = euxu*_

The last claim now follows using the previous three claims:

dpue*u*, ue’u*) = | log[(ue*u*) "V 2ue’u* e u™) V2|,
= || logl(ue ™ *u*)ue” u* (ue™/*u*)]||»
= || loglue™*/?¢”e™*/u"]||2
= Julogle */?e¥e™/u* |
= t(ulogle /?e¥e™/?1* logle /&Y e =¥/?|u*)!/?
— .L.(log[efx/Zeyefx/Z]* log[efx/Zeyefx/Z])l/Z
= || logle™*2e¥e™* ]|,
=dyp(e*, e).

The first equality is by definition of dp. The second follows from the first two claims
above. The third equality uses uu™ = 1. The fourth follows from the third item of this
lemma. The fifth is by definition of || - ||2. The sixth holds because 7 is a trace. O
Proof of Proposition 5.19(3). By Lemma 5.24 and polar decomposition it suffices to
consider the action of P on P. Let g,a,b € P, where g = eha = e b = ¢,
h,x,y € Lfa(M, 7). We want to show that dp(gag™, gbg*) = dp(e*, e”). As before
consider reduced versions £, x,, y, of h, x, y. Let g, = e a, = e, b, = en. By
Proposition 5.22, dp(g,ang&;, gnbngy) — dp(gag™, gbg™).

Now dp(gnan8n, 8nbngn) = do(an, by) — dp(a, b) (equality because we are again
in a von Neumann algebra with a finite trace and so Theorem 5.10(2) applies, and
convergence by Proposition 5.22), so it must be that dp(gag, gbg) = dp(a,b). O

The proof of Proposition 5.19(4) is the same argument as in the finite case.
To prove (P, dp) is complete, we first show that exp is a homeomorphism from
L2(M, 7)5q to P.

Lemma 5.25. Let x, y € L>(M, ©)q. Then ||x — y|2 < dp(e*, ).

Proof. As above, consider x, = pXxp* and y, = pyp;. Let p, = pX V p; be the
supremum of p¥ and p;. By [Dix81][Part III, Ch. 2, Prop. 5], p, is a finite projection
in M. Proposition 5.13 applies to (p, Mp,, T o py). So ||x;, — yull2 < dp(e*, ).

By Proposition 5.22, dp(e*, e’") — dp(e*,e’) as n — oo. It remains to show
that ||x, — yull2 = llx — yll as n — oo. Now we know that x, — y, — x — y
in measure. Furthermore we can write ||x, — y, ||%, in a similar fashion as Eq. (3), as
Zfooo Al|x,—y,| (A, 00)dA, and by Lemma 5.21, |y, —y,| (A, 00) = ix—y (A, 00), while
by Propositions 4.4 and 5.11 p|y,—y,|(A, 00) < px|(A, 00) + )y (A, 00). So by the
Dominated Convergence Theorem ||x, — y,ll2 — [lx — yll2. O
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Lemma 5.26. Let f : R — R be a bounded continuous function. Suppose there is an
open neighborhood O C R of 0 such that f(t) = 0 forallt € O. Suppose ay, az, ...isa
sequence in L*(M, T4 that converges to a € L*(M, T)sq. Then dp(ef (@) ¢f(@) 0
as k — oo.

Proof of Lemma 5.26. By Lemma 5.5, a; converges to a in measure as k — oo. It
follows by Lemma 5.20 that f (a;) converges to f(a) in measure, and also e/ con-
verges to e/ (@) in measure. Since multiplication is jointly continuous with respect to the
convergence in measure topology, zy = e~/ (@)/2ef (@ =f(@)/2 _ | in measure.

Let A > 0 be such that sup,.g | f(#)| < A and f(¢) = O for all [f] < 1/A. Now since
e < e [@)2of (@)= f(a)/2 < ¢2* and log is a continuous function on the spectrum
of zx, by Lemma 5.20 log zx — 0 in measure.

We now show that log z; converges to 0 in L?. Now —24 < log zx < 2 is uniformly
bounded by 21, log zj is also in Lga (M, 7).

Claim 1. sup, 7(1(0,00)(| log zk|)) < 00. O

Proof. Notethatker(f (ax))Nker(f(a)) C ker(log zx),soker(log 20t < (ker(f (ax)N

ker(f(a)))t = span(ker(f(ax))* Uker(f(a))*). Equivalently, 1(0,00)(|logzx|) <
Lo.co) (I fa))) VvV Loy f( @D = Lo f(@a)) + 1) f(a)]). Now
(10,00l f@)) = t(1(1/21.00)lax]) < 4A%|lax||3. Since ay is converging to a in L?,
the right hand side is bounded independently of k. The claim follows. O

Since |log zx| < 2A, the claim implies that for any € > 0,
1og 2k 13 < € 1110g 241 (0, €] + (2 log 2,1 (€, 00) < €K + (21)° L 10g z4] (€, 00)

where K = sup; 7 (10,00 (| log zx|)) is constant. Since € > Ois arbitrary and | log zx| —
|logz| in measure (as k — ©00), it follows that logzy — 0 in L2. This implies
dp(e/ @ /@y, 0. O

Proposition 5.27. exp : L2(M, T)sq — P is continuous.

Proof. We use a strategy similar to that used in the finite trace setting. Suppose (ay) is
a sequence in L?(M, 7),, converging to a in L?.

Let A > 0. Let f : R — R be a continuous nondecreasing function such that for
f.(x) = 0on [—1/2X1,1/2)], fr,(x) = Aforx > A, fa(x) = —A forx < —A, and
fr(x) =xon[—XA,—1/AJU[1/A, AL

Because a; and f; (ax) commute, dp(e%, e* @)Y = |lax — fi(ar)|>. Similarly,
dp(e®, e/ @) = ||a — f,.(a)]l2. So two applications of the triangle inequality yield

d?(eak’ ea) < dﬂ)(eak7 ef»\(ak)) + dg:(ef*(ak), efx(a)) + d?(ef‘(“), e“)
= llax — folap)llz +dp (@) 1@y g — £ (@)l

< dp (e Dy ylax —alr +2lla — fi@la+ I f(@) — fula o
(15)

By Lemmas 5.25 and 5.26,

lim sup dp(e™, e?) < 2|la — fr.(a)|2

k— 00

Since

la = fu@)ll3 = /(f — [0 dpa (),
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and ( — f; (1))? < 12, the Dominated Convergence Theorem implies |la — fi(a)|l2 — O
as A — oo. Combined with the previous inequality, this implies dp(e%, ¢*) — 0 as
k— oco. O

The proof that (P, dp) is complete now follows from the same argument as in Corol-
lary 5.15. This finishes the proof of Proposition 5.19(5).

Proof of Proposition 5.19(6). We use arguments similar to those found in [BH99, Theo-
rem I1.3.9] in order to apply [BH99, Proposition II.1.11]. A sub-embedding of a 4-tuple
(x1, y1, X2, ¥2) of points in a metric space (X, dy) is a 4-tuple of points (x1, y1, X2, ¥2)
in the Euclidean plane E? such that dy (x;, yi) = llxi — y;ll vi,j € {1,2}) and
dx(x1,x2) < |Ix1 — X2l and dx(y1, y2) < [Iy1 — y2|l. A pair of points x,y € X is
said to have approximate midpoints if for every § > 0 there exists m € X such that

1
max{dy (x,m), dx(m, y)} = 5dx (x, y) +34.

According to [BH99, Proposition II.1.11], a metric space (X, dx) is CAT(0) if and
only if every 4-tuple of points in X admits a sub-embedding into E? and every pair of
points x, y € X admits approximate midpoints. We will verify that (P, do) satisfies this
condition.

Now let a; € P, 1 <i < 4 and consider the reduced versions a; , = exp(p, log(a;)

Pn) € Pp,, where p, = V?:] p},og(ai) is as defined in Notation 1. For each n, (P, dp)

is CAT(0) by Corollary 5.16. So each 4-tuple (a;,); has a sub-embedding in Eu-
clidean space E%: a 4-tuple of points (a; ,); such that dp (ai ,,a2,) < |llai,, — azall,
dyp, (a3, a4.,) < a3, — asull, dp, (ain, aj,n) = llain — C_lj,n || for all other i, j.

By translation invariance of the standard metric on [E2, we can assume @ 1.n = ap isthe
same for all n. We have shown in Proposition 5.22 that for each 7, j, d(ppn @in,ajn) —
dp(a;,aj) asn — oo. So the sub-embedding condition and triangle inequality show
that (a; ,) is contained in a compact set as i and n vary. In particular, by passing to a
subsequence if necessary, we can assume &, , converges to some a; in £ for each i. It
follows that (c‘zi)?zl is a sub-embedding of (ai)le.

For the approximate midpoint condition, let x,y € P. Let x,,, y, € P, be the

log(x)
n \%

reduced versions where p, is now redefined to be p, = p pi,og(y ). For example,

Xn = exp(pnlog(x)py). Let § > 0.
By Proposition 5.22, there exists n such that

|dﬂ>(xn5 Yn) - dCP(x, }’)| < 8/37 dg)(xvxl‘l) < 8/37 diP(y, Yn) =< 8/3

Because (P, , dp) is CAT(0), there exists m € P, with
1
maX{d(P(Xn, m)v d':P(m, Yn)} =< Ed?(xn» yl’l) + 8/3
By the triangle inequality,

max{dp(x, m), dp(m, y)} < max{dp(x,, m),dp(m, y,)}+6/3
1 1
< Ed?(xn, yn) +28/3 < Edrp(x, y) +6.

Thus x, y have approximate midpoints. This completes the verification of the conditions
in [BH99, Proposition II.1.11]. 0O
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Proof of Proposition 5.19(7). That P* is dense in P follows from My, N LM, 1),
being dense in L2(M , T)sq and Proposition 5.27 (that exp : L2 (M, t) — P is continu-
ous). Now if x € P>, then x = e” for y € M,,. Then ||e” s < e!Pl> and similarly
forx ! =e Y, s0x € M*. Thus P® Cc PN M™*, Conversely if x € PN M then
logx € L2,(M,7) N M = My,, 50 x € P®. O

Corollary 5.28. Corollaries 5.17 and 5.18 also hold for (M, t) semi-finite.

Proof. Using Proposition 5.19, the proofs are similar to the finite case. O

6. Proofs of the Main Results

6.1. The limit operator. This subsection proves a generalization of Theorem 1.1. We
first need a lemma.

Lemma 6.1. Let (M, ©) be a semi-finite tracial von Neumann algebra. For any a,b € P
ando > 1,

dp(a’®,b?) = ody(a,b).

Proof. First, assume 7 is a finite trace. Let x = loga, y = logb. Recall that My, C M
is the set of self-adjoint elements in M. Because Mj, is dense in L2 (M, T)s4, there exist
Xn, Yn € Mgq with x,, - x and y, — y in LZ(M, T)sa a8 n — 00. Thus

dp(a®,b%) = dp(e”, ) = lim dp(e™, ™)
n—oo

> lim odyp(e™, e’™) = odp(e®, e’) = odp(a, b)
n—oo
where the second and third equalities follow from continuity of the exponential map
(Theorem 5.14) and the inequality follows from Corollary 5.4.
Next we consider the general semi-finite case. Let x,,, y, be the reduced versions of
X,y € Lga (M, 1) as in Notation 1. Then

dp(a®,b%) = dp(e”*,e’”) = lim dp(e”™, ")
n—o0

> lim odyp(e*, ™) = odp(e”, e’) = odp(a,b).

n— oo

Where the second and second-to-last equalities follows from Proposition 5.22 and
the inequality follows from the above finite case. O

We can now prove a slight generalization of Theorem 1.1 by expanding the range of
the cocycle.

Theorem 6.2. Let (X, iu) be a standard probability space, f : X — X an ergodic
measure-preserving transformation, (M, t) a semi-finite von Neumann algebra with
faithful normal trace t. Let ¢ : 7. x X — GL*(M, t) be a cocycle:

cn+m,x)=cn, f"x)c(m,x) Va,me€Z, u—a.e.x € X.

Let w : GL*(M, 1) — Isom(P) be the map mw(g)x = gxg* where Isom(P) is the
group of isometries of P. Suppose 1 o ¢ is measurable with respect to the compact-open
topology on Isom(P) and

/Xn log(|c<1,x>|2)||zdu(x>=/ng>(1,|c(1,x)|2> du(x) < o0.
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Then for almost every x € X, the following limit exists:

iy Hog(letr, )l
m

n— 00 n

=D.

Moreover, if D > 0 then for a.e. x, there exists A(x) € LZ(M, T) with A(x) > 0 such
that

log A(x) := lim log ([c(n, X) e, x)]l/z”) € I2(M, 1)
n—0oo
exists for a.e. x and
1
lim —dp(Ax)", lc(n, x)|) = 0.
n—o00 n

Proof. We will use Theorem 1.6. So let (Y, d) = (P, d). By Corollaries 5.15 and 5.16
for the finite case and Proposition 5.19 for the semi-finite case, (P, dp) is a complete
CAT(0) metric space. Let ygp =1 € Y. Observe that the map

Nx X - GL* (M, 1), (n,x)+— c(n,x)*
is a reverse cocycle. Also
dp(y0, ¢(1, x)*.y0) = |l log(c(1, x)*c(1, X)) |l2.
So

/Xd?(yo, c(1,x)*.y0) du(x) < oo.

Theorem 1.6 implies: for almost every x € X, the following limit exists:

i dp(yo, c(n, x)*.yo)
1m =

n—00 n

D.

Moreover, if D > 0 then for almost every x there exists a unique unit-speed geodesic
ray y (-, x) in P starting at I such that

1
lim —dyp(y(Dn, x), c(n, x)*.yo) = 0.
n—oo n
By Corollaries 5.18 for the finite case and 5.19 for the semi-finite case,

y(t, x) = exp(t&(x))

for some unique unit norm element £(x) € L2 (M, 7)5q. Let A(x) = exp(DE(x)/2).
Thus we have

. 1 2n *
lim —dp(AXx)", c(n, x)*c(n, x)) =0.
n—-oon
Equivalently,
1
lim — |/ log(A(x)™"c(n, x)*c(n, x)A(x)™")l2
n—oo n

= nll)nolo %L(A(x)_”c(n, x)*c(n, x)A(x)™") =0.
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Observe that

Tim. Hlog Ax) — log ([c(n, X e(n, x)]l/z")

< lim_dp(A(), [e(n, ) c(n, 0)]'/*")

,

. l 2n * _
< lim —dp(A(x)™,c(n,x)"c(n,x)) =0
n—-oon

where the first inequality follows from Proposition 5.13 for the finite case and Lemma
5.25 for the semi-finite case. The second inequality follows from Lemma 6.1. This
concludes the proof. O

In order to show that Theorem 6.2 implies Theorem 1.1, we need to show how SOT-
measurability of the cocycle ¢ in Theorem 1.1 implies that 7= o ¢ is measurable with
respect to the compact-open topology.

We will need the next few lemmas to clarify the measurability hypothesis on the
cocycle. The next lemma is probably well-known.

Lemma 6.3. Let (Y, d) be a metric space. Then the pointwise convergence topology on
the isometry group Isom(Y, d) is the same as the compact-open topology.

Proof. Tt is immediate that the pointwise convergence topology is contained in the
compact-open topology. To show the opposite inclusion, let K C Y be compact, O C Y
be open and suppose g € Isom(Y, d) is such that gK C O. Let g, € Isom(Y, d) and
suppose g, — g pointwise. It suffices to show that g, K C O for all sufficiently large
n.

Because K is compact, there are a finite subset F C K and for every x € F, aradius
€x > 0 such that if B(x, €,) C Y is the open ball of radius €, centered at x then

8K C UyerB(gx,ex) C O.
By compactness again, there exist 0 < 6; < €, such that
K C UxerB(x, €)).

Since g, — g pointwise, there exists N such that n > N implies d(g,x, gx) < €; — €.,
for all x € F. Therefore,

gnK C UyrerB(gnx, 6;) C UxerB(gx,ex) C O
asrequired. O

Let K € {H,L*>(M, 1)} be one of the two Hilbert spaces under consideration. We
use H — SOT to denote the Strong Operator Topology with respect to the embedding
of M in B(H). Similarly, H — WOT refers to the Weak Operator Topology. If we write
SOT or WOT without the ﬂ-preﬁx then the default assumption is that we have chosen
H = 3. Of course, it is possible that H = L3(M, 1), so SOT by itself refers to both
cases.

Some of the results of the next Theorem appear in [Joh93].

Theorem 6.4. Suppose (M, t) is o -finite, semi-finite and H is separable. Then
1. the operator norm M — R, T + ||T || is SOT-Borel;
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. a subset E C M is H-SOT-Borel if and only if it is L>(M, ©)-SOT-Borel;

. the inverse operator norm M* — R, T 17~V so is SOT-Borel;

. a subset E C M is SOT-Borel if and only if it is WOT-Borel;

. the adjoint M — M, T — T* is SOT-Borel;

. the multiplication map M x M — M, (S, T) — ST is SOT-Borel;

. the map PN M* — M defined T + logT is SOT-Borel;

.themap M NLA*(M, t), T > ||T |2 is SOT-Borel;

foranyx,y € PAM* themap M*NGL*(M, ) — Rdefinedby T + dp(TxT*,y)
is SOT-Borel.

Proof. (1), (4), (5), (6) follow from [Con00, Proposition 52.2(c) and Proposition 52.5].

2)Let Mc = {T € M : ||T|lo < C}. By [Dix81, 1.4.3. Theorem 2] or [AP16,
Corollary 2.5.9 and Proposition 2.5.8], the H-SOT-topology on M is the same as the
L2(M, 7)-SOT-topology on M. Since the operator norm is SOT-Borel by (1), this
implies that the 7(-SOT-Borel sigma-algebra is the same as the L>(M, 7)-SOT-Borel
sigma-algebra.

(3) Let Hy be a countable dense subset of {4 € H : ||h|| = 1}. Then for every
invertible 7', we have

O 001N B~ Wi

7= = inf |TW)|.
1T Nl he%oll M

Since T+ || T (h)| is SOT-continuous for every i € K, this proves that T — ||T ||
is Borel.
(7) Note that P N M is SOT-Borel since, by (5), My, is SOT-Borel and

PNM={ae My, : {(ah,h) > 0Vh € Hyp}.
For D > 0, let
Mp=1{T €P: |Tlleoc < Dand |T "o < D}.

By items (1) and (3), Mp is SOT-Borel. So it suffices to show that the map Mp — M
givenby T + log T is SOT-continuous. Fortunately, it was proven in [Kap51, Corollary
on page 232] that if 4 : R — R is any continuous bounded function then the map on
self-adjoint operators given by a +— f(a) is strongly continuous. Since log is bounded
on [D~!, D], this implies T + log T is SOT-continuous on Mp.

(8) Let p1, pa2, ... be a sequence of pairwise-orthogonal finite projections p; € M
with lim, 00 >'_; p» = Lin L>(M, 7)-SOT. Then for any T € L*(M, 7), Y1, piT
converges to 7' in LX(M, 7).

Now (p;T, p;T) = Oforalli # jand ) ;2 p;T = T (where convergence is in
LZ(M, 7)). Therefore,

o o
ITIE =Y _lIpTI3=Y_IT*pil3
i=1 i=1

where the last equality follows from the tracial property of 7. So it suffices to prove that
for any fixed finite projection p € M,themap T +— || T*p ||% is SOT-Borel. This follows

from item (5) which states that the adjoint map is SOT-Borel (since p € L>*(M, 1)).
(9) By definition,

dp(TxT*,y) = |log(y 2TxT*y~ /2|5

So this item follows from the previous items. O
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Corollary 6.5. Suppose (M, ) is o-finite and semi-finite. Then & : M* — Isom(P)
is Borel as a map from M with the SOT to Isom(P) with the pointwise convergence

topology.

Proof. By definition of the pointwise convergence topology, it suffices to show that for
every x,y € P, the map T +> dp(TxT*, y) is SOT-Borel. By (8) of Proposition 5.19,
M* NP is dense in P. So it suffices to show that for every x, y € M>* N P, the map
T +— dp(TxT*, y) is SOT-Borel. This is item (9) of Theorem 6.4. 0O

Corollary 6.6. The hypotheses of Theorem 1.1 imply the hypotheses of Theorem 6.2. In
particular, Theorem 1.1 is true.

6.2. Determinants. This section proves Theorem 1.4. So we assume (M, 7) is finite.
Following [HS07, Definition 2.1], we let M A be the set of all x € LO(M , T) such that

/0 log™ (1) dpyx (1) < 0.

For x € M2, the integral fooo logt dux|(t) € [—00, 00) is well-defined. The Fuglede—
Kadison determinant of x is

A(x) :=exp (/ log ¢ dux|(t)> € [0, 00).
0

For the sake of context, we mention that by [HS07, Lemma 2.3 and Proposition 2.5],
if x,y € M® and A(x) > Othen x~! € M2, A(x™") = A(x)"!, xy € M2, and
A(xy) = A(X)A(Y).

Proposition 6.7. Suppose t is a finite trace. Then GL>(M,t) C M®. Moreover, A :
P — (0, 00) is continuous.

Proof. Letx € GL*(M, 1). By definition, log |x| € L%(M, 7). Since T is a finite trace,
LZ(M,AI) C Ll(M, 7). Thus log |x]| € LY(M, ©) and therefore log* |x| € LY(M, 7). So
x e M-,

Now let (x,), C P and suppose lim,_, - x, = x € P. By Proposition 5.13, log | x|
converges to log |x| in L%(M, 7). Therefore, log |x, | converges to log |x| in L'(M, 7).
But the trace 7 : L' (M, t) — C is norm-continuous. So  (log |x,|) — 7 (log |x|). Since
exp : R — R is continuous and A (x) = exp(z (log |x|)), this finishes the proof. O

Theorem 1.4 follows immediately from Proposition 6.7 and Theorem 1.1.

6.3. Growth rates. In this subsection, we prove Theorem 1.5. The proof uses Theorem
1.1 as a black-box. The extra ingredients needed to prove the theorem are general ap-
proximation results for powers of a single operator. These results will also be needed in
later subsections to prove Theorem 1.3.

Definition 9. Leta € L°(M, t) be a positive operator and & € dom(a) C L%(M, 7). By
the Spectral Theorem there exists a unique positive measure v on C such that v([0, 00)) =
||& ||% and for every bounded, Borel function f: [0, c0) — C,

(Fl@)E, &) = / F£(5)du(s).
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Moreover, for a Borel function f: [0, co) — C we have that& € dom( f(a)) if and only
iff |f(s)|2 dv(s) < oo, and (f(a)§, &) = f fdvif& € dom(f(a)). The measure v is
called the spectral measure of a with respect to £. Let p(v) € [0, oo] be the smallest
number such that v is supported on the interval [0, p(v)].

Lemma 6.8. Lera € LO(M, 7)4q, P S ﬂgozl dom(a™) and let v be the spectral measure
of a with respect to §&. Then

p() = lim [la"&|lY" € [0, ool.
n—oo

Moreover, & € 110,1(a)(L2(M, 7)) if and only if lim,_. o |a"€[13/" < t (for any t €

[0, c0]).
Proof. Since & € dom(a"), fsz" dv(s) < oo for every n € N. Thus

1/2n
la"e )" = (@, &)1/ = ( / 52" dv(s)) . (16)

. . . 12
It is a standard measure theory exercise that the limit of ([ s*" dv(s)) /2 asn = 00

exists and equals p (v).

Now suppose that# > 0 and thatlim,,_, » ||a"&]| ;/n

we have that v is supported on [0, ¢]. Thus:

< t. Then, by the above comment

IE — Ljo.n@E&l3 = f 11— 1j0.(s)|* dv(s) = 0.

So & € 1j9,)(a)(L*(M, 1)).
For the converse, suppose & € 1 ] (a)(L*(M, 7)). Then

p 1/2n
lim [a”€]3/" = lim a"1j.4@E&[Y" = lim (/ 52 dv(s)) <1
n—oo n— oo n— 00 0

O

Lemma 6.9. Suppose (M, t) is semi-finite. Let C > 0 and suppose x,, x € Mc, where
Mc={xeMNL*M, 1) : |xlloo < C}and x, — x in measure as n — oo. Then
X, — x in SOT.

Proof. Asin Proposition 5.6 we can assume that x = 0. To begin, let§ € M ﬂLZ(M ,T).
We want to show that x,& — 0in L2(M, 7).
Let ppx = 1(1/k,00)(1Xn]) and x, x = x;, pu k. By the triangle inequality,

€2 < k€ ll2 + 1 (en — X 0)E 2
< xnkl2llE oo + 1 Gin — Xn ) oo IE 112
< Cl, (0,00 2|E oo + (1/ K€ 12

Since x, —>p—oc0 0 in measure, py, , (0, o00)!/2 = Mo, (1/ K, 00)1/2 -, & 0 for any
fixed k. Therefore,

limsup [lx,& |2 < (1/K)[1§ ]2
n—oo



1338 L. Bowen, B. Hayes, Y.F. Lin

Since k is arbitrary, this proves x,& —, . 01in LZ(M, 7).
Now suppose & € LZ(M, 7) and let € > 0. Because M N L2(M, 7) is dense in
L%(M, 1), there exists & € M NL2(M, 7) with || — &'||» < €. So

lim sup [lx,€ 12 < limsup [lxa&”ll2 + x4 (5 — &N

n—o0 n—0o0

< limsup [|x, (€ — &)l2 < limsup [|xyllooll§ — &'l < Ce.
n—oo n— 00

Since € > 0 is arbitrary, this proves x,& —,_ 0 in L2 (M, 7). Since £ is arbitrary,
this proves x, — 0in SOT. O

Lemma 6.10. For n € N, let a,b, € L°%(M, 1)y and &,&, € L*(M, 1) with & €
dom(a), &, € dom(b,). Assume:

e b, — a in measure,
e |& — &l > 0asn — oo.

Let v be the spectral measure of a with respect to & and let v,, be the spectral measure
of b, with respect to &,. Then v,, — v weakly as n — oo.

Proof. Let f € C(R) be bounded. By Lemma 5.20, f(b,) — f(a) in measure.
Since || f (Dn)lloos [f(@lloe = I flloc = supyer [f(¥)] < 00, Lemma 6.9 implies
that f(b,) — f(a) in the Strong Operator Topology. Hence,

‘ f () dun(s) — / () du(s)

= [(f (bn)én, &n) — (f(@)§, §)]

= {fBn)&n, En) = (f (n)En, ) + [(f (Dn)En, &) — (f (Dn)E, &)
+|[(f(bn)§, §) — (f(@)§,§)]

= 1 locllén = El2lIEnll2 + 1§ 112) + [(f (bn)§, &) — (f(@)§. §)].

Since [|§, — €]l — O by assumption and f(b,) — f(a) in the SOT, this shows
f f(s)dv,(s) — f f(s)dv(s) asn — oo. Since f is arbitrary, v, — v weakly. O

Definition 10. If « € L°(M, t) and & € L>(M, 7) \ dom(a), then let ||a& |, = +oc.
The next definition generalizes Definition 1.

Definition 11. Given & € L%(M, 1), let (&) be the set of all sequences (&,), C
L%(M, t) such lim,_o |E — &x]l2 = 0. Given a sequence ¢ = (c;), C LM, 1)
and & € L>(M, 1), define the upper and lower smooth growth rates of ¢ with respect
to & by
. . 1
Gr(cl§) = inf {liminf lle,& ;" : (&) € T(E), & € dom(c,))
Gr(cl§) = inf { lim sup llcaall,”™ = (E)n € (&), & € dom(cy)}.
n— o0

Lemma 6.11. For n € N, let ¢, € LO(M, T), a € LO(M, ) witha > 0 and & €
L*(M, 7). Let ¢ = (c,),,. Assume:

o [c,|'/" — a in measure as n — .

o & ()2, dom(a").
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Then

Gr(cl§) = lim [la"§])y"" = Gr(clé).

Proof. Let v be the spectral measure of @ with respectto &. Let p(v) > 0 be the smallest
number such that v is supported on [0, p(v)]. By Lemma 6.8, p (v) = lim,,_,  ||a"& ||;/n.
__Itis immediate that Gr(c|§) < Gr(c|). So it suffices to show p(v) < Gr(c|€) and
Gr(cl§) < p(v).

We first show p(v) < Gr(c|§). Let b, = |ca|'/". Let (&), € Z(£) with &, €
dom(b,). By hypothesis, b, — a in measure. Let v, be the spectral measure of &, with
respect to b,. By Lemma 6.10, v, — v weakly. Along with (16) and Fatou’s Lemma
we have for every m € N :

1/2m 1/2m
la™ gy = </s2m dv(s)) - <2m/x2’"—‘u()\,oo) dk)

1/2m 1/2m
< <2m lim inf / A2l (0, 00) dk) = (lim inf / §2m dvn(s)>
n—

n—o0 o0

n—oo

1/2n
< liminf ( / s dvn(S)) = lim inf e, 3"

So

1/m . . 1/n
sup [la”£3/™ < liminf [|c,&, )"
m n—00

By Lemma 6.8,

p() = lim [la"&[lY" < liminf [|c,&,]15".
n— 00 n— 00

Since (&), is arbitrary, this shows p(v) < Gr(c|§).
Next we will show Gr(c|é) < p(v). So let ¢ > 0. Choose a continuous function
f :10,00) — [0, 1] such that f(#) = 1 for all t € [0, p(v)] and f(¢z) = O for all

t>p)+e. Let§, = f(bn)§.
We claim that £, — & in L2(M, 7). First observe that

<f(a)s,s>=ffdv=f1dv= IEN3.

Since || f(a)|lco < 1, we must have f(a)§ =&.
Next, let v/, be the spectral measure of b, with respect to &. Note

6, — &113 = I1(1 = FB)ENS = (1 = FBu)E, (1 — f(bn))E)
— (1= f(ba))E.E) = /(1 _ P
By Lemma 6.10, v, — v weakly. Sof(l—f)2 dv, —> f(l—f)2 dvasn — oo. Since v

is supported on [0, p(v)]and 1 — f = O on [0, p(v)], it follows that f(l -2 dv, - 0
as n — oo. This proves that ||, — &|[» — 0 as n — oo. Thus, (§,), € Z(§).
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Let v, be the spectral measure of b, with respect to &,. We claim that dv,, = f 2dv;l.
To see this, let g : [0, 00) — R be a continuous bounded function. Then

/g dvy, = (g(bn)én, &n) = (g(bn) f(bn)&, f(bn)&)

= (f (bu)g(ba) f (b &) = / gf? dv).

Since g is arbitrary, this proves dv, = f 2dv,;.
By Lemma 6.10, v, — v weakly. So

Gr(cl€) < limsup |c,&,[1)" = lim sup(|c,|%E,, &) /2"

n—oo n—0oo
1/2n
= lim sup(b2"&,, &,)'/*" = lim sup ( / 2" dvn(t))
n—0o0o n— o0

1/2n
= lim sup( zz"f(t)zdu,;(t)> <p)+e.

n—oo

The last inequality occurs because f(t) = 0 for all t > p(v) + &. Since ¢ is arbitrary,
Gr(cl§) < p(v). O

Corollary 6.12. Let X, u, f, M, t, c, A be as in Theorem 6.2. Then for a.e. x € X and
every & € L*(M, ) with &€ € N, dom(a™),

Jim A", = Gr(e(o)€) = Gr(e()l§)

where ¢(x) = (c(n, x)),. In particular, Theorem 1.5 is true.

Proof. Apply Lemma 6.11 with a = A(x), ¢, = c(n, x). Theorem 1.5 now follows
from Corollary 6.6. 0O

6.4. Essentially dense subspaces. In this section, we review the notion of an essentially
dense subspace. This is used in the last section to prove Theorem 1.3.

Definition 12. Let (M, t) be a semi-finite von Neumann algebra. A linear subspace
V C L*(M, 1) is called right-invariant if Vx C V for all x € M. We say that a right-
invariant subspace D of L?(M, 7) is essentially dense if for every ¢ > 0, there is a
projection p € M sothatt(I — p) < e,and D D pLz(M, 7). If K is a closed subspace
of L>(M, t) and W C X is a right-invariant subspace, we say that W is essentially
dense in X if there exists D essentially dense in L>(M, ) such that DN K = W.

By definition of LOM, 1), ifa € L°(M, 1), then dom(a) is essentially dense. It is
an exercise to check that the intersection of countably many essentially dense subspaces
is essentially dense.

If X € L*(M, 1) is closed and right-invariant then the orthogonal projection onto
X, denoted pg, is in M as a consequence of the Double Commutant Theorem.

Technically, our definition of essentially dense in X is different from the one in
[Liic02, Definition 8.1]. The next lemma shows that they are in fact equivalent.
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Lemma 6.13. Let (M, ) be a semi-finite tracial von Neumann algebra, let X C L*(M, 1)
be a closed, right-invariant subspace, and let W C X be a right-invariant subspace.
Then the following are equivalent:

1. W is essentially dense in X,
2. there is an increasing sequence of projections p, € M so that p, — px in the
Strong Operator Topology, T(px — pn) — 0, and W D p,L*(M, 7).

Proof. (2) implies (1): Let D = W + (I —pgc)L?>(M, 7), then clearly D N K = W. Let
qn =1 —=px + pn.

ThenD D q,,Lz(M, 7). Since p, (I —pg) = 0, we also have that g, is an orthogonal
projection. Also (I —g,) — 0. Thus D is essentially dense.

(1) implies (2): Write W = D N K, where D is essentially dense in L>(M, 7). By
assumption, for every n € N, we find a projection f;, in M so that t(I—f,;) < 27" and
DD f,L2(M, 7). Set q, = Ao, fm, and pp, = pxc A qy.

Observe that

t(l—gn) =7 <i7 I—fm> < i td—fy) < o+l

m=n m=n

where in the first inequality we use that 7 is normal.

By definition, pic — p, = px — px A qn is the orthogonal projection onto K N
range(g,)*, while I —¢,, is the orthogonal projection onto range(g,)". It follows that
pxc — pn < 1—g,. Therefore, T(pyc — pp) <27"*' = 0asn — oo.

Because g, isincreasing in n, it also true that p,, is increasing inn. So if pso = sup,, pn
then po is the SOT-limit of p, asn — oo. By definition of least upper bound, psc < px
and since T(px — Poo) < T(px — pn) — 0, the fact that 7 is faithful implies poo = pxc.
So p, — px in the Strong Operator Topology. For each n € N, we have that

pul>(M, 1) =KNgyL>(M,7) CKN fLL>(M,t) CKXND=W.
m}

Lemma 6.14. Let (M, t) be a tracial von Neumann algebra, and let X C L*(M, 1) be
a closed and right-invariant subspace, fix an a € L°(M, 7).

1. We have that dim s (a(K Ndom(a))) < dimys (K), with equality ifker(a) NK = {0}.
2. We have that (a="(X))+ = (a*)(KL N dom(a*)).

Proof. Throughout, let p be the orthogonal projection onto XK.
(1) Let ap = vlap]| be the polar decomposition. Then v*v = Pker(ap)L v* =
Pimap)- Clearly ker(ap) 2 (1 — p)(Lz(M, 7)) so
vty = Dker(ap)t = P-
So:
dimy (K) = t(p) = t(v*v) = t(vv*) = dimy (a(KX N dom(a))).

Ifker(a)NXK = {0}, thenin fact v*v = Prer(ap): = P 80 we have equality throughout.
(2) This is [StiS9, Lemma 3.4]. O
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6.5. Invariance. In this section, we prove Theorem 1.3.

Lemma 6.15. For n € N, let ¢, € LM, T) and a € LO(M, T) with a > 0. Let
T, = a "|cyl?a™", and S, = T,,I/Z". Suppose S, — 1in measure and |c,|"" — a in
measure. Fort € [—00, 00), let

1
Vi = {E € L*(M, 1) : liminf — log [|c,& 2 < t}
n—oo n
1
j‘C[ = {E S L2(M, 7): hmll’lf—log ||a"€||2 < l} — 1(—00,:](10ga)(L2(M, ).
n—oo n

Then there exists an essentially dense subspace D of L*(M, ) such that
'D N V; - D N J'C[.
In particular, we have that H, = \7,

Proof. Choose a decreasing sequence ()i of positive real numbers tending to zero.
Since S, — I in measure, there is an increasing sequence (rnj)x

Z”‘S"k (1+ &g, 00) < 0.
k

By functional calculus, ur, ((1+ £x) 2k, 00) = s, (1 + &g, 00). So

ZMTnk ((1 + 1) 2k, oo) < 0.
X

iet rx € M denote orthogonal projection onto Ry 1= a ™" 11 (1, o (T ) (L2(M, 1)).
et

(@
Dk

D= (dom(a"") NRe N dom(c,,k)).

N
I

I
=
Il

We claim that D is essentially dense.
Because dom(a"*) and dom(c,, ) are essentially dense,

dom(a"*) N dom(cy,,) N Rk

is essentially dense in Rg. So there exist projections px € M satisfying

o pL2(M, t) € dom(a™) N Ry N dom(cy,)
o T(rk — pr) < pr, (148%™, 00) .

Forl e N, setq; = /\Ziz Pk Then forevery [ € N, we know that D D q1L2(M, 7) and

o0
t—g) = A=)+ 01— ) =2 g, (14207, 00) =100 0.
k=l

So we have shown that D is essentially dense.
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Now suppose that & € D. Without loss of generality, [|£]|2 = 1. Then:

timinf [lc,€ 1y < liminf lle &),/ = lim inf (jc,, %€, &)/
n—00 k— 00 k— 00

1

. . _ _ T

=11mmf(a ey, a ”ka”ké,a’”%) "
k— 00

e
= liminf (T, a™ &, a" &) .
k— 00

By choice of D, we have that a”*& € 1[0’(1+8k)2nk](T,,k)(LZ(M, 7)). So

n

1
liminf [|c,&[|y" < liminf(1 + ;) (a" &, a™ &) 7k
n—oo k—o00

= liminf(1 +&r) ™ €[1)™ = lim [la"&[1}",
k— 00 n—o00
where the last equality holds by Lemma 6.8. So by Lemma 6.11,
liminf [lc,&[1)" = lim [a"€[3/".
n—0oo n—>oo

__Thus DNV, = DNH;. Since Lemma 6.11 also shows that V; € H, it follows that
V; = H; since essentially dense subspaces are dense.

Lemma 6.8 also shows that H; = 1(0’ez](a)(L2(M, 7)) = l(—c0,r)(lOg a)(LZ(M, 7)).
O

Corollary 6.16. Let X, i, f, M, t, c, A be as in Theorem 6.2. For x € X, let
1
H (x) = {s € L2(M, 1)+ liminf ~ log | A(D)"&ll2 < r} = 1 (o0, (log AC)) (LA (M, 7).

Then the Oseledets subspaces and Lyapunov distributions are invariant in the following
sense. Fora.e. x € X,

c(1, x)H; (x) = H, (f(x)),
Hlog A(f(x)) = Mlog A(x)-
In particular, Theorem 1.3 is true.

Proof. For x € X, let
1
Vi(x) = {§ € LZ(M, 7) : liminf —log ||c(n, x)&|2 < t} .
n—oo n

We claim that ¢(1, x)V;(x) = V;(f(x)). To see this, let £ € V;(x). Then for any
€ > 0and N € N there exists n > N such that %log lc(n, x)&]l2 < t + €. Since
c(n—1, f(x))c(l, x) = c(n, x), we can rewrite this as

1
p loglle(n — 1, f(x)e(l, x)&l2 < 1 +e€.

Since this is true for every € > 0 and N € N, it follows that ¢(1, x)§ € V;(f(x)). Thus
c(1, x)Vi(x) € Vi (f (x)).
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Conversely, if & € V,(f(x)) then for every € > 0 and M € N, there exists m > M
such that % log ||c(m, f(x))&]l2 <t + €. By the cocycle equation, c(m, f(x)) = c(m +

1, x)e(1, x)~ 1. So we can rewrite this as
1
—logllc(m + 1, x)c(1,x)"'&] <1 +e.
m

Since this is true for every € > 0 and M € N, it follows that c(1, x)_lé € V;(x). Thus
c(1, )7V (f(x)) 2 V,(x). This proves c(1, x)V;(x) = V,(f(x)). Applying the “in
particular” part of Lemma 6.15 shows that c(1, x)3{; (x) = J(,(f (x)).

To prove invariance of the Lyapunov distribution, let s < ¢ be real numbers. Fix
x € X and define ¢ € M by

@ = (PH,(F(x) — PH,(Foon)c(l, x).

Because the kernel of pg¢,(rv)) — P3¢, (rx)) (viewed as a self-map of H;(f(x))) is
H, (f (x)), the kernel of ¢ restricted to 3, (x) is ¢(1, x) "' H;(f(x)) = H(x). Thus,
the restriction of ¢ to H, (x) N H(x)T is one-to-one. Moreover,

¢ (F(x) N H (1)) = F(f (1) N H (f )

Because injective elements of M preserve von Neumann dimension (by Lemma 6.14),
dimyy (36 () N 36 (1)) = dimy (3 (f () N I (f @) D).

By definition, fiog A (x) (s, t] = dimps (3, (x) N H (x)1). Since s < ¢ are arbitrary, this

ShOWS [Liog A(f(x)) = Mlog A(x)-
Theorem 1.3 now follows from Corollary 6.6. 0O

Acknowledgements. L. Bowen would like thank IPAM and UCLA for their hospitality. The initial ideas for
this projects were obtained while L. Bowen was attending the Quantitative Linear Algebra semester at [IPAM.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims
in published maps and institutional affiliations.

A. Diffuse Finite von Neumann Algebras

‘We recall some definitions from the introduction.

Definition 13. Let M € B(3), N € B(X) be von Neumann algebras. A linear map
0: M — N is normal if 9| is weak operator topology-weak operator topol-

. {reM:||lx|<1}
ogy continuous.

For linear functionals, this agrees with our previous notion of normality introduced
in Sect. 1.3. See [KR97, Theorem 7.1.12].

It can be shown that a C*-algebra is a von Neumann algebra if and only if M has a
predual (i.e. is isometrically isomorphic to the dual of a Banach space), and that moreover
this predual is unique [Tak02, Theorem III.3.5 and Corollary II1.3.9]. It is also known
that a linear map is normal if and only if it is weak™*-weak™ continuous. This explains why
normality is the correct continuity condition for maps between von Neumann algebras:
it is intrinsic to the algebra and does not depend upon how it is represented.
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Suppose that (M, 7) is a finite tracial von Neumann algebra. We leave it as an exercise
to verify that a sequence (or more generally a net) x, € M with ||x,|| < I tends to x in
the weak operator topology acting on L?(M, t) if and only if

T(Xpa) =00 T(xa) foralla € M. 17

In particular, normality of the trace implies that the regular representation of M on
L?(M, ) is normal. It follows from the fact that (17) characterizes convergence in the
WOT on the unit ball of M that a trace-preserving x-homomorphism between tracial
finite von Neumann algebras is normal.

Definition 14. Let M be a von Neumann algebra. A projection p € M is a minimal
projection if whenever ¢ € M is a projection with ¢ < p we have either ¢ = p or
q = 0. We say that M is diffuse if it has no nonzero minimal projections.

Proposition A.1. Let (M, ©) be a finite tracial von Neumann algebra. The following are
equivalent:

1. M is diffuse,

2. there is an atomless standard probability space (X, ;1) and an injective, trace-
preserving x-homomorphism v: L°° (X, u) — M, (here L°°(X, 1) is equipped with
the trace [ -d),

3. there is a sequence u,, of unitaries in M with u, — 0 in the weak operator topology.

Proof. (1) implies (2): Let A € M be a unital, abelian von Neumann algebra which
is maximal under inclusion among all abelian von Neumann subalgebras of M. The
existence of such an A follows from Zorn’s Lemma. We start with the following claim.

Claim: A is diffuse.

To prove the claim suppose, for contradiction, that p € A is a nonzero minimal
projection. Since every von Neumann algebra is the norm closed linear span of its
projections by [Con90, Proposition IX.4.8], it follows that the von Neumann algebra Ap
is 1-dimensional. Since M is diffuse, there exists a nonzero projection g € M so that
q < p and g # p. We claim that ¢ commutes with A. To see this, leta € A. Since Ap
is 1-dimensional, there is a A € C so that ap = Ap. So

aq = (ap+a(l — p))g = (Ap+a(l — p))g = Aq,
the last equation following as ¢ < p implies that pg = g and (1 — p)g = 0. Similarly,
ga =q(ap+a(l — p)) =q@p+ (1 — pla) = Aq,

where in the second equality we are using that A is abelian and that p € A. So ¢
commutes with A. Now set

B =span(AU{ga :a € A})WOT.

Because ¢ commutes with A, we know that span(A U {ga : a € A}) is an abelian
x-algebra. So B is an abelian von Neumann algebra containing A. By maximality, this
forces B = A and so g € A. But then p is not a minimal projection in A, which gives a
contradiction. This proves the claim.

Having shown the claim, note that by [Tak02, Theorem III.1.18] we have that (A, 7) =
(L°°(Y,v), [ -dv) where Y is a compact Hausdorff space and v is a probability measure
on Y (we can choose Y to be metrizable if and only if L?(Y, v) is separable). Saying
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that L°°(Y, v) is diffuse is equivalent to saying that for every measurable E C Y with
V(E) > Othereis ameasurable F C E withv(F) < v(E). By astandard measure theory
exercise this forces {v(F) : F C E is measurable} = [0, v(E)] for every measurable
E C Y. By a recursive construction, this implies that for every n € N and for every
o € {0, 1}" there is a measurable E, C Y which satisfy the following properties:

V(E;) = 27" forevery n € N and every o € {0, 1}",

for every n € N and every o, w € {0, 1}"* with 0 # w we have E, N E,, = &,

X =EygUEq,

for every o € {0, 1}* we have E, = E,9 U Es;1 where 00 = (o1, ...,0,,0),
ol =(o1,...,04, 1) € {0, 1}

It follows from the above properties that there is a unique map 7 : ¥ — {0, 1} with the
property that for all y € Y, n € N we have that (w(y)1, --- , 7(y),) = o if and only if
y € E,. Moreover, the above properties imply that i = m,v is the infinite power of the
uniform measure on {0, 1}. The map 7 induces a trace-preserving x-homomorphism

0: L0, 3N, ) > L®(,v) = A

by 6(f) = f om. Combining with the inclusion of A into M we have a trace-preserving
x-homomorphism L ({0, N u) — M. Since ({0, 1}V, u) is an atomless standard
probability space, we are done.

(2) implies (3): By [Tak02, Theorem V.1.22] we may, and will, assume that (X, u) =
([0, 11, m) where m is Lebesgue measure. Define unitaries v, in L°°([0, 1], m) by
vp(x) = ¥ Let « : L([0, 1], m) — B(L*([0, 1], m)) be the inclusion map.
So for § € L°([0, 1], m) and f € L2([0, 1], m), 1(0)(f)(x) = 0(x) f(x).

It follows from the Riemann-Lebesgue Lemma that ¢(v,) — 0 in the weak operator
topology (asn — oo). By normality, we have that v, — 0 in the weak operator topology
as well.

(3) implies (1): Suppose that p € M is a minimal projection. Let z be the central
support of M, namely the smallest projection in the center of M which dominates p.
Since M is a minimal projection, it follows by [KR97, Proposition 6.4.3 and Corollary
6.5.3] that we have a normal isomorphism of von Neumann algebras Mz = B(X) for
some Hilbert space XK. Since Mz (and thus B(XK)) has a faithful, finite, normal tracial
state it follows that X is finite-dimensional. So Mz is finite-dimensional. Note that
u,z — 0 in the weak operator topology. Since there is only one Hausdorff vector space
topology on a finite-dimensional space, we know that ||u,z|| — 0. But by unitarity we
know that ||z|| = ||unz||. So z = 0, and the fact that p < z implies that p = 0. So M
has no nonzero minimal projection, and thus M is diffuse. O

As we remarked in the introduction, for most of the tracial von Neumann algebras
we are interested in, the limiting operator in our Multiplicative Ergodic Theorem cannot
be compact (unless it is zero). This is because of the following result.

Proposition A.2. Let M C B(H) be a diffuse von Neumann algebra. Then M does not
contain any nonzero compact operators.

Proof. Suppose that x € M is a nonzero compact operator. Then x*x is also a nonzero
compact operator, and is self-adjoint. By the spectral theorem for compact normal
operators, there is a A € (0, co) which is a eigenvalue for x*x with finite dimensional
eigenspace. Let p be the projection onto the kernel of A/ — x*x. By functional calculus,
we know that p = 1;;(x*x). So it follows by [Con90, Proposition IX.8.1] that p € M.
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Since pX is finite-dimensional, we may choose a nonzero projection ¢ < p so that
dim(gJH) < dim(eHH) whenever e € M is a nonzero projection with e < p. It is direct
to see that ¢ is a minimal projection in M, and this contradicts our assumption that M
is diffuse. O

We close with some facts about L2(M ,T) and GLZ(M , T) when M is diffuse. We
need a few preliminaries. Suppose that (N, T), (M, 1) are tracial-von Neumann algebras
and that t: N — M is a trace-preserving *-homomorphism. Then pt|,(x)] = x| for all
x € N and thus ¢ is uniformly continuous for the measure topology (with respect to the
unique translation-invariant uniform structure on a topological vector space). By [Tak03,
Lemma 2.3 and Theorem 2.5], we may regard L9(M, 7) and LO(N, T) as the measure
topology completions of M and N, and so there is a unique measure topology continuous
extension LO(N,7) — L%M, 1) of «. We will still use ¢ for this extension. Since
LO(M, 7), LO(N, T) are x-algebras extending M, N,themap:: Lo (N,T) = LO(M, T)is
a x-homomorphism. By measure topology continuity of ¢, density of N in L°(N, T), and
Proposition 5.7 we have ¢(f(]x])) = f(¢(]x|)) for all continuous, compactly supported
f:10,00) — R.In particular

/ Fdpney = T(FU@D) = FFxD) = / Fdpp,

for all continuous, compactly supported f: [0, 00) — R. Thus ft),(x)] = x|

Proposition A.3. Let (M, t) be a semifinite tracial von Neumann algebra and suppose
that M is diffuse. Then:

1. L*2(M, 1) is not closed under products,
2. there is an unbounded operator in LZ(M, 7),
3. P®(M, 1) is not complete in the metric d-.

Proof. By Proposition A.1 and [Tak02, Proposition V.1.40] there is a nonempty set J
and a trace-preserving map ¢ of (L*°([0, 1] x J), f -d(m ® n)) into (M, T) where m is
Lebesgue measure and 7 is counting measure on the set J.

(1) Let g: [0,1] — C be a measurable function so that g € L%([0, 1]) but g ¢
L4([0, 1]).E.g. wecantake g(x) = 1(0,1](x)x_1/4.Fixj0 € Janddefine f: XxJ — C
by f(x, j) = 1,1 (j)g(x). Since ¢ is trace-preserving, we have that

Kyl = Hifl = 18l (m).

So [[L(f)]l2 = liglla < oo and similarly [[t(f)?[2 = lt(fH)l2 = lIglla = oo. So
((f) € L2(M, t) and «(f)? ¢ L?(M, 7). So L*>(M, 7) is not closed under products.

(2) Let f € L2([0, 1] x J) with f ¢ L°°([0,1] x J). As in (1) we have that
(f) e LZ(M, ) and [[t(Hlloo = | flloo = 00, so t(f) is not bounded.

(3) Let g € L2([0,1] x J) with g ¢ L>®([0, 1] x J). Let f = exp(|gl|). Since
Mp(f)) = M| f|>» we have thatlog [¢(f)] € L*(M, 1) butlog [t(f)| ¢ M.Thus P(M, 7) #
P (M, t). So P°(M, t) is a proper dense subspace of a complete metric space, and is
thus not complete. O
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B. More Examples

B.1. Example: the hyperfinite factor. Let M,(C) denote the algebra of n x n square
matrices with entries in C. Let ¢, : M,,(C) — M»,,(C) be the homomorphism

A0
A ( 0 A) .
Let 7, : M,(C) — C be the normalized trace defined by 7,(A) = % i, Aii. Note
that ¢, preserves normalized traces in the sense that 7, (A) = 12, (¢, (A)).

Let A := U, M5 (C) be the direct limit of the matrix algebras M- (C) under the
family of maps ¢, (in other words, A is the disjoint union of M, (C) after quotienting
out by the equivalence relation generated by A ~ ¢y (A) for all A € My (C)). Because
the maps ¢, preserve normalized traces, there is a trace t : A — C satisfying t(A) =
Ton (A) for all A € Mo (C).

Define the inner product (A, B) := t(A*B) for all A, B € A. The Hilbert space
completion of this inner product is a Hilbert space, denoted by L?(A, 7). Moreover,
each operator A € A acts on L?(A, 7) by left-composition. Thus we have embedded
A into the algebra B(L2(A, 1)) of bounded operators. Let R denote the weak operator
closure of A in B(L2(A, 7)). The trace t admits a unique normal extension to R. The
pair (R, 7) is called the hyperfinite II;-factor. For more details, see [AP16, Theorem
11.2.2].

B.2. Example: infinite tensor powers. Let (M, t) be afinite tracial von Neumann algebra
with M C B(3() SOT-closed. Then there is a natural embedding of B(¢*(N)) ® M —
B(2(N) ® H). Let Mo, := B(*(N))®M be the SOT-closure of B(¢£*(N)) ® M in
B(£2(N) ® H). We can think of elements of My, as N x N matrices with entries in M.
Define a trace 75, on M, by

Too(X) = ) T(Xii).
ieN
Equipped with this trace, M, is a semi-finite tracial von Neumann algebra. Moreover,

this is the typical example of a non-finite semi-finite tracial von Neumann algebra. See
[AP16, Chapter 8] for details.

C. Glossary

Let 3 be a separable Hilbert space and B(JH) be the algebra of all bounded linear
operators on J.

e A von Neumann algebra M is a sub-algebra of B(H) satisfying: 1 € M, M is
WOT-closed and *-closed.

e A tracial von Neumann algebra is a pair (M, t) where M is a von Neumann
algebra and 7 is a faithful, normal, semi-finite trace. If T(I) < oo then (M, 1) is a
finite tracial von Neumann algebra.

e An operator x € B(H) is positive if (x&, &) > 0 VE € H.

e x > yiff x — y is positive.

e M,={xeM: x>0}

e M* = GL>®(M, 1) is the group of operators x € M withx~! € M.
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M, ={xeM: x=x*}.

PR =M, NM* =exp(Mg,) =PNM*.

N={xeM: 1(x*x) < oo}.

L%*(M, 7) is the Hilbert space completion of N with respect to the inner product
(x,y) =1(x*y). Also L2(M, 1) = {x e LM, 7) : 7(x*x) < o0}.

LM, 1)gq = {x e L2(M, 1) : x = x*}.

[ ]
e LO(M, 1) is the algebra of -measurable operators affiliated with M.
e LOM, 1), ={x e LM, 1): x >0}.
o LO(M, 7)* is the group of operators x € LM, v) with x~! € LO(M, 7).
o LOM, 1) ={x e LM, 1) : x = x*).
o GL’(M, 1) = {x e LM, ©)* : log|x| € L2(M, 1)}.
o P=L%M, 1), NGL>(M, 1) = exp(L>(M, T)s4).
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