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We force uniqueness in finite state mean field games by adding a Wright—Fisher
common noise. We achieve this by analyzing the master equation of this game, which
is a degenerate parabolic second-order partial differential equation set on the simplex
whose characteristics solve the stochastic forward-backward system associated with
the mean field game; see Cardaliaguet et al. [10]. We show that this equation, which
is a non-linear version of the Kimura type equation studied in Epstein and Mazzeo
[28], has a unique smooth solution whenever the normal component of the drift at
the boundary is strong enough. Among others, this requires a priori estimates of
Holder type for the corresponding Kimura operator when the drift therein is merely
continuous.
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RESUME

Nous imposons 'unicité & des jeux a champ moyen sur des espaces d’état finis
en forcant la dynamique sous-jacente par un bruit commun de type Wright—Fisher.
Notre approche s’appuie sur I’analyse de I’équation maitresse correspondante ; celle-
ci 8’écrit comme une équation aux dérivées partielles dégénérée sur le simplexe, dont
les caractéristiques sont précisément les solutions du systéme progressif-rétrograde
associé au jeu & champ moyen, voir par exemple Cardaliaguet et al. [10]. Nous
démontrons que cette équation, qui s’apparente ici a une version non-linéaire des
équations de Kimura étudiées dans Epstein and Mazzeo [28], a une unique solution
classique lorsque la composante normale du terme de transport est suffisamment
forte au bord. Un point essentiel dans notre preuve est l’obtention, pour de
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tels opérateurs de Kimura, d’estimations Holder valables lorsque le coefficient de
transport n’est que continu.
© 2021 Elsevier Masson SAS. All rights reserved.

1. Introduction

Aiming at forcing uniqueness in the theory of mean field games (MFGs), a more complete account of
which we provide below, we analyze here a system of parabolic partial differential equations (PDEs) with
the main feature of being set on the space of probability measures on [d] := {1,---,d}, the latter being
referred to as the (d — 1)-dimensional simplex, for a fixed integer d > 1. This system is indexed by the
elements ¢ of [d] itself and has the following generic form:

d d
OU" — 5;(U ~ U2 + fi(t,p) +;¢<pj>[w — U]
+ Y o) + (U =U7)4] (0,,U" = 0, U")
1<5,k<d (1.1)
d 2
i i £ i
+ 52 ij (8177U - aij ) + E Z (pj6jk —pjpk)aszkU — 0,
J=1 1<j,k<d

U(T,p) = g'(p),

for i € [d]], where (t,p) € [0,T] x Sq—1 and S4—; is the (d — 1)-dimensional simplex. Whenever ¢ is equal
to zero and ¢ is also identically equal to zero, this system is the so-called master equation that describes
the values of the equilibria in a (finite state) MFG driven by a simple continuous time Markov decision
process on [d] and by the functions (f%);cfay and (g*)ic[a) as respective running and terminal costs. To
wit, the first line in (1.1), which has a form similar to a Hamilton-Jacobi equation on [d]], accounts for
the optimization problem in the underlying MFG, whilst the second line accounts for the dynamics of the
equilibria. Although we provide a longer review on MFG later in the text, we feel useful to quote, at this
early stage of the introduction, [34,35,48] and [11, Chapter 7] as references on the master equation for finite
state mean field games, and [9,7,12,10,18,49,50] as references for continuous state mean field games. The
main novelty here is the third line in (1.1). Therein, € is a (strictly) positive viscosity parameter which
we call the intensity of the common noise. This terminology comes from the fact that equation (1.1) is
associated with a new form of MFG, which we are going to describe later, in which equilibria are no longer
deterministic but are subjected to a so-called common noise and are hence randomized. Under the action of
the common noise, the master equation becomes a system of second order PDEs, the principal part of which
is the second-order operator in the third line of (1.1) and is called a Kimura operator on the simplex (see
[28,43]). Accordingly, the master equation here reads as a system of non-linear parabolic PDEs of Kimura
type. As for the additional function ¢ in the first two lines of (1.1), it should be understood as a forcing
term in the dynamics of the equilibria that allow the latter to escape for free from the boundary of the
simplex. In this context, one of our contributions (see Meta-Theorem 2.9 and Theorem 3.4) is to show that,
when ¢ is strictly positive and the functions ( fi)ie[[d]] and (gi)ie[[d]] satisfy some smoothness conditions, we
can choose ¢ large enough in the neighborhood of the boundary of S;_; and null everywhere else in such a
way that (1.1) has a unique smooth solution (in a so-called Wright—Fischer Holder space of functions that
are once differentiable in time and twice in space with a suitable behavior at the boundary of the simplex).
Accordingly, our main result is that the corresponding MFG is uniquely solvable for a prescribed initial
condition (see Meta-Theorem 2.7 and Theorem 3.2). Importantly, there are many examples for which the
latter is false when € = 0, which explains why we refer quite often to the concept of “forcing uniqueness”.
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A general framework to analyze linear Kimura PDFEs was introduced by Epstein and Mazzeo in [28] and
this framework was extended subsequently in [29,30,53,54]. Generally speaking, the analysis of Kimura PDEs
suffers from two main difficulties: (1) the simplex boundary is not smooth, and (2) the PDE degenerates at
the boundary. Despite these difficulties, the authors of [28] were able to prove the existence and uniqueness
of smooth solutions to linear Kimura PDEs under enough regularity of the coefficients. However, these
results do not apply to (1.1) because the coefficients therein are time-dependent (Kimura operators are
assumed to be time-homogeneous in [28]) and, most of all, because the equation is non-linear. While the
additional time dependence can be handled with relative ease (see Lemma 4.4), the non-linearity requires a
sophisticated analysis, which, in fact, is the main technical part of this paper. In this respect, the main step
in our study is Theorem 2.10, which provides an a priori Holder estimate to solutions of linear Kimura PDEs
when driven by merely continuous drift terms that point inward the simplex in a sufficiently strong manner,
whence our need for the additional ¢ in equation (1.1). The proof of this a priori estimate uses a tailor-made
coupling by reflection argument inspired by earlier works on couplings for multidimensional processes (see
e.g., [20]). However, the coupling by itself, as usually implemented in the literature for proving various types
of smoothing effects for diffusion processes, is in fact not enough for our purpose. We indeed pay a price for
the degeneracy of the equation at the boundary and, similar to other works on Kimura operators (see for
instance [2]), we need to perform an induction over the dimension to handle the degeneracy properly; see
Proposition 5.6 for the details of the induction property. Once we reach this point, the proof of existence of a
solution to (1.1) is straightforward, provided that ¢ therein is chosen in a relevant way, and uses Schauder’s
fixed point theorem on the proper Wright—Fisher® space, as well as Schauder’s estimates derived in [28] for
the linear equation and Lemma 4.4 mentioned earlier (see Theorem 3.4).

Let us now clarify our technical contribution into the context of MFGs. MFGs were introduced in the
seminal works of Lasry and Lions [44-46], and Huang, Malhamé, and Caines [41,40]. Merging intuition
from statistical physics and classical game theory, this paradigm provides the asymptotic behavior of many
weakly interacting strategic players who are in a Nash equilibrium. Formally, this asymptotic equilibrium is
described as the fixed point of a best response map, which sends a given flow of measures to the distribution
of a controlled state-dynamics. For recent theoretical developments and applications of this theory, we refer
the reader to [1,6,9,11,12] and the references therein. MFGs with (a fixed and) finite number of states were
analyzed by [36,37,39,48]; for a probabilistic approach to finite state MFGs we refer to [13,16].

Typically, MFGs do not admit unique solutions. Two known instances of uniqueness are the small T" case
and the so-called monotonous case due to Lasry and Lions, see [44, Section 4] for the latter. The thrust of
our paper is to establish uniqueness by adding a common noise® that emerges from the limiting behavior
of Wright—Fisher population-genetics models. The special structure of the common noise we use leads to
stochastic dynamics evolving inside the multidimensional simplex S;_; and eventually to the second order
form of (1.1). Besides the forcing uniqueness result, this is another interest of our work to incorporate
population-genetics models into MFGs; to the best of our knowledge, this is a new feature in the field. In
this regard, it is worth pointing out that, even though we do not speak about it in this paper, it is in fact
possible to explain the common noise at the level of a particle system by a diffusion approximation. We
refer to our companion work [3] for a complete overview.

In fact, we must stress that the recent work [8] (to which we already alluded in the footnote 6) also
addresses a form of common noise for finite state MFGs. As explained therein, the key point in this direction
is to force the finite-player system to have many simultaneous jumps at some random times prescribed by the
common noise. Although we share a similar idea in our construction, our common noise structure is in the
end different from [8]: While the simultaneous jumps in [8] are governed by a deterministic transformation

5 Most of the time, we just say Wright—Fisher space instead of Wright—Fisher Hélder space.
6 Recently, Bertucci, Lasry, and Lions [8] mentioned that “The addition of a common noise in the MFG setting remains one of
the most important questions in the MFG theory.” We feel that our paper may be one step forward in this direction.
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of the state space, they here obey a resampling procedure that is typical, as we have just said, of population-
genetics models. Moreover, one of the questions in [8] is to decide whether the solution preserves monotonicity
of the coefficients; in this regard, forcing uniqueness (outside the monotonous setting) is not discussed in
[8]. In fact, forcing uniqueness for MFGs was addressed in other works but in different settings. Recently,
Delarue [23] established a forcing uniqueness result for a continuous state MFG obtained by forcing a
deterministic (meaning that the players follow ordinary differential equations) MFG by means of a common
noise. In this case, the common noise is infinite-dimensional and henceforth differs from the most frequent
instance of common noise used in the literature, since the latter has very often a finite dimension, see e.g.,
[12]. At this point, it is worth mentioning that forcing uniqueness is studied in [57] under the action of a
standard finite-dimensional common noise, but for a linear quadratic MFG. This is due to the fact that
the equilibrium distribution in that paper is Gaussian and is parametrized by its mean and variance, which
reduces the dimension of the problem. On a more prospective level, forcing uniqueness by common noise
might enable a selection criterion by taking small noise limit for cases where the limiting problem does not
have a unique equilibrium. This question was addressed in some specific cases in [24] for a continuous state
model and in [14] for a finite state model (see also [5]) and is the purpose of the forthcoming work [15] in a
more general setting (with a finite state space).

Once the master equation (1.1) has been solved, the equilibrium distribution of the mean field game,
which becomes random under the action of the common noise, is provided by the solution of the forward
component of the following stochastic mean field game system, given by the forward-backward stochastic
differential equation

d
aP; = > (P} (p(P]) + (ul = ui)y) = Pl (o(P)) + (uf — ud)y) )t
Jj=1
d
€ S
+WZ\/PfPtJd[Wt’J Wil
j=1
d Ny (1.2)
b=t 130+
j=1 Jj=1
,ii B (it~ fiiyat + > wtawt
P Vi Vi t to
V2 o I 1<j#k<d

with a given initial deterministic probability vector (Pi = Po,i)ie[q] for the forward equation and the termi-
nal condition (u4 = ¢*(Pr));e[q) for the backward equation. The process ((Wf’j)i7j€[[d]]:i¢j)0§t§q~ is a Wiener
process and, as usual in the theory of backward stochastic differential equations, the role of the processes
(((Vt’]’k))Ogth)i,j,ke[[d]]:j;ék is to force the solution ((uf)o<i<r)ica) to be non-anticipating. The process
((P})iefap)o<t<r is a Wright-Fisher diffusion process (taking values in the (d — 1)-dimensional simplex), see
[32,31,55]; accordingly, the forward equation in (1.2) must be interpreted as a stochastic Fokker-Planck equa-
tion on Sy_1. The process ((uf);cfap)o<t<r stands for the game-value for the representative player and the
system of equations that it solves in (1.2) must be read as a (backward) stochastic Hamilton—Jacobi-Bellman
equation on Sg_1. The connection between (1.1) and (1.2) is given by the following relationship.

=U'(t,P), and  vPPF=Vviik P,
where
. € .
VEIE(t p) = 7 (8p, U (t,p) — 0p, U (t, 1)) /PsDk-
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In fact, this relationship is the cornerstone to prove uniqueness of the solution of (1.1) through a verification
argument, see Theorem 4.3. This argument is inspired from the original four-step-scheme in [52]; in the
framework of continuous state MFGs, it has already been used in [12,10,18]. On a more elaborated level, we
should point out that the master equation has been a key tool (e.g., see [10] for continuous state mean field
games and [4,17] for finite state mean field games) to show convergence of the closed loop Nash-equilibrium
of the N-player system to the MFG equilibrium. In both [4,17], there is no common noise and, in all the
latter three cases, the Lasry—Lions monotonicity condition is assumed to be force, which is obviously in stark
contrast to the setting of the current paper. The convergence problem in our setup is thus an interesting
question, which we resolve in our aforementioned work [3].

The rest of the paper is organized as follows. In Section 2 we introduce the MFG model and provide
preliminary versions of the main MFG and PDE results of the paper. The first one (Meta-Theorem 2.7)
states that the MFG with common noise admits a unique solution; the second one (Meta-Theorem 2.9)
states that the related master equation (1.1) has a unique smooth solution; the last one (Theorem 2.10) is
an a priori Holder regularity estimate for linear PDEs driven by a merely continuous drift and a Kimura
operator. In Section 3 we provide more material for the analysis of PDEs set on the simplex. This allows us
to formulate more rigorous versions of Meta-Theorems 2.7 and 2.9, see Theorems 3.2 and 3.4. Section 4 is
dedicated to the proofs of Theorems 3.2 and 3.4, taken for granted the a priori estimate from Theorem 2.10.
A key point therein is to make the connection between the master equation (1.1) and the MFG forward-
backward system (1.2). The proof of Theorem 2.10 is the most demanding one of the paper and is given in
Section 5. The main two ingredients in the proof are the coupling construction provided in Proposition 5.3
and the induction step in Proposition 5.6.

We now provide frequently used notation.

Notation. For a,b € R, we let a A b := min{a,b}. We use the notation M to denote the transpose of a
matrix M. Moreover, we use the generic notation p = (p;)icfqy (With p in lower case and ¢ in subscript)
for elements of R?, while processes are usually denoted by P = ((P})iz1,..da)o<t<T (with P in upper case
and 4 in superscript). For a subset A of a Euclidean space, we denote by Int(A) the interior of A. Also,
we recall the notation Sy_1 := {(p1, -+ ,pa) € (RL)?: >icgay Pi = 1}, where [d] := {1,...,d}. We can
identify Sy_1 with the convex polyhedron of R4~ S, := {(z1, -+ ,2q-1) € (Ry)41: Zie[[d_l]] z; < 1}
In particular, we sometimes write “the interior” of S;_1; in such a case, we implicitly consider the interior of
S4—1 as the (d — 1)-dimensional interior of Sa_1. Obviously, the interior of S;_1, when regarded as a subset
of R?, is empty, which makes it of a little interest. To make it clear, for some p € Sy_;, we sometimes write
p € Int(S4_1), meaning that p; > 0 for any i € [d]. We use the same convention when speaking about the
boundary of S;_1: For some p € S;_1, we may write p € 83d 1 to say that p; = 0 for some ¢ € [d]. For
p € Sq—1, we write \/p for the vector (\/p1,--- ,+/pPa). Finally, ¢; ; is the Kronecker symbol and 7, denotes
the positive part of r € R.

2. Model and preliminary versions of the main results

The purpose of this section is to introduce step by step the model and then to provide preliminary
versions of our main results. Although not definitive, those versions should help the reader to have a quick
overview of the content of the paper. More complete statements are given in the next section. As we already
accounted for in the introduction, our general objective is to prove that a relevant form of common noise
may force uniqueness of equilibria to mean field games on a finite state space, see Meta-Theorem 2.7. Our
approach relies on the analysis of the master equation (1.1), whose solvability is addressed by means of a
suitable smoothing property for so-called Kimura operators. We refer to Subsection 2.3 for an outlook on
our PDE results. The complete description of Kimura operators is postponed to Section 3.
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2.1. A preliminary version of the mean field game

The first point that we need to clarify is the form of the mean field game itself. Whilst it is absolutely
standard when there is no common noise, the mean field game addressed below takes indeed a more intricate
and less obvious form in the presence of common noise. In fact, the somewhat non-classical structure that we
use throughout the paper is specifically designed in order to be in correspondence with the class of second
order differential operators on the simplex, referred to as Kimura operators in the text, for which we can
indeed prove the smoothing results announced in introduction, see Subsections 2.3 for a first account and
3.2 for more details.

Clearly, the sharpest way to derive the form of mean field games that is used below would consist in
going back to a game with a large but finite number N of players and in justifying that, under the limit
N — o0, this finite game converges in some sense to our form of mean field games. Instead, we directly write
down our version of mean field game with a common noise on a finite state space. Our rationale for doing
so is that it allows the reader to jump quickly into the article. If she or he is interested, she or he may have
a look at our companion paper [3], in which the discrete model is described in depth and the convergence
problem is entirely resolved.

2.1.1. Mean field game without a common noise
When there is no common noise, our form of mean field game is directly taken from the earlier works
[36,37]. In short, a given tagged player evolves according to a Markov process with values in a finite state

space E, which we will take for convenience as E = [d] := {1,--- ,d}. At any time ¢ € [0, T, for a finite time
horizon T' > 0, she chooses her transition rates in the form of a time-measurable d x d-matrix (5;”); jec[q]
satisfying
B >0, i#j BT=-Y B, tel0,T] (2.1)
JFi

Given the rates ((5Z’j)i,je[[d]])0§t§T7 the marginal distribution ((Q});e[qp)o<t<r of the states of the tagged
player evolves according to the discrete Fokker—Planck (or Kolmogorov) equation:

d o
Q=D Qs telo.T], (2.2)

j€ld]

the initial statistical state (Qg)ig[d]] being prescribed as an element of Sy_;. In words, Q! is the probability
that the tagged player be in state ¢ at time ¢.

With the tagged player, we assign a cost functional depending on a deterministic time-measurable Sz_1-
valued path (P;)o<i<7, referred to as an environment and starting from the same initial state as (Q¢)o<i<7,
namely Qi = Pi for i € [d]. Intuitively, P, is understood as the statistical state at time ¢ of all the other
players in the continuum, which are basically assumed to be independent and identically distributed. Given
(Py)o<i<T, the cost to the tagged player is written in the form

T ((Br)o<i<r, (Pro<i<t) = Z [QTQ i, Pr) +/Q (t,i, P) + Z‘B{J‘ )df] (2.3)
0

i€[d] J#l

where ¢ is a function from [d] x S4—1 into R and f is a function from [0, 7] X [d] x S4—1 into R. To simplify
the notations, we will sometimes write 8 for (8;)o<t<r and P for (P)o<i<r. Accordingly, we will write
J (B, P) for the cost to the tagged player.
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In this setting, a mean field equilibrium is a path P = (P;)o<i<r as before for which we can find an
optimal control (8f)o<i<r to J(-, P) such that the corresponding solution to (2.2) is (P)o<i<r itself. We
stress the fact that here P and Q are deterministic paths.

2.1.2. Stochastic Fokker—Planck equation

We now introduce a special form of common noise in order to force the equilibria to satisfy a relevant
form of diffusion processes with values in the simplex Sy_1. To make it clear, our aim is to force equilibria
to satisfy the following stochastic variant of equation (2.2):

AP = 3" Plofidt+ — E PiPld[w}7 — Wi, (2.4)
j€ld] V2

for t € [0,T], where ((Wti7j)()§t§T)i,je[[d]]:i;éj is a collection of independent 1d Brownian motions, referred
to as the common noise, and o = (ay)o<i<7 IS a progressively measurable process (with respect to the
augmented filtration FW = (FW)o<;<r generated by W = ((Wg’j)"jeﬂdﬂ:i?gj)ogts’r) satisfying (2.1). All
these processes are constructed on some probability space (©2, A, P). Throughout, we use the convention
W = (W) )o<i<r = 0, for any i € [d]. Above, the parameter € reads as the intensity of the common noise.
Accordingly, the collection (W;” := (W} — Wi )/\[)OStST)me[[d]]zz;ég forms an antisymmetric Brownian
motion.

Although it looks rather unusual, the form of the stochastic integration in (2.4) is in fact directly inspired
by stochastic models of population genetics. To wit, for ¢, j € [d], the (i, j)-bracket writes (with a somewhat
abusive but quite useful notation in the first term in the right-hand side below)

jt<P’ Py, < Z PiPkd Wlk 7 Z pJpld WL th]]>
ke[[d]] le[[d]] (2.5)
=¢? Z \/m(%ﬂsk,l - 5¢,z5k,j> = (P%S” P;Pg)
k,le[d]

The last term on the right-hand side is known as being the diffusion matrix of the Wright—Fisher model,
see for instance [32,31,55]. It is also the leading part of so-called Kimura operators, see Subsection 3.2.

Below, we will be specifically interested in cases when the equilibrium strategies are in feedback form,
meaning that a7 = a(t, i, P,)(j) for a function o : [0,7] x [d] x Sq_1 x [d] > (t,i,p,5) — a(t,i,p)(j) € R
such that, for any (¢,p) € [0,T] x Sq—1 and any i € [d],

alt,i,p)(j) 20, jeld\{i}, alt.ip)(i) =~ alt,ip)Q), (2.6)

J#i

in which case (2.4) becomes a stochastic differential equation, the well-posedness of which is addressed in
the next section, at least in a setting that is relevant to us, see Proposition 2.2. The function a is said to
be a feedback strategy. One of the key point in the latter statement is that the solution takes values in Sy_1
itself. Another key point is that, whenever each pj is in (0,+oc0) and each a(t, j, p)(i) remains away from
zero for p; is in the right neighborhood of 0, the coordinates of the solution are shown to remain almost
surely (strictly) positive, which plays a crucial role in the definition of our mean field game with common
noise. Below, we ensure strict positivity of the rate transition from j to i for p; small enough by forcing
accordingly the dynamics at the boundary of the simplex” of the (d — 1)-dimensional simplex (where d is the

7 We recall the convention introduced in the very beginning of the paper according to which the boundary is here understood
as the boundary of Sq_1 under the identification of Sq—1 and Sq—1 (and similarly for the interior). We take this convention for
granted in the rest of the paper.
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cardinality of the state space); we make this point clear in §2.2.1. Importantly, if this additional forcing at
the boundary is strong enough, it also ensures that fOT 1/P{dt has exponential moments of sufficiently high
order, see Proposition 2.3 For the time being, we observe that the strict positivity of the solution (provided
that we take it for granted) permits to rewrite the equation (2.7) in the form:

dPf = > Pla(t,j, P)(i)dt +eP} > th’j, t € 0,77, (2.7)
jeld] jeld]

where, for consistency, we have replaced " by a(t, j, P,)(i).

Now that we have equation (2.7), we can formulate our mean field game. As we already accounted for,
the first observation is that the Brownian motions ((W"7)o<¢<1); jefa)siz; in (2.7) should be regarded as
common noises (or the whole collection should be regarded as a common noise). The second key point is
that equation (2.7) should be understood as the equation for an environment (P;)o<¢<r, candidate for being
a solution of the mean field game. It thus remains to introduce the equation for a tagged player evolving
within the environment (P)o<i<7. Our key idea in this respect is to linearize (2.7) in order to describe
the statistical marginal states of the tagged player, provided fOT 1/Pfdt is enough exponentially integrable,
namely

dQi = > QIB(t,5, P)(i)dt +=Qf > th’], te 0,7, (2.8)

jeld] JEld]

where B stands for the feedback function (hence satisfying (2.6)) used by the tagged player to implement
her own strategy in the form of a progressively-measurable (with respect to the filtration FW') process
B = (8 =B(t,i, P;)(4))i,jerdr)o<t<t- The main difficulty here is to interpret (2.8) in a convenient manner.
Notice in this regard that our choice to take here (8;)o<t<r in a closed feedback form (or semi-closed since
it depends on the environment (P;)o<¢<7) is only for consistency with (2.7) and just plays a little role in
our interpretation. Actually, one important fact in this respect is that the variable Q¢ in (2.8) should read
as a conditional expected mass when the tagged player is in state ¢ at time ¢. Here, the reader must be
aware of the terminology that we use: We say conditional expected mass instead of conditional probability
because, although @ is shown below to have non-negative entries and to satisfy E[Zie[[d]] Q] = 1, it may
not be a probability measure, meaning that Zie[[ d Q! may differ from 1 with a positive probability, which
is the whole subtlety of our model.

In order to clarify the equation (2.8), we may indeed associate a Lagrangian or particle representation
with it. In the mean field game, we hence assume that the representative agent, at time ¢, has not only
a position X; € [d]], but also another feature ¥; € Ry, which we call a mass. To state the dynamics
more precisely, it is convenient to enlarge the current probability space in the form of a product space
(OxE,A®G,P®P), where (2, G, P) denotes another probability space that is just used here (and nowhere
else in the text). Whilst (€2, A, P) is still equipped with the process W, (2, G, P) is now intended to carry the
additional idiosyncratic noise to which the representative player is subjected. Accordingly, both processes
X = (X¢)o<i<r and Y = (Y3)o<i<7 are constructed on the product space 2 x E. Our aim is then to show
(at least informally) that, when the environment P is given on the original space (2,4, P), the solution Q
of (2.8) satisfies

which means that @ is in fact the conditional expected mass of the reference player, conditional here being
understood as conditional on the common noise. For a given realization of the common noise, the state
process X is then required to obey standard Markovian dynamics of the form
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P(Xt-i-h:j'Xt:i) :Bz’jh+0(h)7 te [O?T)7 h>07 i,j € [[dﬂ7 27&]7 (210)

the transitions B being as in (2.8), namely 8 = ((8;7 = B(t,i, P,)(4))i jea)Jo<t<T- Provided fOT 1/Pjdt is
sufficiently exponentially integrable, the dynamics of Y are instead given by an X-dependent equation:

dy, = Yt Z d(WXed — Wiy = 71@ Z 1ix,—i) Z d(WHI — W, (2.11)
j€ld] i€[d] J€ld]

Writing informally dQ? as

dQ; = E[1x,—pdVy] + Y @p"dt, t€[0,T], iel[d],
J€ld]

we then recover (2.8). For sure, this argument may be made rigorous. In particular, it may be very convenient
to represent the Markov dynamics of X in (2.10) by means of an extra Poisson random measure constructed
on (E,G,P), very much in the spirit of [16].

Remark 2.1. The very mechanism underpinning (2.10) and (2.11) is in fact different from the true Wright—
Fisher model even though it shares some similarities. Instead, when working with a finite version of the game,
we can force the players with a pure Wright—Fisher noise by resampling their states (in [d]) independently,
according to their instantaneous empirical distribution at the times of a Poisson process. Such an approach
is simpler as it bypasses any additional mass process Y, but it has a serious drawback for the game:
The empirical measure is then strongly attractive since the system is resampled recurrently. This feature
precludes any interesting deviating phenomenon, whilst, in our model, the tagged player may really deviate
(in law) from the population. In the end, the macroscopic equation (2.7) for the population is a Wright—
Fisher diffusion, but the microscopic behavior of one particle in (2.10) and (2.11) is different. Noticeably,
the state (X,Y") of the tagged player is hence encoded, at any time ¢ € [0, 77, in the form (Y;1;x,—:})ic[q]-
Since @ in (2.9) is just the expectation of the latter quantity, the state variable of the tagged player thus
takes values within the same space as the feature @Q; that is used to describe its statistical behavior.

2.1.3. Cost functional and first formulation of the game
It now remains to associate a cost functional with the tagged player. Consistently with (2.3) we here let

T
J B, (Po<i<r) == Y E {QTg (i, Pr) +/Q (t,i,P,) + Z| B(t,i, P,)] )|2)dt} (2.12)
0

ie[d] Jsﬁz

In the above left-hand side, B stands for the strategy used in the equation for Q@ = (Q:)o<i<r in (2.8);
also, P = (P,)o<t<r denotes the environment (as the cost functional does depend upon the environment),
defined as the solution of (2.7).

Hence, for an initial condition py = (pO,i)ie[[dﬂ € S4—1 with positive entries (that is pp; > 0 for each
i € [d]), our definition of a mean field game solution comes in the following three steps:

1. Consider a feedback function a as in (2.6) such that (2.7), with py as initial condition, has a unique
solution (Pt)0<t<T (say on the probability space (2, 4, P) equipped with a collection of 1d Brownian
motions ((W;"! Jo<t<T)i je[d]:i#j> With the same convention as before that whi = (W) Jo<i<T = 0 for
i € [d]), which remains positive with probability 1; the process (P;)o<¢<7 is then called an environment;
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2. On the same space (2, A, P), solve, for any bounded and measurable feedback function B, equation (2.8)
for (Q¢)o<t<r with po as initial condition, and then find the optimal trajectories (if they exist) of the
minimization problem

iIﬂlf J (B, P). (2.13)

3. Find an environment (P,;)o<¢<7 such that (P;)o<;<7 is an optimal trajectory of (2.13). Such a (P})o<i<T
is called an MFG equilibrium or a solution to the MFG.

The precise definition is given in the next section (Definition 2.6). Let us remark that an equivalent
definition could be also given in terms of the particle representation described above. Indeed, for a given
environment P and control B, if X denotes the corresponding position of the reference player and Y its
mass, the cost (2.12) rewrites, thanks to (2.9), as

T

j(B (Pt)0<t<T) :—]E|:YTg(XT,PT —|—/}/t t Xt,Pt Z | t , X, Py ]( )}2>dt:|
0 ]#Xt

Then, a mean field game solution can be defined as a couple (a, P) such that a is optimal for (2.13) and
P} =E[Yi1{x,—|FV], where X and Y satisfy (2.10) and (2.11) for the given a and P.

It is worth noticing that, whenever € = 0 in (2.7) and (2.8), the system (2.7)—(2.8) becomes a simpler
system of two decoupled Fokker—Planck (or Kolmogorov) equations that are similar to (2.2). While existence
of a mean field game solution (in the case ¢ = 0) is by now well-understood, uniqueness remains a difficult
issue. In fact, there are few generic conditions that ensure uniqueness. Generally speaking, the two known
instances of uniqueness are (besides some specific examples that can be treated case by case) the short time
horizon case (namely 7T is small enough in comparison with the regularity properties of the underlying cost
coefficients) and the so-called monotonous case due to Lasry and Lions [46,45] (which does not require T" to
be small enough). In short, the cost coefficients f and g are said to be monotonous (in the sense of Lasry
and Lions) if, for any p,p’ € S4—1 and for any ¢ € [0, T,

> (9Gp) = 9(i,0)) (i — i) =0, > (f(t,i,p) — f(t,i,0)) (pi — p}) > 0. (2.14)

ie[d] i€[d]

The main goal of the rest of the paper is precisely to prove that, whenever ¢ in (2.7)—(2.8) is strictly positive,
uniqueness may hold true for our MFG under quite mild regularity conditions on the coefficients and in
particular without requiring any monotonicity properties; in fact, the main constraint that we ask is that
the coordinates of the solutions of (2.7) stay sufficiently far away from zero (provided that the coordinates of
the initial condition themselves are not zero). We address this requirement in the next subsection: Basically,
it will prompt us to introduce a new term in the dynamics of both (P;)o<:<7 and (Q¢)o<i<r to force the
coordinates to stay positive.

2.2. New MFG and first meta-statement

As we already alluded to, an important observation is that, for any solution ((P});efa))o<t<r to (2.7), it
holds

d( 3 Pg') —0, (2.15)

1€[d]
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which can be easily proved by summing over the coordinates in (2.7). In particular, since the initial condition
is taken in Sg_1, the mass remains constant, equal to 1. Subsequently, if the coordinates of (P;)o<¢<7 remain
non-negative (which we discuss right below), the process (P;)o<¢<r lives in Sq_1, which is of a special interest
for us. In fact, non-negativity of the coordinates may be easily seen by rewriting (2.7) in the form

dPti =a;(t, P)dt + ¢ Pti(l - Pti)dwtia (2.16)

for a new Brownian motion (Wf)ogth, where a;(t,p) == > cqqlpiat, J, p) (@) — pia(t, i,p)(5)], for i € [d],

and where the form of the stochastic integral follows from (2.5) with ¢ = j therein. (Notice that the form of
a; differs from the writing used in (2.7), but both are obviously equivalent since Y. jegap @(t,4,p)(j) = 0.) We
have that a;(t,p) > —Cp;, for a constant C' > 0, since a(t, j,p)(i) > 0 for j # i and we assume o bounded.

By stochastic comparison with Feller’s (1d) branching diffusion [25, Exercise 5.1], we easily deduce that
the coordinates of (P;)o<i<7 should remain non-negative (the details are left to the reader and a rigorous
statement, tailored to our framework, is given below).

2.2.1. Equations that are repelled from the boundary

In the sequel, we are interested in solutions to (2.7) that stay sufficiently far away from the boundary. As
we already explained several times, the reason is that our uniqueness result is based upon the smoothing
properties of the operator generated by (2.7). Since the latter degenerates at the boundary of the simplex,
we want to keep the solutions to (2.7) as long as possible within the relative interior of Sg_1. In this regard,
it is worth observing from [25, Exercise 5.1] that the sole condition (2.6) is not enough to prevent solutions
to (2.7) to touch the boundary of the simplex. To guarantee that no coordinate vanishes, more is needed.
For instance, in Feller’s branching diffusions, the solution does not vanish if the drift is sufficiently positive
in the neighborhood of 0. This prompts us to revisit the two equations (2.7) and (2.8) and to consider
instead (notice that, in the two formulas below, the value of a(t, i, P;)(4) is in fact useless)

ari = 3 (P (o(P) + ot 5. P)@) — Pi(9(P) +alt,i, P)(G) )t +2 30 \/PIAW, . (217
Jeld] seld]

and

4Q; = Y (QI(e(P) +B(t. 5. P)(D) = Qi(e(P)) +B(t.i, P)()) )t +2Qf Y 4|2 P, (2as)

j€ldl j€ldl P

for t € [0,T7], with the same deterministic initial condition Py = (P§ = po,i)ic[q)- Here the function ¢ is a
non-increasing Lipschitz function from [0, co) into itself such that

k r<d
. <9 2.19
o(r) {0 i (2.19)
6 being a positive parameter whose value next is somewhat arbitrary. As for k, we clarify its main role in
the statements of Meta-Theorems 2.7 and 2.9 and of Theorems 2.10, 3.2 and 3.4; the reader may also find
a taste of it in the three propositions right below. In the two equations (2.17) and (2.18), a and B are the
same as in (2.7) and (2.8). Hence, the drift in the first equation now reads

ai(t,p) ==Y (pj [p(pi) +a(t,5,p) (0)] — pi[e(ps) +a(t,i,p) (j)])- (2.20)

j€eld]
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It still satisfies Zie[[d]] a;(t,p) = 0. And, importantly, whenever p; = 0 (with p = (p1,-+- ,pd) € Sa—1), it
satisfies a;(t,p) > k. In this framework, we have the following three statements, the proofs of which are
postponed to Subsection 3.4.

Proposition 2.2. Consider ¢ as in (2.19) with § € (0,1) and k > €2/2, for ¢ > 0. Then, for a bounded
(measurable) feedback function o as in (2.6), the stochastic differential equation (2.17) has a unique (strong)
solution whenever the initial condition is prescribed and satisfies po; > 0 for eachi € [d] and Zie[[d]] po,i = 1.
Moreover, the coordinates of the solution remain almost surely (strictly) positive and satisfy Zie[[d]] P} =1,
for any time.

The following statement provides a stronger version.

Proposition 2.3. Under the assumptions and notation of Proposition 2.2, for k as in (2.19) and for A > 0,
let v := Kk — (1 + \)e2/2. Then, the solution to (2.17) satisfies

T
1
E |exp )\'y/ ﬁds < Cpaj‘, for each i € [d], (2.21)
0 S
together with
sup E [(Pf)_k} < C’paf‘, for each i € [d], (2.22)

0<t<T

for a constant C that only depends on 6, k, X\, T and on the supremum norm of a.

Proposition 2.4. Under the assumption and notation of Proposition 2.2, assume that  is bounded and mea-
surable and that r in (2.19) satisfies k > (61 + d)e*. Assume also that the initial condition pg = (po.i)icfa] €
Sa—1 of (2.17) has positive entries (that is po; > 0 for each i € [d]). Then, for any initial condition
q0 = (qo,i)ic[d] € Sa—1 (possibly different from po), (2.18) has a unique pathwise solution ((Qi)ogth)ie[[d]]-
It satisfies Elsupy< ;<1 |Q}|*] < 00 for any i € [d]. The coordinates of the solution are (strictly) positive and
satisfy

IE[Z Q;} = 1. (2.23)

€[d]

2.2.2. Reformulation of the game

We now have most of the needed ingredients to formulate the setting to which our main result applies.
Roughly speaking, our result addresses the mean field game associated with the pair (2.17)—(2.18) instead of
(2.7)—(2.8) and with the cost functional (2.12); so this is the same MFG as the one described in Subsection
2.1 except for the fact that we included the forcing ¢ in the state equations and that, in the equation (2.18),
we will allow for a more general (random) rate function instead of the feedback function B. So, in lieu of
(2.18), we will consider (in the mean field game)

Pj — i
—Ldw,”, telo,1). (2.24)

4Q) = Y (QI(e(B) +8") = Qilp(P) +817) Jdt+2Q Y- | 7

jeld] jeldl

Here, (( Bti J Jo<t<T)i,je[q] is a collection of bounded FF W _progressively-measurable processes that are required
to satisfy
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Bl >0 d,jeld, i (2.25)

(Notice that the diagonal terms ((5§’i)0§t§T)ie[[d]] play no role.) Such processes are called admissible open-
loop strategies. Somehow, this is to say that we can work (at least for (2.18)) with strategies that may
depend upon the whole past of the environment P = (P;)o<¢<7, which is in contrast to strategies of the
form (B(¢,7, P)(J))o<i<r in (2.18) which depend, at time ¢, on the environment through its current state
only. Latter strategies are said to be semi-closed. We explain below how such semi-closed strategies manifest
through the master equation.

Remark 2.5. We let the reader check that Propositions 2.2 and 2.3 given above, see Subsection 3.4 for their
proofs, can be also extended to the case where the process ((a(t, i, P)(j))i je[a))o<i<r in (2.17) is replaced
by a more general bounded progressively measurable process ((a;”); je[q)o<i<r satisfying the analogue
of (2 25). The proof of the solvability of (2.17) in the statement of Proposition 2.2 is even simpler since
(o ])we[[d]])ogtg;p is then in open-loop form. Similarly, we can replace (2.18) by (2.24) in the statement of

(2.4).

Importantly, we regard the two cost coefficients f and g in (2.12) as being defined on [0, T x [d] x S4—1 and
[d] x Sq_1 respectively. To make it simpler, we write g*(p) for g(i,p) and fi(t,p) for f(t,4,p). Accordingly,
for a progressively-measurable strategy 8 = ((8;”); je[q))o<t<T, the cost functional becomes

i€[d] e

T
J(B.P):=) E |:QT9 Pr) +/Q fi(t, Pr) ‘*‘%Z’Bti’jf)dt} (2.26)
0

where (Q¢)o<i<7 solves (2.24), with Qo = Py (the latter being equal to some deterministic pg € Sg—1).

Definition 2.6. Given a deterministic initial condition pg, a solution of the mean field game (with common
noise) is a pair (P, a) such that
(i) P = (P)o<i<r is an Sq_1-valued process, progressively measurable with respect to FW with py as
initial condition, and a : [0,T] x [d] x Sq—1 x [d] — R is a bounded feedback strategy;
(ii) P and a satisfy Equation (2.17) in the strong sense;
(iii) J(oc7 P) < J(,B, P) for any admissible open-loop strategy 8.

We say that the solution (P, a) is unique if given another solution (137 a), we have P, = P, for any t € [0, 77,
P-a.s., and a(t,i, P;)(j) = a(t, 4, P;)(j) dt @ P-a.e., for each 7,7 € [d].

We recall that the probability space and the Brownian motion W are fixed and then Equations (2.17)
and (2.24) have unique strong solutions. The above hence defines strong mean field game solutions, in the
sense that P is adapted to FW. For a comparison between strong and weak MFG solutions, in the diffusion
case, we refer to [12, Chapter 2].

Here is now a meta form of our main statement.

Meta-Theorem 2.7. Assume that the coefficients f and g are sufficiently regular. Then, for any ¢ € (0, 1),
there exists a threshold ko > 0, only depending on €, ||flloo; llgllcc and T, such that, for any k > ko and
6 € (0,1/(4Vd)), and for any (deterministic) initial condition (po:)ic[a] € Si—1 with positive entries, the
mean field game has a unique solution as defined by Definition 2.6.
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The statement is said to be in meta-form since the assumptions on f and g are not clear. The definitive
version is given in Theorem 3.2 below and the proof is completed in Section 4.2.

Remark 2.8. At this stage, it is worth mentioning that our notion of solution, as defined in Defini-
tion 2.6, could be relaxed: Instead of requiring the strategies to be in feedback form (namely, in the form
((a(t, i, Pt)(4))i,jea))o<t<T), we could allow them to be in open-loop form (namely, to be given by more gen-
eral bounded progressively-measurable processes ((a” )ijeld])o<t<T)- Our claim is that Meta-Theorem 2.7,
and in fact Theorem 3.2 as well, extend to this case: The solution given by Meta-Theorem 2.7 and The-
orem 3.2 remains unique within the larger class of open-loop solutions. The proof is exactly the same.
Actually, our choice to use feedback strategies is for convenience only since we feel better to keep, in our
main statements, the same framework as the one used in the exposition of the problem.

Moreover, we are confident that our result also extends to random initial conditions, but the proof would
certainly require an additional effort since the initial conditions should then satisfy suitable integrability
properties. To wit, an expectation must be added to the right-hand side of both (2.21) and (2.22) when
(Po,i)icfa) becomes random: The resulting expectations might be infinite unless some integrability properties
are indeed satisfied.

2.8. Overview of the PDE results

The proof of Meta-Theorem 2.7 (or equivalently of the definitive version Theorem 3.2) is highly based
upon the so-called master equation associated with the mean field game. We refer to [9,10,12,49,50] for
foundations of the topics for mean field games set on R? and to [4,17,8,48] for related issues for mean field
games with a finite state space.

2.8.1. Well-posedness of the master equation

Generally speaking, the master equation here takes the form of a system of nonlinear parabolic equations
driven by a so-called Kimura operator, the latter being carefully described in Section 3. This system is
nothing but the system of second order PDEs (1.1) stated on the (d — 1)-dimensional simplex. Although the
formulation of (1.1) looks fine, it is in fact rather abusive since Sg_; has an empty interior in R%: In other
words, except if the unknown U? therein is defined on a neighborhood of the simplex, the derivatives that
appear in the equations are not properly defined. Although we just clarify this point in the next section,
we feel useful to state a preliminary version of our main result on the well-posedness of (1.1). Very much in
the spirit of Meta-Theorem 2.7, we have it in the form of a meta-statement.

Meta-Theorem 2.9. Assume that the coefficients f and g are sufficiently regular. Then, for any ¢ € (0,1),
there exists a threshold ko > 0, only depending on €, ||f|lco, ||9llcc and T, such that, for any k > ko and
5 € (0,1/(4Vd)), the master equation (1.1) has a unique smooth solution U = (U',--- ,U?).

Similar to Meta-Theorem 2.7, Meta-Theorem 2.9 leaves unclear the assumptions on f and g as well as
the smoothness of the solution of the master equation. The definitive version is given in Theorem 3.4 below;
this includes a clear definition of the various derivatives that appear in (1.1). We refer to Section 4.3 for the
proof.

2.3.2. Smoothing estimates for PDEs set on the simplex

Solvability of the master equation (1.1) is clearly the main issue in our analysis. In fact, the key step in
our approach is to prove a priori estimates for a so-called linear version of the master equation, the latter
being obtained by freezing the nonlinear component U therein. To make it clear, the linear analogue of each
equation in the system (1.1) may be written in the generic form
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Oru(t.p)+ Y ((ps) + b5 (t.p) + 9385 (8.)) Oy, ult. )

Jeldl
g 2.27
T3 Y (P = pipi)y 5, ult,p) + hit,p) =0, (2.27)
j,.keld]

for (t,p) € [0,T] x Int(S4_1) (Int(S4_1) being here regarded as a subset of Sq_1), b = (bj)jegay = 10,17 x
Sa_1 — (R4, b° = (b;?)je[[d]] 1[0, T) x Sq—1 — R4, b [0,T] x Sy—1 — R and £ : Sy_; — R are bounded
and satisfy

Z <<P(pj> + b]<t7p) +pjb;(t7p)> = 07 te [O?T]v p € Sdfly (228)
jEld]

the unknown w in (2.27) being here real-valued (in words, it is an equation and not a system of equations).
Obviously, the function ¢ is the same as in (2.19) and the constraint (2.28) is reminiscent of (2.6) as it
guarantees that the diffusion process associated with (2.27) leaves the simplex invariant.

The technical result below is the core of our paper. It provides an a priori Holder estimate to solutions of
(2.27) under the rather weak assumption that b and b° are merely continuous. This is made possible under
the constraint that ¢ points inward the simplex at the boundary in a sufficiently strong manner, whence
our need to have k large enough in Meta-Theorems 2.7 and 2.9. Differently from the latter two, this new
statement must be regarded as being complete except for the fact that the notion of derivatives in the PDE
(2.27) must be clarified.

Theorem 2.10. Assume that (bj);jecqay; (b5)jcfa) and h are time-space continuous and that £ is Lipschitz
continuous (we let [[£]|1,00 = [[€]lcc + sUppsy [€(p) — €(@)|/Ip — ql). Then, there exists an exponent n € (0, 1)
such that, for any given § € (0,1/(4Vd)) and ¢ € (0,1), we can find a threshold ko > 0, depending on e
and (||bjlleo)jeqay, such that, for any k > ko, we can find another constant C, only depending on 9, €, ,
(I65llo0)setar> (10S1lo)setars hlloes I€ll1.00 and T, such that any solution u € C2([0,T] x Int(S;_1),R) N
CO([0,T] x Sa—1,R) of (2.27) satisfies

u(t,p) —u(s,q)] < C(It—s|"*+Ip—q"), (s,t) €[0,T], (p,q) € Sa-1.
Moreover, ||ul|so is less than ||€||oo + T||h] co-
The proof of the theorem is provided in Section 5.

Remark 2.11.

1. The notation C'? in the statement is here understood in the usual sense: v is required to be once
continuously differentiable in ¢ and twice continuously differentiable in p on the interior of the simplex,
the notion of derivative being fully clarified in Subsections 3.1 and 3.2. As for the notation C°, it refers
to functions that are continuous in (¢, p).

2. We stress that we are not aware of any similar a priori Holder estimate in the literature. There are
some papers about the Holder regularity of elliptic equations with degeneracies near the boundary, but
they do not fit our framework (besides the obvious fact that the underlying equations are elliptic whist
ours is parabolic): We refer for instance to [38] for a case with a specific instance of drift that does
not cover our needs. We also emphasize that the Holder estimate in Theorem 2.10 does not depend
on the modulus of continuity of the coefficients (b;);cay, (b3);jcfq) and k. In fact, we here assume the
latter to be continuous for convenience only as it suffices for our own purposes. We believe that the
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result would remain true if (b;);efq), (b5)jefa) and h were merely bounded and measurable; this would
require to adapt accordingly the proof, which consists in mollifying the coefficients, as explained in the
introduction of Section 5, see in particular footnote (16).

3. On another matter, it is worth noticing that we may trace back explicitly the dependence of ko over
€. The key point in the proof is inequality (5.35), which shows that ko may be taken of the form
ko = € 2koo, for koo only depending on (||bj||s)jeq- The parameter 7 therein is a free parameter that
is eventually chosen as 1/2, see the discussion after Proposition 5.6.

3. From Wright-Fischer spaces to complete statements

The purpose of this section is twofold. First, we introduce useful material for studying the PDEs addressed
in the article. By the way, we provide a more rigorous formulation of the two equations (1.1) and (2.27),
using appropriate systems of derivatives. This allows us to obtain complete and definitive versions of the
two Meta-Theorems 2.7 and 2.9. In a second step of the section, we provide the proofs of Propositions 2.2,
2.3 and 2.4 that we used in the previous section to formulate our MFG.

3.1. Reformulation of the master equation

On the road towards a complete version of Meta-Theorem 2.9, we first provide a more rigorous formulation
of the master equation (1.1) since the latter should be regarded as a PDE stated on a (d — 1)-dimensional
manifold.

8.1.1. Local coordinates

The first way is to reformulate the master equation in so-called local coordinates, using the identification
of Sq_1 with Sg_1 = {(z1,-- ,xq_1) € (Ry)*1: > icfa—1] Ti < 1} (see the introduction for the notation).
For a real-valued function h defined on S;_1, we may indeed define the function

}All(pil) = h(p) = h(pla oy Pi—1, 1—- Zpkapi-‘rlv o 7pd)a
k#i (3.1)

with p~% = (Plv"' s Di—1,Dit1, ,pd),
for p € Sq_1 and hence p~? € Sd_l, and for i € [d]. We then say that h is differentiable on Sy_; if hi is

differentiable on S;_; for some (and hence for any®) i € [d]. In case when & is defined on a (d-dimensional)
neighborhood of S;_1, we then have 9, hi(p=i) = O, h(p) — Op,h(p), for j # i. We then end up with

Dy, h (p_i) - apkﬁi (p_i) = Op, h(p) — Op, h(p), (3.2)
for any j,k € [d] \ {i} and p € S4_1. Similarly, the second order derivative may be written as

agjpk hZ (pii) = 8127jpkh(p) - 8I%ipjh(p) - 8§zpkh’(p) + 8;ipih(p)’ (33)
and the second order term in (1.1) with h = U? (the reader should not make any confusion between U? and
hi: Ut is the ith coordinate of the solution to the master equation whilst hi is the projection of h, whenever
the latter is real-valued, onto a real-valued function on gSA'd,l) becomes

8 In order to prove the differentiability of A7 for any j € [d] \ {¢}, it suffices to see that (say that j > i to simplify) hi (pfj) =
R*(p1, -+ Pim1,Pit1s s Pj—1, L = D4 i Phs D1, "7 )-
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52

e? i —i
7 Z P;dik = Pipk) Oy p, h(P) = = > (pdjn — i), 1 (7). (3.4)
ke[d ki

for p € Sg_1. In fact, according to the definition of the Wright—Fisher spaces in the forthcoming §3.2.2,
we will consider functions that are just twice-differentiable on the interior Int(Sy_;) of the simplex and for
which the second-order derivatives may not extend to the boundary of the simplex.

3.1.2. Intrinsic derivatives

Equivalently, we may formulate the derivatives in (1.1) in terms of the intrinsic gradient on S;—1, regarded
as a (d — 1)-dimensional manifold. Indeed, whenever h is defined on a neighborhood of S;_1, we may denote
by Vh = (9p, h,...,0p,h) the standard gradient in R¢. Identifying the tangent space T;_1 to the simplex at
a given point p € Sy—1 with the orthogonal space to the d-dimensional vector 1 = (1,--- ,1), the intrinsic
gradient of h, seen as a function defined on the simplex, at p identifies with the orthogonal projection of
Vh on Tg—1. We denote it by Dh := (01h,...,04h), that is

1 1 .
Dh = Vh—a(l'Vh)l ;o Ophi= apih_a ‘%ﬂapjh’ i € [dl,
J

or, equivalently (which allows to define Dh when h is just defined on Sy_1),

1 s .
Dpzh(p) = _E Zapjhl(p_l)v pe Sdfl'
J#i

Of course we have > ;0p,h=1-Dh=0by construction.” And the following holds true

apih(p) - apjh(p) = apbh(p) - 8Pj h(p)’

for i,7 € [d] and p € Sq_1. As for the second order derivatives, we have'’

1
021 ( ) 81271171 ( )_ d Z (azpk ( )+8§ pk: Z Pkpz

keld] k Jeld]

d2 j: pkpl : : pkpj

k£ k:7£z

9 When h is just defined on the simplex, the proof is slightly less obvious, but it may be achieved by checking that Op, ht (pii) =
—Op, h7(p~7), for i # j. And then, Zrie[[d]] Zj#i Op, hi(p~t) = — Zie[[dll Zj#i Op, h7(p~7). By Fubini’s theorem, the latter is also
equal to — 3714y 2225 Op hl(pfi) = —Yiclq ;j¢i 6pﬁj (pij.), frgm Whi(ih we deduce that it is jpdeed equal to p ‘

10 The second line follows from the identity Op, h? (p™7) = Op, h*(p™") — Op,h*(p™") if l # i and Op, A (p™7) = =0 A" (p™*) if Il = 4,
which, in turn, implies

—i 1 1 pig — pig —i 1o i) i
0, (0p,h) = —— Z Op, 0p, b’ )= 4 > O (‘g > [‘9pnh (p™") = 9p,h" (p )} + gapyh (p ))
ki [

I#L

Z%( =", h' (p7F) + 8y iﬁ(p"'))

k;ﬁz l;h
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and then the second order term in (1.1) (with h = U?, see (3.4)) becomes'!

Z (pjdjn _p]pk)ap (D) = Z (pjdjn — P;pk)ap o
J,keld] j,keld]

since 3y cpqp P9k — pipk) = 0 for any j € [d].

3.1.8. Two equivalent formulations
In the end, the master equation (1.1) may be written in two equivalent forms. The first one may be
written in terms of the derivatives in (3.2)—(3.3):

d
%Z U'(t,p) — U () + Fi(tp) + D @) [U7(t.p) = U'(t,p)]
j=l1 Jeld]
+ Z (pk + (U*(t,p) — Uj(t,p))Jr]
j#i ke[d]

b lee) + (U () ~ UR(E.9)).] )0y, T (t.07)

. e? —i
—¢? ijapj{Uz}Z(t’p )+ 5 Z (pjdr — pjpr)02 ~ pk{UZ} ( ) =0,

J#i j,k#i
UT,p) =g'(p),

for (t,p) € [0, T]xInt(S4_1). Above, the function {/U’\}z is defined on S;_; in the same way as before, namely
{/Ui\}i(t,p_i) =Ul(t,p1, - ,pi1,1 — Z#i PjsDit1s- - »Pd), for p € Sg_1. For sure, we could rewrite the
equation for U? in terms of the variable p~7 (instead of p~%) for another index j # i, but this would be of
little interest for us. In fact, we will make greater use of a second form of (1.1) that may be written in terms
of the intrinsic derivative:

d
1 i ; 2 i j i
— 5 2 (Utp) = U tp), + S (tp) + D @) [U7(tp) ~ UP(t.p)]
J=1 Jeldl
+ Y peley) + (U p — U (), ] (0, U (t,p) = 0, U (L, p))
jkeld] (3.7)
2
. . £ .
+52 Zp] (DP1UZ(t7p) - Dijl(tap)) + ? Z (p](s_]k p]pk)bp pkUZ(t7p) = 07
i j.keldl

UT,p) = g'(p),

' The result may be also proved by combining (3.4) and (3.5), hence bypassing the derivatives of h themselves. Indeed,

2
Z (Pjdjk — PjpPK)O, p, P = Z (pjdjk — PiPK) ZBW,J
j.keld] 1 ke[d] I#£k
Z (P33 _pﬂpk)( Z [ PLP; ( _I)_ mpj ( _l)] - ikp,f"i(p_i))
j.keld] 1k i
=Y itk =) (05, M) —d- 0, W)
d; icia I#i

> Pidik —pipR)dy, , B (0.

J,keld]
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for (t,p) € [0,T] x Int(Ss_1).
3.2. Kimura operators

We now clarify the choice of the functional spaces for f and g in Meta-Theorems 2.7 and 2.9 and for U in
Meta-Theorem 2.9. Basically, we take those spaces from a recent Schauder like theory due to Epstein and
Mazzeo [28] for what we called Kimura operators, the latter being operators of the very same structure as
the second order generator of (2.7), which we will denote by (£:)o<i<7.

3.2.1. Normal form
Following (2.5), we get (at least informally) that, for any twice differentiable real-valued function h on
Rd

)

Lih(p) = ai(t,p)dp,h(p) + ? > (pidi; — pipi) 05, h(D). (3.8)

ie[[d] i,j€[d]

Obviously, we here recover the same second-order operator as in the master equation (1.1), but as we
have just explained, this writing is rather abusive. For sure, we have introduced in the previous subsection
convenient systems of coordinates and of derivatives that permit to get a more rigorous form. However we
need here a more refined formulation of (3.8) that brings out the degeneracies of the operator and, most of
all, that fits the framework of Definition 2.2.1 for Kimura operators in the aforementioned monograph [28].
In this regard, it is worth noticing that the second-order term in L is obviously degenerate when it is acting
on functions defined on R?. This follows from the fact that the matrix (pidi,j — Pipj)ijefq) has (1,---,1)
in its kernel whenever (pi,--- ,pq) is in Sg—1; this is somehow the price to pay for forcing the solutions to
(2.7) to stay within Sz—1. More subtly, we are concerned in the rest of this section with the degeneracies
of £; when it is truly acting on functions defined on the simplex and hence when it is expressed in local
coordinates.

In case when the drift a in (3.8) is zero, £; becomes time independent and coincides with the generator
of the d-dimensional Wright-Fisher model. In case when a is non-zero but is time-independent and satisfies

a;(p) >0 ifp; =0, (3.9)

(which means that a points inward at points p that belong to the boundary of S’d_l), the operator L,
itself becomes a time-homogeneous Kimura diffusion operator. Below, we make an intense use of the recent
monograph of Epstein and Mazzeo [28] on those types of operators, see also [19,43,56] for earlier results.
The key feature is that, under the identification of Sq_; with Si_1, we may regard the simplex as a d — 1
dimensional manifold with corners, the corners being obtained by intersecting at most d—1 of the hyperplanes
{zeR¥ gy =0}, ..., {zeR¥* gy =0}, {zeR¥* gy +-- 4y y =1} with Si1 (we then call
the codimension of the corner the number of hyperplanes showing up in the intersection). Accordingly and
consistently with the analysis performed in Subsection 3.1, we can rewrite (3.8) as an operator acting on
functions from S’d_l to R, the resulting operator being then a Kimura diffusion operator on Sd_l. It suffices
to reformulate (3.8) in terms of the sole d — 1 first coordinates (py,--- ,p4—1) or, more generally, in terms
of (pi)ie[d]]\{l} for any given coordinate ! € [d]]. Somehow, choosing the coordinate [ amounts to choosing
a system of local coordinates and, as we explain below, the choice of [ is mostly dictated by the position
of (p1,---,pq) inside the simplex. For instance, whenever all the entries of p = (p1,--- ,pq) are positive,
meaning that (p1,---,pa—1) belongs to the interior of S’d_l, the choice of I does not really matter and we
may work, for convenience, with | = d. We then rewrite the generator £, as given by (3.8), in the form
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d—1 5 d—1
A . hx) 4 €
Lih(x) = ai(t,2)0s,h +5 > (widij — wir;) 02, h(x), (3.10)
=1 7,7=1
where now x € S;_1, h is a smooth function on R4~1 and a;(t,x) = a;(t, %), with & = (21, -+ ,24-1,1 —
x1 — -+ — zq—1). Following the computations of Subsection 3.1, the connection between (3.8) and (3.10) is
that £:h(z) = L£{h(#)}, whenever h is defined from h through the identity h(x) = k().
Importantly, we then notice that, in the interior of Sy_1, £; is elliptic. Indeed, for any (1, ,24-1) €

SAd—l and (517 e afd—l) S Rd_la

d—1 d—1 2 d-1 d—1  d-1
S 6wt - wer)€ Zf%z OILEIIED DD DD B
i,j=1 i=1 i=1 j=1 =1 311
d—1 d—1 (3.11)
:Z&‘?xi(l_ 1’]);
i=1 j=1
which suffices to prove ellipticity whenever x1,--- ,24-1 > 0 and Z;l;ll r; < 1.

Take now a corner of codimension [ € {1,---,d — 1}. If the [ hyperplanes entering the definition of the
corner are of the form H;, = {x € Rz, =0}, ..., H;y ={x € R gy, =0}, for 1 <iy <ipg<--- <
iy < d — 1, then we can rewrite (3.10) in the form

N c2 9 % 2 ~
Liblw) = 5 3 (1= zidf blw) + 5 37 05(Gik = 20)0F, 0, h(@) + 3 ailt 2)00, ()
i€l k&I i€l
, (3.12)
€ . N R R
- Z xizcjaixjh(x) —¢? Z xixjaixjh(x) + Zai(t,x)@cih(z),
i,jETtiskj i€l Gl igT
with I = {i1,--- ,4;}. Here, we observe from (3.9) that a,(¢t,z) > 0if i € I and « € NjcrH;. Also, as long as

x belongs to NjerH; but ()¢ and 1 — ngu x; remain positive (which is necessarily true in the relative
interior of NjerH; N Sq_1), then, by the same argument as in (3.11), the matrix (z;(5;x — Tk))j kel is non
degenerate. Hence, up to the intensity factor e, the above decomposition fits (2.4) in [28, Definition 2.2.1],
which is of crucial interest for us.'?

Assume now that the corner of codimension [ is given by the intersection of the hyperplanes {z €
RI“L gy =0}, ..., {o# e R iz, =0} and {o € R¥*! . 2y + -+ + 241 = 1}. In order to
recover the same form as in [28, (2.4)] (or equivalently in (3.12)), we perform the following change of

variables: consider (y1,- - ,ya—1) := (P1,"** ,Pi,—1,Pi,+1, " ,Pd) as a new system of local coordinates, for
some given index 4; € {ij—1 +1,---,d — 1} (which is indeed possible if ;1 < d — 1; if not, 4; must be
chosen as the largest index that is different from ¢1,---,4;_1,d and hence is lower than ¢;_;, which asks

for reordering the coordinates in the change of variables). For a test function h as before, we then expand
Li[h(p1,- -+ piy—1,1 = 3254, Pj»Pir_1+1,"** ,pa)] as before and check that we recover the same structure
as in [28, (2.4)], but in the new coordinates. This demonstrates how to check the setting of [28, Definition
2.2.1].

12 The reader may also notice that, in [28], the operator L, is passed in a normal form, see Proposition 2.2.3 therein which
guarantees that such a normal form indeed exists. Here the change of variable to get the normal form may be easily clarified by
adapting the 1d case accordingly, see [27]: It suffices to change x; into the new coordinate arcsin2(\/x7). In fact, the normal form
in [28] plays a key role in the definition of the Wright-Fischer Holder spaces that we recall in the next paragraph.
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8.2.2. Wright—Fisher spaces

The rationale for double-checking [28, Definition 2.2.1] is that we want to use next the Schauder theory
developed in [28] for Kimura operators. This prompts us to introduce here the functional spaces that
underpin the corresponding Schauder estimates.

For a point 2° € 841 in the relative interior of a corner C of Sy_1 of codimension [ € {0,---,d—1}
(if I = 0, then 2 is in the interior of SA'd,l), we may consider a new system of coordinates (y1, - ,yd—1)
(of the same type as in the previous paragraph) such that C = {y € Sg_1 : y;, = --- = y;, = 0}, for
1 <4y <--- <. Letting I := {i1,---,4;} and denoting by (y,---,9y9 ;) the coordinates of z° in the new
system (for sure yg =0forj=1,---,1), we may find a §° > 0 such that:

1. the closure U(6°,2°) of U(6°,2°) := {y € (R ) ! :sup;—y . 4 lys — 9] < 0°} is included in Sa_1,
2. for y in U(8°,20), for j ¢ I, y; > 0,
3. for y in U(6°,2°), for yy + -+ +yg_1 <1 —3°.

A function % defined on U(8°,2°) is then said to belong to Corp(U(8°,2°)), for some v € (0,1), if, in the
new system of coordinates, h is Holder continuous on (8%, %) with respect to the distance'®

d—1
=S IvE - Vil @1
i=1
We then let

sup |iz(y)| + sup

h =
H ||7;M(50,w0) yeTI(59,20) v,y €U(59,20) d(y7y/)"{

Following [28, Lemma 5.2.5 and Definition 10.1.1], we say that a function / defined on U(8%, 2°) belongs to
%HW( U(8°,2%)) if, in the new system of coordinates,

1. h is continuously differentiable on (6%, 2°) and h and its derivatives extend continuously to Z(5°, z°)
and the resulting extensions belong to €y (U(8%, 2°));

2. The function h is twice continuously differentiable on Uy (6°,2°) = U(8°,2°) N {(y1, - ,ya_1) €
(R )1 :Vie I,y; >0}. Moreover,'* for any 4,7 € I and any k,[ ¢ I,

im0y, ) = 0, T /50, hly) =0, (3.14)

min(yi,y;) 04

and the functions y — | /ylyjﬁylyJ hy), v — /Ui ylykA( ) and y — 8§kylA( ) belong to €y (U(5°,2°))
(meaning in particular that they can be extended by continuity to (6%, 2°)).

13 There is a subtlety here: In fact, the distance used in [28, (1.32), (5.42)] is defined in terms of the coordinates that are used in

the normal form of the operator, see footnote 12. So rigorously, we should not use the variables (y1,--- ,y4—1) but the variables
(arcsin®(\/g1), - - - ,arcsin®(\/ga—1)) in the definition of the distance. Fortunately, since we have the condition y; + -+ + ya_1 <

1 — 6%, the change of variable y; — arcsin"’(,/yi) is a smooth diffeomorphism, from which we deduce that the distance (3.13) is
equivalent to the same distance but with the new variables. And, in fact, once we have made the change of variables, there is
another subtlety: The reader may indeed notice that the distance defined in (3.13) does not match the distance defined in [28,
(1.32), (5.42)] since, for j ¢ I, we should consider |y; — y}| instead of |/7; — /y}|. Anyhow, since y; and y are here required to
be away from 0, the distance used in [28] is equivalent to ours.

' Similar to footnote 13, the reader should observe that, in [28, Lemma 5.2.5 and Definition 10.1.1], the two limits in (3.14) are
in fact regarded in terms of the coordinates used in the norrnal forrn of the operator. To make it clear, we should here require
liMpmin(z,,2,) -0, /zizj(?izjé(z) =0 with £(z1, -+ ,24_1) = h(sin?(\/z1), - - - ,sin?(\/za=1)) (and similarly for the second limit). It
is an easy exercise to check that (3.14) would then follow.
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We then call

d—1
1Bll2442(60.00) = I ellyaucso.00) + D 10y llyaucso w0y + D /5l hllriu(s0,00)

i=1 i,j€1
+ 3 102 bl w0 + 0D IO hllvis0 20)

kg T il k¢l

where | /yiyjﬁiyjfz is a shorten notation for y — , /yiyj(‘);iyjfz(y) (and similarly for the others). For a given
finite covering UK ,14(6°, 29%) of S4_1, a function h (or equivalently the associated function h defined on
Sa-1) is said to be in G’ (Sa—1) if h belongs to each Gt (U(60, z%%)). We then let

K
oy = D Wollozaoo woe)-
=1

We refer to [28, Chapter 10] for more details.

A similar definition holds for the space ‘5\}\,41?/ »27([0, 7] x Sq_1) of functions that are once continuously
differentiable in time and twice continuously differentiable in space, with derivatives that are locally v-Ho6lder
continuous with respect to the time-space distance (in the local system of coordinates)

D((t,y), (t',y)) =t = t'['* + d(y,y). (3.15)

To make it clear, a function h defined on [0, T xU(8°, 2°) is then said to belong to %\YV/;W([O, | xU(8°, 2°)),
for some v € (0, 1), if, in the new system of coordinates, h is Hélder continuous on [0, 7] x U8, 2°) with
respect to the distance D. We then let

. h(t,y) — h(t',y

h :
Il (t,y)€[0,T) xU(8°,20) tel0.1], yyetieo,00) P((Ey), ' y))

/2,700, T]xU(80,a0)

Following [28, Lemma 5.2.7], we say that a function h defined on #(8°,2°) belongs to the space
%&&WZ%V([O, T] x U(8°, 2%)) if, in the new system of coordinates,

1. h is continuously differentiable on [0, 7] x U(8%, z°); h and its time and space derivatives extend contin-
uously to [0,7] x U(8°, 2°) and the resulting extensions belong to ‘5\7‘,/;’7([0, T] x U0, z9));

2. The function h is twice continuously differentiable in space on [0,T] x U, (6°,2°). Moreover, for any
i,7€ I and any k,l ¢ I,

lim \/yiy;04., h(t,y) =0, Jim VY02, h(t,y) =0, (3.16)

min(y;,y;)—04+

and the functions (¢,y) — ,/yiyjaﬁiyjfz(t,y), (t,y) — \/E@;ykﬁ(y) and (t,y) — 8§kyﬁ(t,y) belong to
G (0.7 x U@, °)).
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We then call

d—1
1l 12,2430 20y = Il 2 050,20y + 18ehlly p2,2a50,00) + D 10yl 2 a0 20
=1

+ Z ||\/yiyj8§iyjh||’y/2,’y;l/{(60,3:“) + Z ||‘9§ky,h||y/2,w;uw°,x0)
ij€I kgl

+ Z Z ”\/Eaiykil”“/ﬂmu(éo@o)'

iel k¢l

For a given finite covering UX ,1/(6°, 2%%) of S4_1, a function h (or equivalently the associated function
h defined on [0,7T] x S4—1) is said to be in %\}VJQ/ZQJW([O,T] x Sq-1) if h belongs to each Gae ([0,T] X
U(°,2%%)). We then let

K
[All14 /2,244 = Z 1Al /2,244 (60,201 -
i=1

We stress the fact that the finite covering that we use in the sequel is fixed once for all. There is no need to
change it.

Remark 3.1. Importantly, for 3,1y’ € U(6°,2°), and for a constant ¢ > 1, ¢ depending on dy,

d—1 \ 1/2 =1 \1/2 0 qdzl d—1
’(1—2%) —<1—Zy§) <— Z(yz_y;) S(C—l)Z‘\/E_\/yj-
i=1 i=1 i=1 i=1
Recalling that the vector y = (y1,--- ,ya—1) (resp. ¥’ = (¥}, -+ ,y,_;)) stand for the new coordinates of an
clement x € Sy_1 (resp. #’) and that @ (resp. @') itself is canonically associated with & = (z1,--- ,q_1,1 —
X1 — - —Tq—1) € Sq—1 (resp. ¥’), we deduce that

)

d d
C’lz‘\/i"j— \/37’ <d(y,y) < cZ‘\/E— Vi
i=1 =1

which permits to reformulate the modulus of continuity showing up in the Holder condition of the Wright—
Fisher space in an intrinsic manner. Since the number of neighborhoods of the form (6%, z°) used to cover
S4_1 is finite, we can choose the same c for all those neighborhoods.

3.2.3. Back to the master equation

Actually, we must point out that, in order to apply Theorem 10.0.2 in [28] (existence of classical solutions
to Kimura type PDEs together with related Schauder’s estimates), as we do later, the master equation should
be satisfied also in boundary points, under the appropriate local chart; see (10.1) therein. This would require
to formulate (3.6) for each local chart used in the construction of the Wright—Fischer spaces, that is, for
any projection p~¢ with i € [d]], since we verified in (3.12) that those changes of variables make the second
order operator fit the setup of [28]. In this respect, we observe that there is no hindrance for us to restate
(3.6) in the right system of coordinates. Also, we already noticed that, as long as we look for solutions
U',---,U% in the space %&V?W/Q’Q+W([O,T] X Sg—1) for some v € (0,1), the first order derivatives always
extend by continuity up to the boundary. Moreover, the second order derivatives are defined only in the
interior of the simplex and are allowed to blow-up at the boundary. Yet, the rate of explosion of those second
order derivatives, as prescribed by (3.16), combine well with the degeneracy property of the operator on the
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boundary. Hence, by a standard continuity argument, it is enough to require that (3.7), which is written in
terms of the intrinsic derivative, holds in Int(S;_1).

3.8. Complete versions of the main statements
We now provide refined versions of Meta-Theorems 2.7 and 2.9.

8.8.1. Ezistence and uniqueness of an MFG equilibrium
We have indeed all the ingredients to clarify Meta-Theorem 2.7 and to formulate the statement in a
rigorous manner. We recall that the proof is given in Section 4.2.

Theorem 3.2. Assume that, for some v > 0, each f*, for i € [d], belongs to %JV/;’W([O,T] X Sq-1), and
each gt, for i € [d], belongs to CK\?V?W(Sd,l), Then, for any € € (0,1), there exists a threshold ko > 0,
only depending on €, ||f|loo, lglloc and T, such that, for any k > ko and § € (0,1/(4V/d)), and for any
(deterministic) initial condition (poi)ic[a) € Sa—1 with positive entries, the mean field game has a unique
solution, in the sense of Definition 2.0.

Remark 3.3. As already emphasized in Remark 2.8, we could certainly extend the uniqueness result to the
larger class of open-loop strategies and also to the case when the initial condition is random.

As for the assumptions on the coefficients, the key fact is that there is no need for any monotonicity
condition in the statement. Still, it would be interesting to see whether the result remains true under lower
regularity conditions on the function g. Assuming g to have two Hélder continuous derivatives (as we do
here) is quite convenient since it allows to find a solution to the master equation (see the next section) that
remains smooth up to the boundary at time T". More effort would be needed to allow for more general (and
hence less regular) terminal costs; accordingly, it would require to address with care the rate at which the
derivatives of the solution to the master equation would blow up at terminal time. We leave this problem
for future work.

8.3.2. Ezistence and uniqueness of a solution to the master equation
Here is now the rigorous version of Meta-Theorem 2.9, the proof of which is given in Section 4.3.

Theorem 3.4. Assume that, for some v € (0,1/2], each f;, for i € [d], belongs to ‘KJV/S’V([QT] X Sq-1), and
each g;, for i € [d], belongs to ‘Kgﬁﬁ (S4—1). Then, for any ¢ € (0,1), there exist a universal exponent n €
(0,1) (hence independent of €) and a threshold ko > 0, only depending on €, ||f|co, l|glloc and T', such that,
for any Kk > ko and § € (0,1/(4V/d)), the master equation (3.6)~(3.7) has a solution in [%Vl‘,?'/””’([o, T] x
Sa-1))%, for o' = min(v,n)/2.

Moreover, the solution is unique in the sense that (U',--- ,U%) is the unique tuple such that, for any
i € [d], U® belongs to the Wright-Fisher space %@?7//2’%7/([0, T x S4—1) for some v >0, and (3.6)—(3.7)
hold at any (t,p) € [0,T] x It(S4_1).

Remark 3.5. We do not provide any new version of Theorem 2.10. The reader will find in (4.12) a more
suitable version of equation (2.27), when expressed in intrinsic derivatives. We let her /him adapt accordingly
the definition of the space C12([0,T] x Int(S4_1),R) that is used in the statement.

3.4. Proofs of auxiliary results from Section 2

We now prove the auxiliary results stated in §2.2.1.
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8.4.1. Proof of Proposition 2.2
The proof holds in two steps. We give a sketch of it only.

First Step. By (2.15), it suffices to solve the equation for (P}, - - ,Ptd_l)ogtST. As long as the latter stays
in the interior of Sd_l, the equation satisfied by the process is non-degenerate, see (3.11). Moreover, the
diffusion matrix is Lipschitz away from the boundary of the simplex and the drift is bounded. Therefore,
by a standard localization argument, we can easily adapt the strong existence and uniqueness result of
Veretennikov [58] (see Remark 3 therein for the case when the initial condition is random and Remark
4 therein for the case when the state variable and the underpinning Brownian motion do not have the
same dimension) and then deduce that, up until one coordinate (including the dth coordinate, as given by
(P =1— (P} +---+ P ))o<i<r) reaches a given positive threshold e, a (strong) solution exists and is
pathwise unique. By letting € tend to 0, we deduce that there exists a solution up to the first time it reaches
the boundary of the simplex (or, equivalently, one of the coordinates vanishes) and this solution is pathwise
unique (once again, up to the first time it reaches the boundary).

Second Step. The goal in this step is to prove that, for k > £2/2, the solution of (2.17) until the first
time it reaches the boundary of S;_; stays in fact away from the boundary of Si1. Asa consequence, the

solution of (2.17) is well defined on the entire [0, 7. To do so, we come back to (2.16), namely, we write the
dynamics of the ith coordinate (for i =1,--- ,d — 1) in the form

dPti = a; (ta (Ptlv T 7Ptd>)dt te Pti(l B Pti)thi’

with a; as in (2.20). The above holds true up until the first time 7 := inf{t € [0,T] : (P},---,P?™') €
dS4_1} AT. Then, using the fact that a is bounded and a(t, j, )(i) > 0 for i # j in (2.20), we can easily
compare the process (Pf)o<t<, with the solution of the equation

AP, = (¢(P1) = P )t + e/ (P))+ (1 = P) W,
with p§ = pi as initial condition, for a constant C' > 0. Above, (-); stands for the positive part. By [42,
Chapter 5, Proposition 2.13], the above equation has a unique strong solution. Letting 7% := inf{t € [0, 7] :
P, € {0,1}} AT and choosing C large enough, we have P, < P}, for all t <7 A 7. We then apply Feller’s
test (see [42, Chapter 5, Proposition 5.22]) to (P,)o<;<7 (the reader may notice that the fact that the initial

condition is random is not a hindrance since it belongs to (0,1) with probability 1). The natural scale (see
[42, Chapter 5, (5.42)]) is here given by

For r € (0, ¢],

—®o(r) > /exp(?g%ln(g) — E&—%)ds,

r

from which we get that ®(0+) = —oo if 2x/e? > 1. We deduce that, if the latter is true, (Fi)ogth does
not touch 0. By comparison, we deduce that (Pf)ogtgf cannot touch 0 before it touches 1, that is P! = 1
if the set {t € [0,7] : P} € {0,1}} is not empty. This holds true for i = 1,---,d — 1, but by choosing
another system of coordinates, we get the same result for the coordinate i = d. Assume now that we can
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find some coordinate i € [d] such that P! € {0,1}, in which case our analysis says that P! = 1. Since
Z?Zl PJ =1, we deduce that P = 0 for all j € [d] \ {i}, which is a contradiction with our analysis. So,
the conclusion is that, at time 7, we must have P! € (0,1) for all i € [d]. That is, 7 = T and the process
(P, = (P, , P%))o<i<T remains in the ((d — 1)-dimensional) interior of Sy_1. O

3.4.2. Proof of Proposition 2.3
As in the proof of Proposition 2.2, we write the equation for (P})o<i<r (for a given i € [d], i being
possibly equal to d) in the form

AP} = a;(t, P,)dt + e/ Pi(1 — P})dW},

with a; as in (2.20). Then, we get, by It6’s formula (recall that the left-hand side below is well-defined since
(Pti>ogth does not vanish),

AP = 3 [5E (0P + 0,3, PO0) ~ (o) + i P e - 5150

T

1-—-
+ &4/ P tth

For a constant C depending on the same parameters as those quoted in the statement, we can lower bound
the drift in (3.17) as follows (using the definition of ¢ in (2.19) together with the fact that a(t, j, P;)(4) is
non-negative if j # i)

Lt

t (3.17)

Ptj i J . . 52 1 - Ptz
> {Fg( () +alt, 5, P)(0)) = (SO(PtH“(tv“Pt)(J))] e
jeld]
1- P e21- P}
> Pt Kvl{Pt <F T o Ptz -C.

Allowing the value of C' to change from line to line and recalling that x > £2/2, we get

) {%5 () + ot . PYG)) = (o) +alt, i, Pﬂ(j))] - % : ;fg
jeld - t
25 5) e

Hence, integrating (3.17) from 0 to some stopping time 7 (with values in [0, T]), adding and subtracting the
compensator (Ae?/2) [ (1 — Pf)/P{dt, multiplying by A and then taking the exponential, we get

Pz 2.2 1 _ Pz
(PH* exp )\5/’/ P LAW] — )\ L dt)

> (po.i)* exp (/\ [n - M} / P —dt — C)

Choosing 7 = inf{t € [0,T] : P} < e} AT, for € > 0 as small as needed, the left-hand side has conditional
expectation less than 1. So, taking expectation and letting € tend to 0, we deduce that

(3.18)
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T
E eXP<)\[KJ 1+/\ / > < C(po,i)
0

The bound (2.21) easily follows.
It then remains to prove (2.22). To do so, we come back to (3.18). Using the fact that v is positive and
choosing 7 =t € [0, T], we rewrite it in the form

' P %e? 1—Pz
(Ptz>_ (pOz) eXp C )\E/ﬁth — Ae SdS)

Taking expectations on both sides, we easily complete the proof of (2.22). O

3.4.8. Proof of Proposition 2.4
For each i € [d], we call (€})o<i<r the Doléans-Dade exponential

t
Egz—exp /U j—%/
Jj€ld] 0

Then, (Q%)o<t< is a solution to (2.18) if and only if

), te[0,T].

a[(E) Qi = D0 (&) T QL (e + B(t. 4 P@) — Qi) +B(t.i, P)()) ) dt,

jeldl
which may be rewritten in the form
aQi = > (&) EQ (P +B(L,5, P)@) — Qi(w(P]) + B(t,i, P)()) )b, (3.19)
jeldl

for t € [0,T], with (Qf = qo,i)ic[d] € Sa—1 as initial condition and under the change of variable

Qi:=(£)7'Qi, telo,T). (3.20)

Obviously, (3.19) has a unique pathwise solution. It is continuous and adapted to the filtration FW. Since
B(t,4, P:)(i) > 0 for j # i, it is pretty easy to check that all the coordinates remain (strictly) positive.

Given the solution to (3.19), we may reconstruct ((Qf)o<¢<r)ic[q] from the change of variable (3.20).
Then, taking the power [ in (2.18), for an exponent | > 1, we get

(@) =13 (@) QP + Bt 5, P)() = Qi) +B(t, i, P)()) )t
jeld]

+1(12 D2 gL

Pt (3.21)

dt +€l(Q Z th’],
J€ld]

for t € [0,T]. As a result, we can find a constant C, only depending on [, x and on the supremum norm of
B, such that

d{Z(Qi)l} < [C+52l(121) 3 1ng5] : {Z (Qi)l]dt+dmt,

1€[d] j€ld] 1€[d]
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where (my)o<t<7 is a local martingale.'” By a standard localization argument, we end up with

o o{(S @) on( A2 5 )] <o

i€[d]

for a new value of C'. And then, applying Cauchy-Schwarz inequality and invoking the above inequality with
2l instead of [, we get

T

2 (Qi)l] s suwp E[GXP<EQI(21—1)/ Z l;fgdtﬂm'

0<t<T

Le[[d]] o JEldl

sup E
0<t<T

Take I = 8 and choose v > 60 and A = 2d in the statement of Proposition 2.3 (which is indeed
possible since k — (1 + \)e2/2 > (61 + d)e? — (1/2 + d)e? > 60e?). Then, by Hélder’s inequality (in
order to handle the sum inside the exponential), the right-hand side is upper bounded. Returning to
(3.21), invoking Burkholder-Davis-Gundy inequalities, (2.22) and the bound supy,<r E[(Q})*/Pf] <
supg<;<g E[(Q1)®]"/2 supge;«r E[(P})~2]*/2, for i € [d], we deduce that supye,«r |Qﬂ has a finite fourth
moment for each i € [d]. Equality (2.23) is easily proved by summing over 4 Giﬂdi]] in (2.18). O

4. From the MFG system to the master equation

This section is dedicated to the proofs of Theorems 3.2 and 3.4, taken for granted the statement of
Theorem 2.10. Throughout the section, we assume that the condition x > (61 + d)&? is in force.

4.1. MFG system

With the optimization problem driven by the cost functional (2.12) and the state equation (2.24) (within
the environment (2.17)), we may associate a value function. Obviously, we may expect this value function
to solve a stochastic (because of the common noise) variant of the usual Hamilton-Jacobi-Bellman equation
for a stochastic optimal control problem on a discrete state space. The combination of this Stochastic
Hamilton—Jacobi-Bellman (SHJB) equation with the equation (2.17) for the environment will lead us to
a relevant version of the so-called MFG system (which is a key tool in the standard theory of mean field
games, see for instance the references [9,10,12,48-50]).

4.1.1. Formulation of the system

In order to proceed, we recall (2.26). Importantly, (P;)o<i<r therein is regarded as a stochastic envi-
ronment. Typically, it is the solution of an equation of the form (2.17). In any case, it is a continuous
Sq_1-valued process that is progressively-measurable with respect to the filtration FW and that satisfies
the conclusion of Proposition 2.3, see (2.21) and (2.22). In particular, it remains away from the boundary
of the simplex.

15 Here and throughout, the notation dX;} > dXZ, t € [0,T], for two stochastic processes ((XZ)OStST)l:LQ, is understood as
(Xt2 — th)OStST is a non-decreasing process.
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The related value function at time ¢ € [0, T] is defined as

ul(h (Ps)t§s§T> = ess inf Jl(t, (ﬁs)tgng,(Ps)tgng), L e [d],

(Bs)i<s<T

't (Bohsacr, (Phizasr)

T

=ZE[QHt,Z1gi<P> [(@lenlrisp)+ 5 S5 F])as | 72 } L€ [d].

i€[d] J#z

whereas (Q'[t,1])i<s<r is the solution to (2.24) when the initial time is ¢ € [0, T') and the initial distribution
is Qi[t,1] = 84, for i € [d]). Importantly, the value function is random: Stochasticity accounts for the fact
that the cost functionals f and g in the optimal control problem depend upon the environment (Ps)o<s<7,
which is random itself. Hence the corresponding HJB equation is a backward stochastic HJB equation
(SHJIB) that takes the form of a system of backward SDEs indexed by i € [d]:

dup = —( 32 (P [u] = wi] + ') + 10 P) )t = = 37
jeld] Jjeld]:j#i
. . 4.2
+ > vk awik, (4.2)
J.keld]:j#k
ulp = g'(Pr),

p o
(AN 0.5,

= (7 1y )dt
t

where H' is the Hamiltonian

=z Z —u)% v = )jea- (4.3)

JG[[d]]

It is worth emphasizing that, in the equation (4.2), the unknown is the larger family of processes
((ui)iegd]],(VZ’j’k)i,j,ke[[d]];j;ék)ogth, which are required to be progressively measurable with respect
to FW. This is a standard fact in the theory of backward SDEs and the role of the processes
((Vf’j’k)i,j,ke[[d]]:j;ék)ogth is precisely to force the solution of the stochastic HJB equation to be non-
anticipative. The reason why we here choose indices (3, j, k) with j # k is quite clear: there are no noises of
the form ((Wtj’j)ogth)je[[d]] in the forward equation.

4.1.2. Verification argument
The following verification argument clarifies the connection between (4.1) and (4.2).

Lemma 4.1. For an environment P = (P,)o<i<T as before (satisfying in particular (2.21) and (2.22)),

assume that there exists a solution ((u});c[ay, (Vti’J’k)i,j,ke[[d]];j;Ak)ogth to (4.2) such that ((u});eqa)o<t<r is
bounded (by a deterministic constant) and

24t < .

> & fu

i,5,k€ld]:5#k

For t € [0,T], let (B5)" = (ul —ul)y for i # j and s € [t,T]. Then, T'(t, (B2 )i<s<r, (Ps)i<s<r) = UL
and, for any other (bounded) strategy, say (8s)i<s<t, such that
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T

3 / P (85 # (B7)"7)ds > 0,

1,j€[d]:i#5 ¢
the cost J* (t, (Bs)i<s<T, (Ps)tSSST) is strictly higher than ul.

In words, the above says that (((8%)"7 = (u’ — ul)1); je[a]:izs)t<s<r is the unique optimal control. In
fact, the solvability of the equation (4.2) is guaranteed by the following lemma.

Lemma 4.2. For P = (P,)o<i<T as before (satisfying (2.21) and (2.22)), (4.2) has a unique (progressively-
measurable) solution ((u});c[ay, (V;’]’k)i,j,ke[[d]];j;ek)ogth such that ((u})iefa))o<t<t s almost surely bounded
by a deterministic constant and ((Z/Z’j’k)i,j,ke[[d]]:j;ﬁk)ogth satisfies

Z/Pl )|’/t’jk

leld] o

2dt] < 0.

RRIEC

Abusively, such a solution is said to be bounded.

,J,kE[[d]] J#k

The two lemmas will be proved in Subsection 4.1.3 below. For the time being, we observe, by combining the
two of them, that, for a given P = (P,)o<;<7 satisfying (2.21) and (2.22), the solution to the optimal control
problem (2.26) is entirely described by the SHIB equation (4.2), as it suffices to solve the forward equation
(2.24) with (817 = (ul — u{)+)i7j6[[d]]:i¢j)0§t§7~ therein. Now, Definition 2.6 implies that an environment
P is a solution to the MFG in hand if and only if it solves the forward equation in the forward-backward

system:
aF = Y (PJ +(ul —ui)y) — Pi(p(PY) + (ui —ul) 4 )dt+z—: 3\ PiPAW,,
jeld] jeldl
dut = —(Z (P [ul —ui] + H(uy) + fi(t, Pt)>d (4.4)
Jeldl
€ P zw ijii i3,k q1179:k
— 7 Z 72 — )dt + Z vy th ,
setarini | T jkeld]:g#k
with (P§ = po,i)icfaq) € Sa—1 as deterministic initial condition for the forward equation and (uf =

9" (Pr))ic[a) as terminal boundary condition for the backward equation. System (4.4) is the (stochastic)
MFG system that characterizes the solutions of the MFG described in Definition 2.6. Hence, proving Theo-
rem 3.2 is here the same as proving that (4.4) is uniquely solvable (within the space of processes that satisfy
the conditions described in Proposition 2.4 and Lemma 4.2).
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4.1.8. Proofs of Lemmas 4.1 and /.2

Proof of Lemma 4.1. Call ((Q%);c[a)t<s<7 the solution to (2.24) with Q; = d;; for some [ € [d] and expand

d< +/ S Qi(fi(r Py ;Zwiﬂ?)d?ﬂ)
i€d]

t icldl J#i

== Qi( > (Pl —ul] + H(us) )ds f S aQ Z piiid — i) ds

i€[d] j€ld] i€[d] VE) (45)
£33 (@R + ) — Qi(elPd) + 5) s+ 5 37 @4 S 1819 Pas
ie[d]  jeld] ield]  j#i

S QY W W S R s,

icld]  jeld] Jikeld]:i#k

where (mg)i<s<7 is a uniformly integrable martingale. On the last line, the dot in the first term is used to
compute the underlying bracket. On the second line,

> ul > (QUe(P) = Que(PD) = >0 3" Qi (ut —ul) = 0 D" Qup(P) (] - ul),

1€[d] j€ld] i€d] jeld] i€d] jeld]

which cancels out with the first term on the first line. Moreover,

=Y QU )+ Y (@A - Qi) 45 Y QLY [P

i€[d] i,5€[d] ield] g
1 . . . ) . . . 1 ) ..
=5 2 @y (u—ul)i = Y0 QLY B (uh—ul) + 5 Y QLY I
icld]  j#i i€ld] g i€ld] g
1 . . ) ) L ) 1 ) .
>0 2 QD (i—ul)f = Y QLY B (ug—ul), + 5 > QLY 1BV
i€[d] j#i ie[d] e ie[d] J#i
1 ) . ) )
=5 20 QLY |8 — (ul — il
i€[d] j#i

the inequality being in fact an equality if § = 5*.
It remains to compute the bracket on the last line of (4.5). We get

7 i Z W” Wg’] . Z V;’j’deg’k = 7 Z — (1/’ AJ Vﬁ’j’i)ds,

J€ld] J,keld]:i#k j€ld]:j#i

which cancels out with the last term on the first line of (4.5).
Integrating from ¢ to T and taking conditional expectation in (4.5), we then deduce that

T
> Qi+ 38| 0 [ @118 — (ud — o Pas] 7Y

i€[d] i€ld] % J#i

T
<E|Y Qi+ [ 3 QU e R + 5 X100 P)as| 7,

ic[d] Y ic[d] J#
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the inequality being an equality if 3 = 3*. Recalling that Qi = d;, this is what we want. O

Proof of Lemma 4.2. First Step. The first step of the proof is to consider a truncated version of (4.2). Hence,
for a given constant ¢ > 0, we consider the equation

duf = —( Y o(P)[uf — ] + Hilw) + F(t. P) \/; o
J#l

JEld]

+Y vt awg
i#k
uZT - gl (PT)7
where H! stands for the truncated Hamiltonian
:,,Z 21 + (2¢(yi — yj) — ) iyy>e)) = (y;)eal-
{yz yj<‘/} y] {yw yj>¢} ’ y y] ]Eﬂd]]
jeld]

Then, (4.7) is a backward equation with a time dependent driver that is Lipschitz continuous with respect

to the entries (U@z‘e[[d]] and (VZ’J’k)i,j,ke[[d]]:j;ék, the Lipschitz constant with respect to the entries (u%)ie[[d]]

being bounded by a deterministic constant C' (possibly depending on ¢) and the Lipschitz constant with
i3,k .

respect to (v,”""); j.ke[d]:j2x being bounded by

€ 1 1/2
=Gl m]

1€[d]

in the sense that (using the fact that the driver is linear in (I/Z’j’k)i)j7k€[[d]];j¢k)

ST Sy —a]) " < (T [ e -a])

ic[d] “ii icld] -7t i
1/2 1/2
[ A 5 ]
ic[d] i,j€[d]:g#i
1/2
| 3w
i,gE€[d]:j#i

By Proposition 2.3 (with A = 2d — 1 and 7 > 60¢?) and from the condition k > (61 + d)e? together with
Hélder’s inequality, we notice that E[exp(2¢? > ieqd] fOT(l/PSl)ds)] < 0. Then, by [33, Theorem 2.1 (i)]
(with, using the notations therein, v = 1, f; a positive constant, ¢; a non-negative constant, So = 2 and
c2(t) = ¢), there exists a unique solution to (4.7) satisfying

IEETACICHY / sl < .

ie[d] leld] o

T t
1

[/exp( / ) ik 2 4 1—|— Z /ﬁds |u|? dt] < 00.

0 o’

.7, kE[[d]] £k le[d] o
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Second Step. We now prove that we can find a bound for the solution that is independent of ¢. To do
so, we follow the proof of Lemma 4.1, noticing that the Hamiltonian H, introduced in the first step is
associated with the same cost functional J as in (2.26) except that the processes ((ﬁ;’j)ogtg:r)i7je[[d]];i¢j
therein are required to be bounded by ¢, and similarly for J! in (4.1). In particular, u! defined in the
first step satisfies u} = ess infg.gij <. T (t, (Bs)i<s<r, (Ps)i<s<r). Call now ((Q%);eqap)i<s<r the solution to
(2.24) with Q; = 6;; for some [ € [d] and 8 = 0. Then, by (4.6) (but with the solution ((u});ca))o<i<T tO
(4.7) and so with the new Hamiltonian)

T
@B Y Qpit [ 3 Qs n) g T Is Pl 7|,

ie[d] Y ield] j#i

Here, 8 = 0 and u}. = ¢*(Pr), which provides an upper bound for ((U{%)le[[d]])OStSTa by using (2.23) and
the L bounds on f and g. Importantly, the upper bound is independent of c. In order to obtain a lower
bound, we call ((Q%);efap)i<s<r the solution to (2.24) with Qi = §;; for some ! € [d], given an open-loop
strategy B whose coordinates are bounded by c¢. Using again the bounds on f and g, we get

T
Tt (Blisssr, (Polisssr) = E [ 3 Qpuly + / 3 QU(fi(s, P + %Z 819 12)ds | FY }

i€[d] v i€[d] J#i
T
22 Y @t - [ 3 Qi leds| 7Y 2 -0
i€[d] t €[d]

by (2.23), for a constant Cy independent of ¢ and 8; so u} > —Cp.

In the end, we may find a constant Cy such that, whatever the value of ¢ in (4.7), the solution is bounded
by Cy. We deduce that, whenever ¢ > 2Cy, the solution of (4.7) is also a solution of the backward equation
(4.2). This proves the existence of a bounded solution to (4.2). As for uniqueness, it suffices to notice that
a bounded solution to (4.2) is also a solution to (4.7), but for a large enough ¢ inside. Hence, we get that
any bounded solution to (4.2) is bounded by Cj, which shows uniqueness. 0O

4.2. Proof of Theorem 3.2: existence and uniqueness of an MFG equilibrium

The system (4.4) is what we call a forward-backward stochastic differential equation. But, differently
from most of the cases that have been addressed so far in the literature (see for instance [11, Chapter 3]),
solutions to the forward equation are here regarded as processes with values in Sz_1. This requires a special
treatment, which is the main rationale of our paper. Whatever the setting, a standard strategy for solving
forward-backward stochastic differential equations (at least in the so-called Markovian case, see for instance
[52,22]) is to regard the system formed by the two forward and backward equations as the characteristics
of a system of parabolic second order PDEs. In our framework, this system of PDEs is precisely the master
equation (3.6)—(3.7). Therein, the unknown is the tuple of functions (U");cpqp, each U’ standing for a real
valued function defined on [0, T] X S4—1. Accordingly, the master equation is formally obtained by imposing
ui = U'(t, P;) and expanding U using It6 formula; this is basically what we do later for proving Theorem 4.3.

The precise connection between the master equation and the MFG system (4.4) is given by the following
statement, which is in fact a general feature of MFGs: Once the master equation is known to have a unique
smooth solution, the MFG should be uniquely solvable.

Theorem 4.3. Assume that there exists a d-tuple (U, --- ,U) of real valued functions defined on [0, T]|xSq_1
such that, for any i € [d]), U belongs to the Wright-Fisher space %\}vﬁy /2,24 ([0, T) x S4—1) for some~' >0
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(see §3.2.2 for the definition), and for any (t,p) € [0,T] x Int(Sq_1), equation (3.6) holds at (t,p). Then,
for any (deterministic) initial condition (po,i)icfa) € Sa—1, with po; > 0 for any i € [d], the MFG system
(4.4) has a unique solution (Py = (Pf);cqa, ue = (uf)icqa), Ve = (Vz’j’k)i7j7keﬂdﬂ:j;ﬁk)OStST in the class of FW -
progressively-measurable processes (P, = (]Sti)ie[[d]],fit = (U})iepa), ¢ = (Zf’j’k)i’jyke[[dﬂ:j;ék)ogtST such that
(ﬁt)ogth is continuous and takes values in Sq—1, (Ur)o<i<T 15 continuous and is bounded by a deterministic
constant and (Vy)o<i<T Satisfies IEUOT exp(g? > ied fot(l/Psl)ds)|ﬁt|2dt} < o0. The solution satisfies, dP
almost surely, for all t € [0,T] and all i € [d], u! = Ui(t, P;), and, dP ® dt almost everywhere, for all
i.j,k € [d], with j # k, v}7" = Viik(t B, where
5

VEIk(t p) = 7 (0p,U"(t,p) — 0, U*(t, ) \/PiDk-
We notice that Theorem 3.2 from the above theorem, thanks to what we discussed in §4.1.2.

Proof. The proof is inspired by [52], but the fact that the master equation is set on the simplex makes it
more difficult. Also, we recall that k > (61 + d)&2.

First Step. In order to prove the existence of a solution, one may first solve the SDE

ap; = 3 (P [e(P) + (U7t P) = U ()] = Pilp(PY) + (Ut P) = U7t ) ] )t
jeldl

e > \PPAW,, teo,T), (4.8)
jeldlgi

with po = (po,i)icfqp as initial condition. Solvability is a mere consequence of Proposition 2.2.

Then, it suffices to let u! := Ui(t, P,) and v/"F := Viik(t, B,), for t € [0,T] and i, j, k € [d], with j # k.
By It6’s formula (see the next step if needed for the details), we may easily expand (ul)o<i<7 and check
that it solves the backward equation in (4.4). (The fact that the second-order derivatives are just defined on
the interior of simplex is not a hindrance since (P;)o<;<7 does not touch the boundary, see Proposition 2.2.)
Obviously, the processes ((uf)o<t<7)icfa) and ((l/ti’j’k)ogth)i,j,ke[[d]];#k are bounded and hence satisfy the
required growth conditions.

Second Step. Consider now another solution, say

(((ﬁti)OStST)ie[[dﬂa ((@o<e<t) sepap ((if’j’k)ogtST)i,j,ke[[d]]:#k)

0 (4.4). We denote U} := Ui(t, P,), 81,].[7? = Diji(t,]St), 8§jpkﬁti = Df,jpkUi(t,IBt), for t € [0,7] and
i,j,k € [d], j # k. Thanks to the fact that U’ € CV2([0,T] x Int(S;_1)), we can apply Itd’s formula to
({UYi(t, P,))o<e<r (which obviously coincides with (Uf)o<;<7). We get (the computations of the various

intrinsic derivatives that appear in the expansion are similar to those in (3.7))
(3 (3 (3
v} = {@Ut +5 > (Ploj - PPNo;,, Ui
Jkeld]

b S0 B [pP) + 0 - 0] (0,01 - 0,T) Jat

J:keld]
€ 555 7 r7i ,
5 2 VRE (00,07 = 9, 0F) aw*
j.keld]:j#k

- _{Hi((?t) +ER)+ > (P[0 - U

J€ld]
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~ ~. ~. e ~ ~ ~. ~. .
+e’ Z P} <8piUtz_aijtl) }dt'*‘ﬁ Z V P/ PY (aijZ_apkUg) dwi*,
jeldl Jkeld]:g#k

where in the last equality we used the equation (3.7) satisfied by U. This prompts us to let

Vi = S\ BIBE (0,00 - 0,0), tel0.T], ijkeld, j#k

V2

Subtracting the equation satisfied by ((ai)ie[[d]])OStSTa we get

d(ﬁ:‘—m')=—{Hi<a>—Hi<at>+Z (P07 — i — (0 — )

j€ld]
Z Vz J ~z ,8,] (VZ,J N ~Z,]7 ) dt
f ! Pl

+ ) (VR —apRawit, te 0,1, ie[d].
dkeldli#k

Consider now
t 1
ey := exp <52/ Z ?ds>, t e [O,T].
o J€ld] ~*

Then, by It6’s formula, we obtain, for any t € [0,T],

T
a0t -+ [ eldi-mP (2
t

T

-2 <Uz—a>{Hl<U> @)+ Y (P[0 - - (0 - )

j€ld]

pJ
[4s Py Vz Y 1,] (Vl,j i 7] l)) }ds (4.9)
Pz
JE[[d]]

T
+2 / e(Ti—a) S (Vik gk,

/ j.ke[d]:j#k

.2
)ds—i—/es Z ‘mG Z,J,k‘ ds

Je[[d]] Jyke[d]:i#k

By Proposition 2.3 (together with Remark 2.5), with A = 2d — 1, v > 60? and x > (61 + d)&? therein,
and by Holder’s inequality, E[e? 7] is finite. Since ((ﬁti)ie[[d]])OStST and ((4})seqap)o<t<r are bounded (by
deterministic constants) and ((V;" )Zj’ke[[d]]:j;ék)ogtST and (@ )ic[d]:j#k)o<t<T are square-integrable,
all the terms in the right-hand side have integrable sup norm (over ¢ € [0,77]); as for the last term in
the right-hand side, the latter follows from Burkholder-Davis—Gundy inequalities. Also, we can treat the
difference H*(U,) — H ‘(u5) as a Lipschitz difference, since U and @ are bounded. Hence, taking expectations
and applying Young’s inequality, we can find a constant C such that

T
~ . 2
]E{eﬂUZ—ﬂ;|2+/EZeS|U;—ﬂ;|2( >d3—|—/es Z ’{/mk ~l]k’ d]

t JE[[d]] t J.keld]:j#k
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T T
<oy E[/esﬂ?ﬁ —ﬂilzds] +52E[/§|ﬁ§—ﬂil2ds}
. P
JEld]l % t 0
—HE[/es S |- d]

J.keld]: J;ﬁk

We obtain,

T
S Eleli -wp] <o Y [E[eltr - @P]as
Jeldl JEld] %
and thus Gronwall’s lemma yields, for any i € [d] and any ¢ € [0, T,

P (a;‘ =i = Ui(t,ﬁt)) =1

This permits to identify ( t)0<t<T with the solution of (4.8). It is then pretty straightforward to show that
(W)o< i< coincides with (u})o<;<7, for each i € [d], and then that (7;”"*)o< ;<7 coincides with (v;7"")o<;<r,
for each i,5,k € [d], j #k. O

4.8. Proof of Theorem 3.4: unique solvability of the master equation

In order to establish the unique solvability of the master equation (3.6)—(3.7), the first point is to observe
that it may be rewritten in a somewhat generic form. Indeed, for a given coordinate i € [d]], we may let

Bi(t.p.y) =)+ Y pelyn—v), —p; Y [# —u) ] +e2(0i; —pi),
ke[d] ke[d]
_ _ _ (4.10)
Fi(t,p,y) = H'(y) + ['(t,p) + D o) (4 — vi),
keld]
where t € [0,T], p € Sq—1 and y = (yr)re[q] € R?. Recalling (4.3), we may rewrite (3.7) as
OU" (t,p) + F'(t,p, U(t,p)) + > Bi(t,p, U(t,p))0,,U'(t,p)
jeld]
e? i 411
t3 > (ibik — pipr), Ut p) =0, (4.11)

jkeld]
UY(T,p) = g'(p),

for t € [0,7] and p € Int(Sq—1), with the shorten notation U(t, p) = (U*(t,p));ea)- For sure, we could write
(3.6) in a similar form. In fact, what really matters is that

> Bit.p.y) =0,

j€ld]

for any i € [d], t € [0,T], p € Int(gd_l) and y = (yi)ic[q) € R?, and that B;(t,p, y) > 0 whenever p; = 0.
In the sequel, solvability of (4.11) is addressed in several steps. The first one is to address the solvability
of the linear version of (4.11) obtained by freezing the nonlinear component U in B* and F*; as we make it
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clear below, this mostly follows from the earlier results of [28]. The second one is to prove a priori estimates
for the solutions to the latter linear version independently of the nonlinear component U that is frozen in
the coefficients B* and F*; this is where we invoke Theorem 2.10. The last step is to deduce the existence
of a classical solution to the master equation by means of Schauder’s fixed point theorem.

4.8.1. Linear version
We first establish a preliminary solvability result for the linear version (2.27), keeping in mind that it
should be reformulated in intrinsic derivatives as follows:

Opu(t,p) + Y (so(pj) +b;(t,p) +pjb§(t,p))0pJU(t,p)

Jeld]
€2 (4.12)
+ 5 D (P — pipr) 0y u(t.p) + h(tp) =0,
j.keldl
u(Ta p) = E(p),

for (¢,p) € [0,T] x Int(S4_1) (Int(S;_1) being here regarded as a subset of Sg_1), where we recall that
b= (bj)je[[d]] : [O,T] X Sg-1 — (R.;,.)d, b° = (b}?)je[[d]} : [O,T] X Sg—1 — Rd, h : [O,T] X Sg—1 — R and
{:S45-1 — R are bounded and satisfy

> (w(pj) +b;(t,p) +ij§"(tvp)> =0, t€[0,T], peSi. (4.13)
Jeld]

Our solvability result is

Lemma 4.4. Assume that the functions (b;);cpay and (b5)jefa) are in (5\7\/; "([0,T] x Sq—1), that h is in

65"/4’17/2([0 T| x S4—1) and € is in Ci\?v—;nm(sd 1), for some n € (0,1). Then, equation (4.12) has a unique
classical solution in the space %Hn/ 2Jr77/2([0 T] X Sq-1)-

Proof. For a fixed ¢y € [0,T], we rewrite (4.12) in the form

2

Opu(t,p) + Y (@(pj)+bj(to,p)+pjb§’(to,p))°pﬂ(t7p) + % > (pidik — pjpr);,,, ult,p)
j€ld] J,keld]
+ ) ( (t,p) + p;b5 (t,p)) — (b;(to,p) +pjb§-(to,p))>°pJU(t,p) + h(t,p) =0, (4.14)
j€ld]
u(T,p) = L(p),

for (t,p) € [0,T] x Int(Sq_1). Our first goal is to solve the equation on [to, T] x Int(Sq_y) provided tg is
chosen close enough to 7'

In order to solve the above equation, we define the following mapping. For a vector-valued function
w = (w;)jeqq) : [0,T] X Sq—1 — R* whose components are in %\;’V/lf’"/g([(), T] x S4—1), we call v the solution
of the equation

2

° 13
Ow(t,p)+ > (w(pj)+bj(to,p)+pjbj(to7p))0pjv(t,p)+5 > 08k — pipr)0;
j€ld] j.keld]
+ Z( (t,p) + p;b5(t,p)) — (bj(tom)+pjb§(to7p)))wj(t,p)+h(t,p) =0,

jeld]
o(T,p) = £(p),



E. Bayraktar et al. / J. Math. Pures Appl. 147 (2021) 98-162 135
for (t,p) € [to, T] x Int(S4_1), the solution being known, by [28, Theorem 10.0.2], to exist and to satisfy

Vll140/4,.240/2:t0.17) < C'(||€||2+»7/2 W lnyamy2iit0.1 + Hth/4,n/2;[to,T])a (4.15)

where we added the notation [tg, 7] in the Wright-Fisher norm in order to emphasize the fact that the
underlying domain is [tg, T] x Sq—1 and not [0,T] x S4—1, and with

W(tp)i= Y ((b5(t,0) + ps85(6,)) = (bs(to,p) + 2,5 (o, ) s (L. p).
jeldl

Clearly, we can find a universal constant ¢ > 0 such that

HWH n/4,m/2[to,T sc Z ||B;||n/4,n/2;[t0,T}ij||n/4m/2;[to,T}’
jeld]

with

B;(t,p) = bj(t’p) +pjbjo(tﬂp) - (bj<t07p> +pjb;(t0ap))7 (t7p) S [tO;T] X Sdfl-

Now, we can find a constant C, only depending on the Wright-Fisher norm of b = (b;);¢[qp such that, for
any s,t € [to,T] and any p,q € Sg—1,

|b(tap) — b(to,p) — (b(s,q) — b(t07Q))|
— |b(t,p) — blto, p) — (b(s,9) — blte, @) | *[b(t, p) — b(to, p) — (b(s,q) — blto,q))|">
(Jb(t.) — bto.)]| + [b(s.0) — bito.)]) (|b<t,p>—b<s,q>|+yb<to,p>—b<to7q>!)”

<C
< O — o) (It = 5" + |V - val""?)
which shows that the Wright—Fisher Holder norm (of exponents (1n/4,1/2)) of b—b(to, -) is small with T'—t
(it is easy to see that sup norm is small with T' — ¢). Proceeding in a similar way with the other functions
entering the definition of B°, we deduce that the Wright—Fisher Holder norm (of exponent 1/2) of B° is
small with T — ¢g.

Therefore, Schauder’s estimates (4.15) imply that, for 7' — ¢ small enough

1
[0polln/am/2iite 1) < C<”€”2+Vl/2§[t0,T] + ||h||n/4,n/2;[to,T]) + 5wl a0 00,710

for a constant C' which is independent of w and to. This shows in particular that [[0,v|l,/4./2:1t0,7] <

2C(1ll24,1t0,77 + I7lln/a,m/2:(t0,71) Whenever [[wlly 4 20,77 < 2C([[€l24n, 120,77 + [[Rlln/a,n/2:(t0,71)- In par-
ticular, the map w ~ v preserves a closed ball of [%\7,7\/1;1’"/ 2([to,T] x Sg-1)]%. By linearity, the map
w — v is obviously continuous from [(fg‘,’#’n//z([to,T] x Sq_1)]¢ into itself, for any o’ € (0,n]. By
Schauder’s theorem (regarding any closed ball of [%&V/;’"/ *([to, T] % Sq_1)]* as a compact subset of
[‘5\7‘,’144’"//2([150,T] x Sq—1)]%, for ¥ € (0,n)), we deduce that there exists a solution v to (4.14) (and hence
to (4.12)) in %1+n/4,2+n/2([t T)] x Si—1) (so on [tg,T] x Sq—1). By iterating in time, we deduce that there
exists a solution to (4.12) on the entire [0,7] X Sq—1 in the space %1—5-?7/4 2447/2([0 T)| x Sq—1).

Uniqueness follows from a straightforward application of Kolmogorov representation formula, see Propo-
sition 5.1 if needed. O
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4.8.2. Fized point argument via Schauder’s theorem
Here is now the last step of our proof of Theorem 3.4, which strongly relies on Theorem 2.10.

Proof of Theorem 3.4.
Ezistence. The proof of existence holds in two steps.

First Step. We first consider the following nonlinear variant of (4.12):

U (Ep) + Y (lpg) + b (Ep, U D)) + i3 (0. U(E:p) )05, U (8, )
jeld]

52

+ 5 Y (k= pipr) 0y, U (Ep) + B (£, U (L p) = 0,
J.keld]

UYT,p) =g'(p).

(4.16)

where for any i € [d], b' = (%)je[[d]] 1[0, T) x Sq—1 x RT— (R1)%, b° = (b7)jeqay : [0,T] x Sa—1 % R — R4
and h' : [0,T] x S4—; x R? — R. We are going to prove the existence of a solution U = (U,--- ,U?) to
(4.16) whenever, for some constant Cy > 0, the functions (b);e[qp, b° and (h*);c[q) are bounded by Cp and
satisfy the following regularity properties

|bl(t’p,y)*b S yd, 2 {+‘botp, )71)0 $,4,% |+|h tpv ) hi(qu,z)|

(4.17)

< Co(jt = s + IV~ val" +ly - z),
for i € [d], s,t € [0,T], p,q € S4—1 and y,z € R Without any loss of generality, we can assume that
SUp;c(a l9%]]1.00 < Co. Existence of a classical solution to (4.16) is then proved by a new application of
Schauder’s fixed point theorem. To do so, we call n and C' the exponent and the constant from Theorem 2.10
when ||b]| s, ||0°] . We then take an input function V = (V1,... V%) €
[G27([0,T] x Sg_1)]¢ such that, for each i € [d], Vil 2, < C. By Lemma 4.4 with 7 therein being
replaced by min(n, ), we can solve (4.16) for each ¢ € [d] when, in the nonlinear terms, U is replaced by
V. We call U = (U',--- ,U?) the solution. It belongs to [%H—’v fa2ty ([0,T] x S4-1)]*. By Theorem 2.10,

it also satisfies HUiHn/Zn < C, for each i € [d]. Revisiting if needed the proof of Lemma 4.4, there is no

difficulty in proving that the resulting map V + U is continuous from [‘5{,7\,%2’"/([0, T] x S4—1)]% into itself,
for any 1’ € (0,n). This permits to apply Schauder’s theorem.

Second Step. The goal now is to choose (b');c[qp, b° and (h');efq) (and hence Cy as well) accordingly so
that the solution to (4.16) is in fact a solution to the master equation (4.11). In order to proceed, we follow
the same idea as in the proof of Lemma 4.2 and recall the truncated Hamiltonian

i 1
Hc(y) = 75 Z [(yl - yj)il{yi—ngc} =+ (2c(yz - yj) - CQ)I{yi—yj>c}]> Y= (yj)je[[d]]a
jeldl

for a constant ¢ to be fixed later. Also, for another constant I', the value of which will be also fixed later
on, we call ¥r the function

r if |r] <T,
= R.
vr(r) { [sign(r), if |r| > T, "e

Given these notations, we let (compare with (4.10))
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b;(tvpa y) = Z Dk mln( Y — y]) ) +€26i7j7 Z7.] S [[d]]a

keld]
b;(t,p7 y) = — Z [ —l—mln(c (yj — yk)+)} -2 jeld], (4.18)
ke[d]
B(t9) = o (B + £+ 3 lo)orls - ). i L

jeld]

for (t,p,y) € [0,T] x Sq—1 x R?. For a given value of ¢, we can choose I' (hence depending on ¢) such
that all the above coefficients are bounded by I'. Moreover, the coefficients satisfy (4.17) for a suitable
choice of C therein (notice in this regard that this is the specific interest of the second occurence of ¥r to
force the whole term to be jointly Lipschitz in (p,y)). By the first step, there exists a classical solution, say
U= (U', - ,U%), to(4.16). As in the proof of Theorem 4.3, we can represent U through a forward-backward
stochastic differential equation. Following (4.4), the backward equation writes

dul = —h'(t, P, us)dt U v — ) de + Z v RAW IR, (4.19)
jeld]

J-keld]

with u. = ¢*(Pr) as terminal boundary condition, where (P;)o<i<7 is the solution to the corresponding
forward equation (but there is no need to write it down). The key point here is to observe that h® is at
most of linear growth in w, uniformly in (¢,p), the constant in the linear growth depending on ¢ but not
on T. By considering the drifted Brownian motions (W, = W7 — fot(a\/Pig)/(\/Q—IDSi)dS)OStST)jGHd]]:j#i
and ((W,7" = Wj" + fo eV P])/(\/2Pi)ds)o<i<T)jeld]-j-i» for a given value of i € [d], we can apply
Glrsanov theorem to get rid of the second term in the equation for (uf)o<;<7 in (4.19), the application of
Girsanov theorem being here made licit by Proposition 2.3. We easily deduce that, with U as in (4.19),
U, oo < C(1+ ftT |U(s,)|locds) and then deduce that U and hence (u:)o<i<r are bounded by a
constant C' that depends on ¢ but not on I'. In particular, it makes sense to choose I' large enough such
that, for y = (y;);epqy with |y| < C, hi(t,p,y) in (4.18) is also equal to

Wit,p,y) = Hi(y) + f(t.p) + > o) (y; — i)

J€ld]

It says that the backward equation (4.19) identifies with the backward equation (4.7) in the proof of
Lemma 4.2. But the point in the second step of the proof of Lemma 4.2 is precisely to show that the
solution to (4.19) can be bounded independently of ¢. In words, we can find a constant Cy, independent
of ¢ (and of course of I') such that U = (U");c[q is bounded by Cj. Then, choosing ¢ > 2C; (and T large
enough as before), we have that, for any y = (y;);e[q) With |y| < C1, and any (t,p) € [0,T] x S4—1 and
i,j € [d],

with B® and F? as in (4.10). This shows that U = (U, -+ ,U%) solves the master equation (4.11).

Uniqueness. By Theorem 4.3, we know that, for any initial condition py = (po,i)icfq) € Int(Sa—1), the
system (4.4) has a unique solution. Hence, for any two solutions U and U’ to the master equation, one
has U(0,pg) = U’(0,pp). Since pg is arbitrary, we get that U(0,-) and U’(0,-) coincide on Int(S'd,l). By
continuity, they coincide up to the boundary. Here, the initial time is arbitrary and we can replace the initial
time 0 by any other initial time ¢ € (0,7). O
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5. Proof of the a priori Holder estimate

The proof of Theorem 2.10 is the core of the paper. The main ingredient is a coupling estimate for the
diffusion process associated with the linear equation (4.12), see the statement of Proposition 5.3. Whilst
this approach is mostly inspired by earlier coupling arguments used to prove regularity of various classes of
harmonic functions (see for instance [20,21,26,51]), we here need a tailored version that fits the specificities
of Kimura operators. In short, the coupling estimate we obtain below does not suffice to conclude directly
in full generality. In fact, it just permits to derive the required Hélder estimate in the case d = 2. In the
higher dimensional setting, we need an additional argument that uses induction on the dimension of the
state space to pass from the coupling estimate to the Holder bound; see Remark 5.4 for a first account and
Subsection 5.2 for more details. In short, the rationale for this additional induction argument is that the
coupling estimate obtained in Proposition 5.3 blows up near the boundary, except when d = 2. As for the
induction argument itself, it is based on a conditioning property that is proper to Kimura type operators:
Roughly speaking, the last d — m coordinates of the diffusion process associated with the linear equation
(4.12) (see also (2.27)) behave, conditional on the first m coordinates, as a diffusion associated with a linear
equation of the same type as (4.12) but in dimension d —m instead of d, see Proposition 5.2 for the complete
statement. It is worth mentioning that our induction argument is inspired by the work [2]. Therein, the
authors prove a gradient estimate for simpler and more regular forms of drifts by iterating on the dimension
of the state space. Differently from ours, their approach is purely deterministic: As a result, the conditioning
principle exposed in Proposition 5.2 manifests implicitly in [2] through the form of the underlying Kimura
operators.

Throughout the section, we are given coefficients b = (b;);c[q], b° = (b7 )ic[ap, b and £ as in the statement
of Theorem 2.10. Then, the aforementioned diffusion process associated with (4.12) is given by the following
statement.

Proposition 5.1. Consider ¢ as in (2.19) with § € (0,1) and k > £2/2, for ¢ > 0. Then, the stochastic

differential equation

dPi = (@(Pj)—i—bi(s,PS) +P§b§(s7PS))dt+5\/Pg S VPIAWY, seltT), i< [d], (5.1)
jeld]

is uniquely solvable for any initial time int € [0,T] and any (possibly random) initial condition in Int(Sg_1).
Moreover, the coordinates of the solution remain almost surely strictly positive. In particular, for any (t,p) €
[0,T] x Int(S4_1), for any [t, T)-valued stopping time T (with respect to the filtration FW ), any function u
as in the statement of Theorem 2.10 (with (2.27) therein being replaced by the more rigorous version (4.12))
admits the representation

T

u(t,p) = E [U(T, PL?) + / h(s,Pj”)ds], (5.2)

t

where PYP s the d-dimensional process whose dynamics are given by (5.1) and starts from p at time t. In
particular, the L bound in Theorem 2.10 holds true.

Proof. Strong existence and uniqueness may be proven in Proposition 2.2 (Equation (5.1) is slightly more
general than the equation handled in Proposition 2.2, but the proof works in the same way). Representation
of u is a straightforward consequence of Itd’s formula (as in the proof of Theorem 4.3). O
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Tt is worth observing that, taking 7 = T in (5.2), u has the (standard) representation:

u(t,p) = { ¢(PP) —|—/h s, PbP)d ] (t,p) € [0,T] x Int(S4_1), (5.3)

which is of course very useful to us. Indeed, using a standard mollification argument (taking benefit of the
fact that the coefficients (b;);cfqy and (bf);c[qy are continuous), we can easily approximate the coefficients
(bi)ieqay and (b5);eqp for the sup norm by sequences of coefficients ((b}');cfap)n>1 and ((b;")ic[a))n>1 that
are time-space continuous and Lipschitz continuous in the space variable (uniformly in the time variable).
Hence, if we prove that u in (5.3) satisfies the Holder estimate stated in Theorem 2.10 for coefficients (b;);c[q]
and (bf);e[q that are Lipschitz continuous in space (uniformly in time), we can deduce that the same
holds when (b;);cfq) and (b7)ic[a) are merely continuous by passing to the limit along the aforementioned
mollification. !¢

In other words, we may assume for our purpose that (b;);cfqy and (b7)icfay are Lipschitz continuous in
space, uniformly in time, provided that we prove that the resulting Holder estimate does not depend on the
Lipschitz constants of (b;);cjay and (b);e[qg-

Throughout the section, we assume that, as in the statement of Theorem 2.10, ¢ is in (0, 1).

5.1. Preliminary results on coupling and conditioning

5.1.1. Conditioning on the m first coordinates

The core of the analysis is based upon the probabilistic representation (5.2) and in turn on the properties
of the process P = (P}, .-+, P#)o<i<r solving equation (5.1).

As we already alluded to a few lines before, our general strategy relies on an induction argument based
upon the dimension of the state variable. This is precisely the goal of this paragraph to clarify the way we
may reduce dimension inductively. Generally speaking, the arguments are based on a conditioning argument.

In order to make it clear, we rewrite (5.1), but using (at least for the sole purpose of the statement of
Proposition 5.2 right below) the letter X; instead of P; for the unknown:

AX; = (p(X]) +bilt, Xo) + X[b3(t, X0) )dt + 2/ X[ 30 \/X[aW, e fto, 7], i [, (54)

Jjeld]

for a given initial time ty. Our rationale to change P, into X; is motivated by the fact that we feel better
to keep the letter P; for the new state variable once the dimension has been reduced. The objective is then
to write the law of (X¢)s,<¢<7 in the form

(5.5)

law o,1 o,m o o d—
(Xt)tOStST: (Pt a"'aPt agz(Pt)Ptla"'agz(Pt)Pt m)

to<t<T’
where P° = (P2 = (P>', -+ PY"™))io<t<r and P = (P, = (P},--- , P&™));,<i<7 are new stochastic
processes taking respectively values within the set S, = {(p$,---,p%) € (Ry)™ = 37 p¢ < 1} and
Sa—m—1=1{(p1, " ,pa—m) € (R )™ : ZZ 1 pi = 1}. Above, < is given by

= U= 05+ p5), (5 ph) € S

16 As noticed in Remark 2.11, we may think of adapting the argument when (bi)icpayg and (b7)segqy are just measurable. In such
a case, we could no longer approximate them in sup norm and we should work instead with some L? norm. This should require to
control the mean occupation measure of the process P¥? in terms of this L? norm. We believe that this is possible thanks to the
ellipticity property of the operator inside the domain.
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Proposition 5.2. Given coefficients (b;)icfay and (b7);c[q) as in the statement of Theorem 2.10, there exist
new coefficients

. (Ei)ie[[d—m]b with values in (R4 )™, that are bounded by a constant that only depends on (||bil|oc)icfa
o (b9)ic[d—m], with values in R™™, that are bounded by a constant that only depends on (||b;||sc)ica) and

(167 oo )icqar
and that are Lipschitz continuous in space uniformly in time such that

o whenever § € (0,1) and k > £2/2, N

o for any family of antisymmetric Brownian motions W' = (W: = (W?w)i,je{[d]];i;éj)ogth of dimension
d(d —1)/2 that is independent of W = (W; = (Wi7j)i)jeﬂdﬂ:i¢j)ogt§T,

o for any given initial condition (tg,p°,p) € [0,T] X Sy X Sa—m—1,

the system

dPti = §_2<Pto)(50<§2(Pto)Pg) +gi(t’Pto7Pt) +Pti5§(t7PtO’Pt)>dt

“Wpg) YD \PRAW, ield-ml,
jEld—m]:ji

dPto’i = (@(Pto’i) + bz’ (t, (Pt07§2(Pto)Pt)) + Ptibf (t7 pt07§2(Pto)Pt))dt

te > P PIAW Y pepe) /Pt Y PIAWT e [m],

jelml:ji jeld—m]

fort € [to, T], with (PZ, Py,) = (p°,p), has a unique strong solution, which satisfies the identity in law (5.5)
whenever (5.4) is initialized from (p°,<?(p°)p) at time to.

The proof of Proposition 5.2 is deferred to Subsection 5.4. Throughout, we denote by FW*W =
(.EWO’W)KKT the augmented filtration generated by W° = ((Wto’i’j)0<t<T)-,je[[dﬂ iz; and W =
(Wi Yo<rer)i Jj€[d]:i#j, the latter two belng implicitly understood as two independent collections of Brow-
nian motions such that W*"7/ = (W% — W°J%)//2 and W = (W — W) /\/2, when W° and W
are as in the statement of Proposition 5.2.

5.1.2. Main coupling estimate

Proposition 5.3. Assume that § in (2.19) belongs to (0, 1/(4\/_)) Moreover, take two initial conditions
(to,p°,p) and (to,q°,q) in [0,T] X S X Sq—m—1, withm € {1,---,d—1}, such that |p°|; := pl +- 4y, <
1/2, 1¢°l1 < 1/2, and |p — q| < §%/(64V/d). On the (filtered) probabzlzty space carrying W' and W, call
(Pe = (P>t PO™), P, = (PL -, P&™™))y<i<r the solution to (5.6) with (to,p°,p) as initial condi-
tion.

Then, for any n € (0,1), there exists a threshold ko > 2, only depending on n, € and (||b|lc)icfay (but
not on §) such that, for any kK > Ko, we can find a constant C, depending on 6, €, x, 10, (||billco)icap
(165 lloo)icgay and T such that, provided that |p — q|*/3 < T —to, there exists an adapted process (Qf =
Q- Q™) Qe = (QF, -+, Q™)) 1o<t<t that has the same law as the solution to (5.6) with (to,q°, q)
as initial condition and for which the following property holds true.
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If we call
B (VP AP, G (Yaho @), et
and
0 :=inf{s >ty : |]}O - ?: >|Py—Qs|}, pi=inf{s zjo : {~P§|1 > 3/4}, 5.7
o=inf{s>1to: |Ps— Qs| >6/4}, 7:=inf{s>to:|P,— Q| =0},
then

lp—ql**

P <TAOA <C ’
({ws <TAoNp}) < min, e (g (max(p;, ¢;))"

where wg :=w A S, withw :=pAoAo AT and S :=ty+ |p — q|*/>.
The proof of Proposition 5.3 is deferred to Subsection 5.3.

Remark 5.4. We now explain the difficulty when the dimension d is greater than or equal to 3 and the reason
why we need an induction argument to derive the required Holder estimate.

A naive way to proceed is indeed to choose m = 0 in the above statement. In such a case, the process
(PY,---,P¥=™) in (5.6) coincides with the solution (P!,--- P?) in (5.1). In other words, Proposition 5.3
with m = 0 reads as a coupling estimate for the solution to (5.1).

Let us now see what the right hand side of (5.8) becomes when m = 0. Up to an obvious change of
coordinates, we then may assume that min,ecq)(max(p;,q;)) = max(pi,q1), in which case the right-hand
side of (5.8) writes |p — ¢|*/'?/ max(p1,q1)", both p = (p1,--- ,pa) and ¢ = (q1,- - - , qq) being now regarded
as d-dimensional vectors. The point is then to upper bound [p — ¢|*/'?/ max(p1,¢1)". When d = 2, this is
pretty easy because

p—da=Vpi—alP+p—@P=VIp—alP+(1—p1) — (1—a)]2 < V2Ap1 — a1,
and then we get
p—q/®

T <\2p — gV
max(p1,q1)"

Unfortunately, this argument no longer works when d > 3 since, in that case, one of the entries (|p; —
gi|)i=2,... ¢ may be much larger than |p; — ¢1].

5.2. Derivation of the Hélder estimate and proof of Theorem 2.10

We now explain how to derive the Holder estimate in Theorem 2.10 from Proposition 5.3. As we already
alluded to, it relies on an additional iteration on the dimension, which is in turn inspired by earlier PDE
results on Kimura diffusions, see for instance [2]. The induction assumption takes the following form.

Take h, £ and v as in (4.12). For a given m € [d]], call &, the following property: For any ¢, € (0, 1)
and § € (0,1/(4V/d)), there exist a threshold kg, only depending on €, n, m and (I16illoc)icpay, and an
exponent a € (0,1), only depending on n and m, such that, for any x > kg, we can find a constant C),
depending on 8, &, k, 1, ([billoc )icgas (162 o )icgaps [Blloos 11,00 and T such that, for any p = (pi,-- . pa)
and ¢ = (q1," "+ ,qa) in Sq—1,
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lp—q|*
na

max(p, Q)(m) (5:9)

|u(t7p17"' 7pd) _u(taqh'" 7qd)| S C

where max(p, q)(m) denotes the mth element in the increasing reordering of

max(p, q) = (ma‘x(plv Q1)7 e 7max(pd7 qd)) .
We then have the following two propositions:
Proposition 5.5. Within the framework of Theorem 2.10, 221 holds true.

Proposition 5.6. Within the framework of Theorem 2.10, assume that there exists an integer m € {1,--- ,d—
1} such that &, holds true. Then, P, +1 holds true.

Notice that Proposition 5.6 implies Theorem 2.10: It suffices to choose n = 1/2 in &4, noticing that
max(p, q)(q) is necessarily greater than 1/d. Below, we directly prove Proposition 5.6. The proof of Propo-
sition 5.5 is completely similar (somehow, everything works as if we had a property 9%).

Proof. For some m € {1,---,d — 1} and some n € (0,1/4), we consider k¢ as being the maximum of kg
given by Proposition 5.3 with 5 replaced by 1/12 therein and of kg given by &2, with n therein. Also, we
consider « given by &, and k > kg. We then assume that &2, holds true and we take p, ¢ € S4_1 together
with ¢y € [0, T]. Without any loss of generality, we may assume that

max(p1,¢1) < max(pz,¢q2) < -+ < max(Pm, gm) (5.10)

< —.
~ 2md
Observe that if the last inequality is not satisfied, the bound (5.9) at rank m + 1 (at to instead of t) is a
straightforward consequence of the bound at rank m with (2md)"*C instead of C as constant. For sure, we
may also assume that

max(p1,q1) < max(pz,qz2) < --- < max(pa, qa), (5.11)

in which case max(pg,qq) is the largest element in the sequence max(p;,¢;). In particular, at least
pa or gq is above 1/d (since one of the two elements dominates all the other elements in the family
(p1,-+* ,Pdsq1,"** ,qd)). Hence, we may assume that min(pg, q4) > 1/(2d). Again, the proof is over if not
since |p — ¢| is then necessarily larger than 1/(2d): Tuning C accordingly, (5.9) follows from the fact that u
is bounded, see Proposition 5.1. By the same argument, we may assume that [p — q| < §2/(128d%/?).

First Step. Clearly,

|u(t0ap17 e 7pd) - u(thQ1a o aqd)|

< Z (‘U(L‘O,Qh"' Qim1,Dir  Pd—1, 1 — @1 = qim1 —Pi — * — Pd—1)
i€[m]
—u(to,q1, 5 GisPig1s s L —qu — - qi — piv1 _"'_pd—l)‘) (5.12)
+ |u(to, a1, s @msPms1s 5 Pa=1,1 = @1 =+ G — Pt — ** — Pd—1)
—uto,q15" s Gms G157 ) |
with the obvious convention that (q1,- - ,qi_1,DPi,"* yPd—1, 1 —q1 —*G-1—Di— - —Dd—1) = (P1," -+ ,Pd)

when ¢ = 1. Notice from (5.10) and from the bound min(pg, q4) > 1/(2d) that, for i € [m], 1 + -+ ¢ <
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1/(2d) and p; + -+ + pa—1 < 1 — 1/(2d), which fully justifies the fact that all the entries above are non-
negative. Obviously, by the induction assumption, for any i € [m],

Z (|U(t0,CI1,"' s Qi—15Pis s Pa—1, L —q = gicr —pi— - —Pd—1)
i€[m]

—u(to,q1, Qi Pit1, 51— q1— G — Pit1 *"'*pd—l)})
<C ) < Clp— g7,

icm ]]max p,q)(m)

where we used the fact that max(p, q)(m) = max(pm, ¢») and where we modified the value of C' in the last
term. The conclusion is that, in (5.12), we can focus on the last term. Equivalently, we can assume that
p; = q;, for i =1,--- ;m, provided we replace (5.11) by (which is weaker, but which is the right assumption
here since there is no way to compare properly the last coordinates in the last term of (5.12))

max p; = max ¢; < max(Pm+1, Gm+1) < -+ < max(pg—1,di—1), (5.13)
ielml’ " ielm]
with ¢4 > 1/(2d). We now invoke Proposition 5.1 to represent u(t, p1,- - ,pq) and u(t, g1, - - - , qq) through the
respective solutions to (5.1) together with Proposition 5.2 above which provides another representation for
the process used in the Kolmogorov formula (5.2). In particular, we can find (P°1, ... pPom pl ... pd-m)
as in the statement of Proposition 5.3 such that the tuple (Pl ... P°™ ¢2(P°)Pl ... ¢2(P°)pi—m)

has the same law as the solution to (5.1) when starting from p at time ¢y, and, in a similar manner,
(Q%1, -, Q%™ Q- ,Q% ™) such that the tuple (Q%!, -, Q%™ ¢2(Q°)Q", - ,s%(Q°)Q% ™) has the
same law as the solution to (5.1) when starting from ¢ at time . In particular, we have (PO to ,Ptoo’m) =
(Qto s, Qu™) = p°, with p° = (p1,-++,pm), (Ph,-+ , PE™) = ¢ 2(p°) (1, »pa) and (Qf -+,
QL™) =<7 2(0°) (mt1, -+ »qa)-

Then, for any deterministic time S € [tg, T, using the same notation as in the statement of Proposi-
tion 5.3,

U(to,pl,"',pd):E[U<WS,P;;," POS 3 S (PO )P}WS,,CQ(P;S)Pé;m>:|+O(S—tO),
(5.14)
U(t07q17"' ?qd) - ]E|:Uz(w57 ws". ’QWS 5 S (Q;S) 117137"' )§2(Q;S) dw_sm>:| +O(S_ t0)7

where |O(r)| < ||h]|oor. To make it simpler, we also let (the notation (X):,<i<r below is rather abusive
since (X;),<t<7 also denotes the solution to (5.4), but, in fact, Proposition 5.2 says both (X;)s,<t<7’s have
the same law)

Xo= (P2 PO APPSR,
Y% ( glv"' 9 g)m7§2(Q?)Q%7"' 7§2(Q§) ?7m)7 te [tOvT]'

We then denote by (max(X¢,Y:)q), - ,max(Xy,Y:)(q)) the order statistic of the d-dimensional tuple
(maX(Xt7 1/Vt)la e amaX(Xta }/t)d)

Second Step. We first assume that S := to + |p — ¢|*/® < T. The strategy is to split into four events the
set 2 over which the expectations appearing in (5.14) are computed.

Pg;m) = QL. - 7de;m)}, we have, by the

ws?

1st event. On the event E) := {wg = 7} C {(PL,, -,
induction assumption and from the Lipschitz property of ¢2,
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[u(ws, Xews ) — u(ws, Yaos )| = ‘U<WS,P’ PO (P )PL 7§2(P;S)Pzdz;m>

ws? wg?

(e QL QT Q)R HQ5)QE)|

C a
—0° 5.15
- max(st,sz)?a) | 8 wS| ’ ( )

the constant C' being allowed to change from line to line provided that it only depends on the parameters
listed in the induction assumption.

Assume that max(Xeg, Yeog)(m) < max(X,_lz,s,Yl ) for any [ = m + 1,---,d, then necessarily
max(Xwy, Yog )my = max(X% Y2 ) for any i = 1,--- ,m. We then obtain C|P2_ — Q2 |1~ as up-

per bound for the right-hand side of (5.15). Therefore, we can focus on the complementary event when
max(X ey, Yeog ) (m) = max(XL YL ) for some I =m+1,---,d. We obtain

ws?

«
)

d
C
(s, X)) = u(ws, Yo )| < CIP2, = Q2|07+ 37

l
It maX(XwS,

_ Q?Oﬂs

P2
Yé,s)na ‘ ws
which we rewrite into (recalling that p1 = q1, -+, Pm = @m)

|u(ws, Xog) — u(ws, Yoy )| < C|P° - P - (Q;S _ Q§0)|(1*n)a

oy

l=m+1

(5.16)

maX(Xl Yés)ﬂ@ |P;s B Ptc()J B (Q;s - ng)’ ’

wgs?

In order to upper bound C/(max(XL Y} )", we expand ((X})™"%)y <i<ws by 1t6’s formula, for I =
m+1,---,d. To do so, we recall that (X!,---, X?) has the same law as the solution of (5.4). It is an Itd
process with bounded coefficients (in terms of (||b;||oc)i=1,,a and (|| ||oc )i=1,- ,4)- Importantly, the drift of
the Ith coordinate is lower bounded by  — [|bf || sopi When p; < §. Recalling that ko > 22, we easily deduce
that, for a new value of C' (say C' > 1) whose value is allowed to change from line to line (see also footnote

15 for the meaning of the inequality right below),
—2na a2
a((x) 7" (1 = 1))

< (C(t — 1o)X e — T (— ) (th)*“””“))dt + dmy

(X172 — na (26 — (1 + 2na)) (t — to)a/z (th)f(prz"a))dt + dmy

= (t—to)** (X)) (C(t — 1) = C7H(XD) T )at + dm,

< (t_to)a/Q(th)—Qna (C(f—to)_l

— -1
_ C 1(X£) )1{X52(t7t0)/02}dt+dmt
< C(t—to)* At + dmy,

where (my);>0 is a local martingale. Recall that n < 1/4 (see the remark at the very beginning of the proof),
we get by a standard localization argument:

E[(X;S)—QHQ(WS - to)a/Q] <C.

Using the fact that the coefficients in the second equation of (5.6) are bounded, we deduce that, from
Kolmogorov—Centsov theorem, P° — Q° has a version that is 1/3-Holder continuous and the Hélder constant
A has a finite fourth moment, which we may assume to be bounded by C. Hence,
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]E|:|P;s ows(Ptcz)Q?O)|2a:|

a a/6 a/311/2
(s — 10)°/2 <E[A**(ws —to)"""] < CE[(ws —t0)"""]"".

Similarly,
o o o o —n)a —na 1-n)a/3
E[IP2, - Q2. — (Pf — Q)| 7°] < B[AG2 (s — 1) 77
2(1—n)a/371/2
From (5.16), we get (use the condition < 1/4 to get the last bound)

E|:|u(wS’XwS) B u(wS7YmS)|1E1:| S C]E[(ws . t0)2(1*7’l)a/3] 1/2 + C]E[(ws N to)a/g} 1/4

< Clp—q|*/* + Clp — | =% < Clp — ¢|*/%. (5.17)

2nd event. On the event Fy := {|P2_ — Qg | > |Poe — Qus|} D {ms = o} (with the same notation as
in the statement of Proposition 5.3), we have

Xey = YaoP= S |P2E—Qei[P+ Y|P, QL[
i€m] i€d—m]
0,i 0,i |2 i i |2 D ~Nio |2 o o
= Z |Pm’si ﬁs| + Z |PWS+QWS’ |Pwsi ws| §5|P‘Ws* WS|2'
ie[m] i€[d—m]

Modifying the value of the constant C in (5.9), we deduce that
’u(wS7st) _u(wS?YwS>‘ = ‘u(wS)Pm:Sa' POS 7g (PO )P‘blTJS7” : 7§2(P1;5)P‘g;m>

(s, QL QU Q%) @k, Q2 )QT)|

C o |

- HlaX(st7YwS)?Z) } TS s

)

which is the same as (5.15). Therefore, we get the same conclusion as in the first step, see (5.17):
E U“(wsans) —u(ws, Yy ’1E2:| < Clp—q|*/*. (5.18)

3rd event. We now consider the event E3 := {sup,cp, o 1771 > 3} 5 {wg = p}, where we recall from
(5.10) that [Py = >i%; pi < 55 < 5. Obviously (since the SDE for P° has bounded coefficients), there
exists a constant ¢ such that Efsup,ep, s [P — P |*] < (S —to) = clp — q|'/3. Therefore, using the fact
that v is bounded together with Markov’s inequality, we deduce that

E [’u(w A S, Xw/\s) — u(w NS, Yw/\s) |1E3} <Clp- q|1/3. (5.19)

4th event. Lastly, we let Ey := {wwg < TApAp}. Since ¢~ 2(p°) = ¢ 2(¢°) < 2d and |p—q| < 6%/(128d%/?),
we have [¢72(0°) (Pmit1, > pd) — S 2(¢°) (Gmat1, - »qa)| < 62/(64v/d). Hence, by Proposition 5.3 (with p
therein being given by ¢=2(p°)(Pmi1,- - ,pa) and similarly for ¢) and with 5 therein being replaced by 1/12,
we know that, for a new value of C,

_ 1/12 _ 1/12 _ 1/12
P(E) < C lp—q < lp — q _ lp — q S
MiN;— 11, a(max(p;, a:))" max (P11, m1)" max(p, )?m+1)
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where the derivation of the last two terms follows from (5.13) and from the condition max(pq, g4) > 1/(2d).
Since the left-hand side is less than 1, we deduce that, for any exponent 8 € (0, 1],

_ g|8/12
8o op_lp—d

- pn/12 7

P(E,) <P(E
) <P(E) <00t

and then, for a new value of C' possibly depending on £,

lp—q/?/*?
EUU(W/\S’X‘W/\S) —u(w/\S, Yw/\S)|1E4] < C—Bn/12' (5.20)
max(p, Q)(m+1)

Conclusion. Here is now the conclusion of the second step. For the same n and « as before, choose
the largest 8 € (0,1] such that 5/12 < «/36. Finally, let o’ = §/12. Deduce that, for a possibly new
value of the constant C therein, all the terms in (5.17), (5.18), (5.19) and (5.20) are bounded by C|p —
|/ max(p, q)?g;l). Since F1 U Es U E3 U By = Q, we deduce that

p— gl
max(p, Q) ?mn_i,_l)

]E[|u(w/\S,Xw/\g) —u(w/\S,Yw/\s)” <C ,
which together with (5.14), is £,,11, at least for initial conditions (¢g,p) and (to,¢q) such that T — ¢y >

p—ql'/?
(5.9) is less than 1, the exponent can be increased for free. As for the case T —ty < |p — q|*/3, it is discussed

,and n < 1/4. As for the requirement 1 < 1/4, this is not a hindrance: Since the denominator in

in the next step.

Third Step. It remains to handle the case that ¢y 4 [p — ¢|*/3 > T. We then rewrite (5.14) in the form

u(t()?pla"' apd) :]E|:€(P’1C:717”' 7P’;‘l’m5§2(P';)P’11"7"' 7§2(P’10")P’g‘_m)i| +O(T7t0)7

u(t07q17"’ 7qd) :E|:‘€( ;“’1a"' ) %m,§2(Q%)Q%’7"' 7§2(Q%) (qi“_m)} +O(T7t0)

By (5.5), each expectation may be (directly) rewritten by means of the solution to the stochastic differential
equation (5.1). Since the latter has bounded coefficients and since ¢ is Lipschitz continuous, we deduce that

|u(to, p) — u(to, q)| < [€(p) — £(q)| + |u(to, p) — €(p)| + |u(to. q) — £(q)] < Clp — q| + C(T — to)"/,

for a constant C' that only depends on k, || 1/3,

100 (I1billoc)iefap and (|[67]loc)iefay- Since T —to < |p — q
this completes the proof of £2,,,1 in the remaining case when T — tg < |p — q\l/?’. |

5.8. Proof of the coupling property

We now prove Proposition 5.3 by means of a reflection coupling, inspired by [20,47]. Throughout, we use
the notation Z; := P, — Qy, for ¢t € [0, T).

5.8.1. Preliminary result
Proposition 5.7. Under the same assumption and notation as in the statement of Proposition 5.3, there

exists a constant C, only depending on &, k, (||bi|lcc)icfay, (|65 loc)icfay and T such that (see footnote 15
for the meaning of the inequality right below),
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Bl g S P +7N(@) >

d|Z,| < Cdt
|Z:| < Cdt + Z |Zt|max(Ptz7Qt) 2

i€[d—m

Z i|dWl B, (5.21)
i,j€[d—m]:i#]

for t € [to,w AT), where for each i € [d —m], (Bi)o<i<T is a progressively measurable process that is
dominated by 4/|b;]| 0o -

Proof. Throughout the proof, we use the convention sz =0, for t € [0,7] and ¢ € [d — m].

First Step. The first step is to perform a change of variable in equation (5.6), letting therein

Pl:=\/Pi, telty,T), icl[d—m].

By It6’s formula, we get

dﬁz — g72(P0)<<P(§2(PtO)Pti) +Z¢(t7pto7 pf) + (ﬁti)Qg?(t7pt07 pf) _ i + iﬁz)dt
! ! 2P; gpi 8¢ 5.22)
5.22

) S Flaw,’

2
j€[d—m]

for t € [tg, T], which prompts us to let

B 2 Ti b re,r sz ro,r 2
Bi(t,ro,r) — @(s*(r)ri) + (;\/ﬁ)_‘_ (t, ) 8\5/_

forr° € S,y and r € Sy_ym_1. Denoting by B° and 3° the drift and diffusion coefficients in the dynamics of
P° in equation (5.6), we then look at the solutions of the coupled SDEs:

\/7,

. - —1 Pe —
AP} = ¢ 2(P?)B;(t, P?, P,)dt + s§;4t) > Plaw,’
jE€ld—m]

dPto = Bo(ta Ptoa Pt)dt + Eo(t’ Pto’ Pt)tho

(5.23)

~Ni _1(Qt .7 Y

dQ; = ¢(@Q)Bi(t, Q. Qu)dt + == Y Q) (Rud W, Ri)™,

j€[d—m]
dQ? = B° (tv Q:a Qt)dt + Eo(tv Q?v Qt)thoa
where Q! := (Qt) , for t € [to, T] and i € [d — m], and where R; denotes the reflection matrix:
Ryi=Iq_m ( — Q)P = Q) lii<ry, tE [to,T), (5.24)
P — Qi

with 7 := inf{t > to : ]St = @t}, 14— standing for the identity matrix of dimension d — m. The initial
conditions are ﬁto =p:=p, P, =p° éto = q:=,/q and Q¢ = q°, for the same p, p°, ¢ and ¢° as in the
statement of Proposition 5.3.

We claim that (5.23) is uniquely solvable in the strong sense, see Lemma 5.9. Importantly, we prove in
Lemma 5.8 below that ( ftto deWsRs)tZto is an antisymmetric Brownian motion of dimension (d —m)(d —
m —1)/2. Since (5.6) is uniquely solvable, this proves that the law of (Qf, @t)togtST coincides with the law
of the solution to the first two equations in (5.23) when the latter are initiated from (¢°,,/q) at time to.
In other words, the law of (Qf, Q¢)i,<i<7 coincides with the law of the solution to (5.6) when the latter
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is initiated from (¢°,q) at time ¢o. We then define the stopping times p, ¢ and o as in the statement of
Proposition 5.3.

Second Step. We now have a look at (Z; = ]St—ét)togtgr Using the fact that Rtét = ﬁt’ fort € [to, TAT),
we get

= . A
AW, P, — RydW,R,Q; = AW, P, — Ry AW, P, = 22421 ! dW,P,.

1Z:
We deduce the following expression
z] . Zl
(thPt thWthQt) == Q—thPt
124 | Z4|

Now, we may compute the bracket of the above right-hand side. We get

Lzl = Ziz! o
t ijeld—m] i j'e[d—m] 't
Zy ~.2 1—(Qq, P))? 1 -~ 1
:1—<_t’P> :1_M:1__(1_<Qt,13t>):1__|Zt|27
| Z:| 2 —2(Q¢, P, 2 4

which holds true for ¢ < T A 7. More generally, we need to compute the bracket of ( f AT dW P -
deWsRst)t0§t§T~ For i,j € [d —m] and t € [tg, ), we have

— = i AN 7,2 7,70 . ~
(AW, — RdW, R, Q) (AW, Py — RydW RiQ,)” ) :4<(‘Zt |;thPt) ,(ﬁdwta) )
Here,
Z L (Z,7) Zi7Z1 7k 7! oy
<(‘th|5th3) (|Zt |§thPt> >= 3 W((thPt) (AW, B)").
k,l€[d—m]
Now,
1 . 1 . TS
CUADNCUASDEEDY &<dW1’thk,dWi’lPtl>
k,le[d—m]
= > PFPH(6i0k1 — 6iadjx) = 6;; — PP}
k,l€[d—m]
So,
V) ZiZ) — <N\t (ZuZ) VAV ANAYA, <
(ZpR), (Zaamb) EEDS g (Ge — PEE)
k,le[d—m]
ziz]  Zizl, <2
S TaE iz
And then,

(Z;'ZJ ZiZ]

A L7, P) ) (5.26)

1 — ~ — ~ i o — j
a<(thPt — RedW R Qy)", (AW, P, — RedW, R, Q)" ) =
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Third Step. Now, we return to the equation satisfied by (Z;),<i<7:

dZ, = [¢(P)B(t, P P) — < 2(QF)B(1, QF, Qv dt

—N(P)

+€ dW P, —el éQt)thWthéta

for t € [0, T]. The point is to apply It6’s formula to |Z]. Using the relationship R:Q; = P, together with the
fact that Z/ Ry = (R Z:)T = —Z], we get, for t < w AT,

T gy
A7) = ZE B B P) QDB @@+ PO @D AL i
t t

LSOY [((CEamh - @) raTiRa,)

(s (P9)dW P — c‘l(Q;’)thWth@t)j ) x ﬁ (6.5 - |Z§_tZ§ ).

At this stage of the proof, we have a special look at the brackets in the last two lines in the above expression.
By Kunita—Watanabe inequality, we get, for t < w AT,

<(§71(Pto)th15t - Cfl(Qf)thWth@ty, (§71(Pto)th]5t - Cfl(Qf)thWth©t>j>
= 2P (WP~ RAW R G, (W, B~ RaW R ) ) +0 (s () — <1 (@0)] )t

where (O(|s™H(P?) — ¢ HQ9)]))o<t<war stands for a progressively measurable process that is dominated
by C(Is™H(PY) = ¢ HQP)|) gy mon for a universal constant C. Invoking (5.26), we get

((sP)AW B~ QO RAW R, ) (s (AW P — Q) RAW R, ) )
ZiZj Z Z

= 4 ‘2(P°)(|Z 5~ o (7, B)) )dt+0(|P° QS )dt
ZiZ] leﬂ
:4¢2(pt0)(|§t|2 2 (2, B )at + O(|Z))at

where we used the fact that ¢ < p to derive the last line of the statement. As before, the process

(O(|Z¢]))o<t<wnr is a progressively measurable process that is dominated by (C|Zt|)o<t<w/\T for a uni-
versal constant C'. Returning to the expression for d|Z;|, we then get that -
1 — o\ 1Ti7 D — o 17 ~\?
s 2 [((senaWi P - QN RAW R )
i,j€[d—m]
. I 1 ziz}
(s PPy = Q) RAW G ) ) m(5- - JIEEY
t
1, VAYARAY A VAVA]
- 2(pe ( 7., P )(51»,— dt + O(1)dt
gz 0 2 (G~ g e ) (s = g e+ o)

i,j€[d—m]

where (O(1))o<t<wnar stands for a progressively measurable process that is dominated by C for a universal
constant C. The key fact here is that
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77 77 (i) (Zi2\?
il (5 ZZEY - —1-1=0.
> Gpuege) = X gE (X 0

1,j€[d—m] i€d—m] i€d—m]

We deduce that the last line in (5.27) reduces to O(1)dt. We end up with

Z1L ~ —1 Pe —1
d|z:| = ﬁ[gi2(Pto)B(t7PtoaPt) “2(Q)B(t, Qt)Qt)}dt+€ (P7) + 5 (@7) Z |Zi|thPt
+0(1)dt, t<wAT.
Fourth Step. We now have a look at the drift in a more precise way. Recalling that
. 2(PPVPI) + Byt Y Biy2he 1. po __—
Bi(typto,Pt):SD(g( t) t)+ (7Ptaft)+(Pt) bl(tvpt’Pt)—;+iPZ7
2])tZ 8Ptz 8

we write

d|Zt| — Z Z; |: 72(P°)('0(§2(Pto)Pti) +E¢(t,Pto,Pt) — {—;2/4

S =
i€d—m] ‘Zt| QPZ
_2(Q§>¢(§2(Q§)Qi) + bi’(vt.a Q?a Qt) - 52/4]dt + 0(1) dt
20Q;
— o - o T
—|—€g I(Pt)+§ I(Qt) Zt thﬁt,

2 12|

where the constant dominating O(1) is now allowed to depend on (Hgfﬂoo)ie[[d,m]]. Fix now an index i €
[d — m]. Then, on the event P} < Q%, we have, for t < w AT,

Z . ~ o~ ~.
D2 () (@) < P — Qi) < izl < O(P1 + @) < 20,

for a universal constant C. Proceeding similarly whenever Q¢ < Pf, we can find a collection of non-negative
bounded processes (({/)o<t<T)ic[a—m] (bounded by 4 since ¢~?(P?) and ¢ *(Qf) are bounded by 4 for
t < w AT) such that

d—m ; ; 7
R 2L re(SP PP A bi(t, PR P) — /4 o(s(QF)Q)) + b (t QF, Q) —e%/47

-1 71
t

Notice that, on the event {max(P}, Q) > &}, we have min(P}, Q) > §/2, for t < w AT, since |Pf — Q}| <
2| P} — Qf] < /2. Allowing O(1) to depend on 6, & (||billsc)icfa—m] and (|[b|loc)ic[a—m], We get

i[so(€2(Pt°)Pf) +bi(t, Py, P) —€2/4

d—m
d|z) < : =
ZAZI 2P}
P(P(QDQD + bt Q5. Q) — /4y,
2@i {max(P},Q})<s}
t

—1 Po 71
(PF) +s(Q0) Z tthPt, t<wAT.

S
1
+O0(1)dt+e¢ 5 7]
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Now, it remains to see that

P(2(PP)P)) +bit, Py P) — e2/4 o(s%(Q9) @) + bilt, @5, Q1) — £2/4

2P 20
_p(H(Q9)Q)) + bilt, @7, Q) —€2/4 (L - ;)
2 Qi P
L PP (PR)P) + hilt PP, ) — [p(*(Q)Q0) + ilt, @5, Q)
2P
_ o@D +bilt, @7, Q) — /4 Z]
2 FiQ;
L PSLEPY) +bilt, PP, P — [p(s*(@QR)Q) + bilt, @7, Q)
2P}
Recalling that E-, as given by Proposition 5.2 for each i € {1,---,d — m}, has non-negative values, that

K > Ko > 2, see Proposition 5.3, and that € € (0,1), we deduce that, on the event {max(P},Qi) < §},
0(s2(Q)Q1) + bi(t,Q9, Q) — €2/4 > 0. Therefore, whenever P} > Q% and P} < 6,

P(2(PP)P]) +bilt, PP, P) — €2/4 o(s2(Q7)Q1) + bilt, 95, Qr) — /4

2P} 20}
(> (BY)PY) +bilt PY, Pr) — [(s*(Q4)Q4) + bi(t, Q¢ Qu)]
B 2P}
_ bt PP — [ bt Q5. Q) _ llbillee _ [bill
2P - P max(Pf, Q)

Proceeding similarly when Q! > P} and Q% < § and then letting

5; = Cti”bq;||oo]-{maX(PZ'7Q%)S5}’

we get

SHP) @D 2L

P, t<wAT
2 |Zt| ty w )

d—m ; i
{ Bi
2 2l wan(71.3)

which completes the proof. O

Lemma 5.8. Take (ﬁt)ogth and (@t)ogtg;p two continuous FW° W - adapted processes with values in the
intersection of the orthant (R,)% and of the sphere of dimension d. Then, letting

(P Q)P0
[Py — Quf?

Rt = Id—2 1,5<7—7 t e [0,71]7

with 7 = inf{t > ty : P = Qvt}, I4 standing for the identity matriz of dimension d, the process
(fot deWsRs)ogth, with the convention W;’z =0 fort € [0,T) and i € [d], is an antisymmetric Brownian
motion of dimension d(d —1)/2 independent of W°.
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Proof. We first extend the family W into a new family W of independent Brownian motions, by letting
i

W " = W% fori,j € [d] withi # j and by assuming that the family (Wz,z)ie[[d]] is a collection of Brownian
motions that is independent of W. We then observe that, for any 4, j € [d] with i # j,

t t t
(/ deWsRs> _ L K/ RSdWSRS) — (/ RSdW5R8> ] te[0,7).
i V2 ij i
0 ’ 0 ? 0 ’

In order to complete the proof, it suffices to show that the family ((fot deWsRs)OgtST)i,je[[d]]:i;éj
forms a collection of independent Brownian motions that is independent of W°. Independence between
((f(;s deWsRs)0§t§T>i,je[[d]] and W?° is obvious. It thus remains to compute the brackets of the family
((fot deWsRs)OgtST)i,je[[d]] to conclude. Using the fact that Rl = R, and RyRs = I, we have

SRR Y RFATOR = Y Y (RERIVRYE 5,
k,le[d] k1 €[d] kle[d] k', €[d]

k,le[d]

which completes the proof. O

Lemma 5.9. Under the assumption and notations of Propositions 5.3 and 5.7, Equation (5.23) is uniquely
solvable (in the strong sense).

Proof. We first observe that, at any time ¢ € [0, T], the coefficients B(t,-) and B°(t,-) are a priori defined as
functions of the space variable (r°,r) € S X Sq—m—1. By projecting R™ onto Sy, (which is convex) and then
R4~ onto Sy_m_1 (which is also convex), we may easily extend them to the entire R%. We then observe
from Proposition 5.2 that the full-fledged drift coefficient in the system (5.23) remains Lipschitz continuous
in the four entries (Py, P, Q7, Q) as long the coordinates of the latter remain away from zero. Similarly,
the diffusion coefficient remains Lipschitz continuous in the same four entries as long as the coordinates of
the latter remain strictly positive and the distance between P; and @Q; remains also strictly positive.

Therefore, we deduce that, for any small a > 0, the system (5.23) is uniquely solvable up to the first
time t® when one of the coordinates of the vector (P, Pra, Q%, Q) is less than a or the distance between
P and @« becomes less than a. Letting a tend to 0, we deduce that (5.23) is uniquely solvable up to
T=limg\oTt* AT.

By Lemma 5.8, we know that, up to time 1, we may see (Py, P;),<t<x and (QF, Q)i <t<x as solutions of
an SDE of the same type as (5.6). Hence, by identity in law (5.5) and by Proposition 5.1 (or equivalently
by Proposition 2.2, recalling that xo > 2), we deduce that, both processes take values in Sm X Sq_m and
that

P(inf inf P'>0, inf inf Q' >0, inf inf P/>0, inf inf Qj;>0)=1.

i€[m] to<t<t i€[m] to<t<t i€[d—m] to<t<t i€d—m] to<t<zt

This shows in particular that the drift in (5.23) remains bounded up to time t and that it makes sense to
extend (by continuity) the process (P, P°, @, Q°) to the closed interval [0, t]. Moreover, we must have

P(r=71) =1,

where we recall that 7 denotes the first time when the two processes (P;)o<¢<: and (Q)o<i<: meet. This
proves the unique strong solvability on [0, 7]. Unique solvability from 7 to T is addressed in a similar manner
noting that the diffusion coefficient then becomes simpler, see (5.24). O
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5.83.2. Proof of Proposition 5.5
We recall that [p — g < 62/(64V/d).

First Step. The proof mostly relies on a Girsanov argument. Using the same notations as in the statement
and in the proof of Proposition 5.7, we let (see (5.22) and (5.23))

t ~

1 - y 2V2P!

/ Wiids, Wi = V2D
€ (s—1(

to

Bi
W= Wi 4 o1, 5.28
: ) o Q) mam 0y <= B2

for ¢ € [to,T] and i,j € [d — m] with i # j, and W,""" = 0 for i € [d — m]. Then, for all ¢ € [ty,w A T)
ZT

ZLAW, P, = Z’fT ZLAW,P, z (W, — ])Pdt
R A CV2lzt YT

with

z} N
\/§|Zt|(q’t - V)R

: s A AR ER_
— o — ° =~ ~. = f
WPP) + < 1(Qt)i7j€[[d_m]] |Zt| \max(P}, Q1)  max(P/,Q7)
2 4Bz )
- — == — 7,P
STHEY) + s HQ]) <ie[[dz—m]] |Zt|maX(Pt’,Q§) <‘Zt| t> Z

jeld=m] max(F/, Q{))
where we used the identity EJG[[d m] (ﬁ ) = 1. Plugging the above identity into (5.21), we get
—1 P° —1 o ZT

2 12|
where C is a constant only depending on 9, &, (||b;|cc)i=1

dW,P,, teto,mAT), (5.29)

4> (167]lo0)i=1,- .a and T'.
Second Step. We now introduce the probability measure

d(@ 1 w AT wAT
i qurid L i,
dTP:exp( = > | ./wtﬂthﬂ—? > /|x11]| dt) (5.30)
ijeld—ml:izj

ijeld—ml:izi
Under Q, the processes ((Wt

Nto<t<T)i ,j€[d—m]:i=j are independent Brownian motions (the fact that we
can apply Girsanov’s theorem is fully justified in the third step of the proof). By (5.25), the bracket of the
martingale part in (5.29) is given by (up to the leading multiplicative factor)

1
L P =1——|Z]>
dt<|Z|dW t> 714

In particular, there exists a Brownian motion (Bi):,<t<7 under Q such that

—1 Pe —1 o 1
d|Z,| < Cdt + > (t“; (Qt),/le|Zt|2dBt, tefto,wAT).

(5.31)
Let now
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40, = Cdt + £6,dB,, 6, := min(g () ;g I(Q?),c’)\/1 - %min(|zt|27 1—2),

with [0, = [|Zy| = |[p — q], with p = ({/p1,--*,\/Pd—m) and similarly for g, and where ¢’ =
min{c~(p°), [p°|1 > 3/4 + 6Vd/4} = (1/4 — §v/d/4)~'/2. (Note that, for t € [to,w AT), |P?|1 < 3/4
and Q)1 < 3/4+ [P — QS| < 3/4+ /m|P? — Q2| < 3/4+6Vd/4 < 3/4+1/16 = 13/16.) Obviously,
|Z,| < ©, for all t € [tg,w AT] (because, up to time w AT, 0; coincides with the integrand in the stochastic
integral appearing in the right-hand side of (5.31)). Since (6;),<i<7 stays in a (universal) deterministic
compact subset of (0,+o0), we deduce from a new application of Girsanov’s theorem that there exists a
new probability measure Q" under which

d®t = 59tdB£, te [to,T],

(Bj)t,<t<T being a Brownian motion under Q'. By expanding the Girsanov transformation, we can check
that EQ'[(dQ/dQ’)?] = EQ[dQ/dQ’] < ~2, that is Q(A) = EQ'[(dQ/dQ)14] < 7Q'(A)Y/? for any event

o

A€ FTYV W for a constant ~ that may depend on €.

Clearly, (Bj)i,<t<T can be extended into a Brownian motion (under Q') on the entire [tg,00) and,
similarly, (6;)i,<i<r can be also extended to the entire [tg,00) by letting 8, = ¢’ for ¢ > T. The process
(O4)1,<t<T can be extended accordingly to the entire [tg,c0). Representing (©;);>¢, in the form a time-
changed Brownian motion, there exists a new Brownian motion (B;);>o under Q' (with respect to a time-
changed filtration) such that

t
O, =p—ql +¢Bu,, It:=/9§ds, t > to.
to

Obviously, there exists a universal constant I' > 1 such that, with probability 1 under Q’,
DMt —to) S L <T(t—to), >t
We now call
. d .
0(0) :==inf{s >ty : |0, > Z}’ 7(0) :=inf{s >ty : ©5 = 0}.
Then, recalling that [p — ¢| < §2/(64v/d) and observing that

F-a?= > We-val' < Y -l <Vip—d, (5.32)

i€[d—m] i€[d—m]
we get |p — ¢] < §/8 and then, for ¢ € [tg, T,

Q’(T(@) <0(0),7(0) < t) > Q/(s inf B,<—|p—q|l, e sup B, < é)

0<s<I, o<s<1, 8

A - A 1)
21—(@'(6 sup Bsg\p—a])—(@'(s sup BSZ—)
0<s<I, 0<s<I, 8

L L6
Zl—Q’<€ sup BSSIP—&W)—Q'(S sup BSZ—).
0<s< (t—t0)/T 0<s<T(t—to) 8

We deduce that
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1

@ (r(0) <a@).7©) < t) 2 1- ¢ LI - el i),

evi—to

for a new constant C’ that is independent of €. Therefore, by (5.32), up to a new value of C’,

Q'(7(0) < 0(0),7(0) <t) > 1- C’% - C b gy

In particular, choosing t —to = |p — ¢|'//2, which is possible since |p — ¢|'/? < T —to, we deduce that (with

Si=to+|p—q'’?)

@ ((0) < o(0).7(0) < 8) 21~ Lpp g7

or, equivalently,

o ({re) <ae).70) < 5} ) < Clo—

where we recall that C' is allowed to depend on €. Then, returning to Q, we get, for a new value of C,

Q(r(0) 2 5(0)18) =@ {r(6) < s(@).r(0) <5} ) < Clp— g

We then notice from the inequality |Z;| < Oy, for t € [tg,ww AT, that t < w AT implies t < 7(0) and that
o < w AT implies 0(0) < o. Therefore, on the event {ww > S}, we have S < 7(©). Moreover, on the event
{ThNo <wAT}

{e@)<7@O)} > {o<r}={r< O’}E.
Hence,

Q(ws<T/\Q/\p) SQ({SSW}U{0§T7 T/\Ugw/\T})
< Q({S < T(@)}U {0'(@) < T(@)}) = Q(T(@) > 0-(@) /\S) < C|p—q|1/6,

Third Step. In order to complete the proof, it remains to prove that, for a new value of the constant C, for

any event A € ]-';VO’W, P(A) < CQ(A)'/?, provided that  is chosen large enough. As for the comparison of

Q and Q' in the previous step, it suffices to prove that E[dP/dQ]'/? < C (since P(A) = EQ[(dP/dQ)14] <
E[dP/dQ]*/2Q(A)'/?). Here (compare with (5.30)),

w AT w AT

dP 1 2,7 1,7 1 i,512
d(@exp(&‘ Z / \Ilt']thjﬁ»@ Z / |\I]t‘7| dt)

i,jeld—m]:i#j ¢, i, jeld—m]:i#j ¢,
Letting

t

(M= Loy W)

€ . o to<t<T’
z,jeﬂd—m]]:z;éjto

this may be rewritten as
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% = exp (Mw/\T + %<M>w/\T)a
and then
5 [g] = B[ (Monr + 3020

D)) < B [exp(300)0r)]

<E {GXP(MwAT — (M)orr + (1 + 5

where to get the last line, we used the fact that E[exp(2Moar —2(M)oar)] < 1. Returning to the definition

of ¥ in (5.28) and recalling that ¢! is lower bounded by 1, the point is to prove that

w AT w AT

3
]E{exp<;2 E /|‘I’]| dt <E{GXP E / . PZQ
tr 't

i,j€ld—m]:i#j ¢, i€ld—m] ¢

o)

is finite, provided that s is chosen large enough and then to find a tractable bound. The proof is similar
to that of Proposition 2.3, but we feel better to expand it as it plays a key role in the determination of
the constant k. Recalling the bound for (!)o<¢<7 in the statement of Proposition 5.7, using the fact that
(Pt’) = P} and invoking Hélder’s inequality, it suffices to upper bound

@wAT
6d (4010l 0)* 1/d
sup E|exp / —— =t . (5.33)
i€[d—m] [ ( b max (P}, Q}) ﬂ

Here, we recall from Proposition 5.2 that the coefficients (EJ) je[d—m] are bounded by a constant that only
depends on (||bj]|oc);jefay- Moreover, we recall from (5.6) that

d m
AP} =< 2(P0) ((S*(PP)P;) + bilt, P P) + PV (L P, Py) )t + (P PiPlaW,’,
j:l
for i € [d —m] and ¢ € [to, T]. Using again the fact that (1/d¢)(3 PtiPtdei’j> = P}(1-P}), we
get, by It6’s formula,

jEld—m]

P(S2(PP)F)) +bilt, PP, Fy)
P

a[n P] = <=2(pp) ( + B (t, PP, Py) )t

(5.34)

1 o e 1-
+esTH(PY) S EAW - SRy Bl gt tefto ).

\/ﬁjéﬂd m] 2 PZ

Recalling that b; takes non-negative values and denoting by (O(1))o<i<T a progressively measurable process
that is dominated by a constant C' that may depend on 6, , (|[bjlloc)jefars (105]l0c)jefa) and 7', recalling
that ¢ = k on [0,6] and ¢~2(P?) < 4 for t < w, and choosing « as large as needed (in terms of the sole
(165lloc)jeap), we get, for t <@ AT,

oy por (PAPP) +bilt, P P) | 7o, o e1-P
) P +HB( PP~ S5t )
—2 o — o
SR ks (FY)

> Tgt(ﬁ —3)1pics —O(1) > 5715 - 0(1).
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Hence, integrating (5.34), multiplying by some 1 > 0 and then taking exponential,
w AT wAT

T R U S S piaiid [ enth !
oA t \/ﬁ t t 9 t Ptz
to t jeld—m] to

wAT
) 2.2 —2 Pe
Z(Pé)nexp«%) / %dt_c)
t

to

where C is a constant as before. For any given n € (0,1), we can choose k as large as needed (k now
depending on &, 7 and (|[b;]|oc)jefag) such that

2.2

nKk —n°e 6d ~ 2

— > —(4 m b; 5.35
9 = 82 ( jef[da;)in]] || J”OO) ’ ( )

and then (compare with (5.33))

w AT ~
d 4 e Td— billoo )?
]E[exp(i—z / §72(Pt0)( maXJE[[dP;rL]] H ]” ) dt):| S pgn’
t [

to

1

where C' is independent of pg but depends on 6, ¢, (|[bjlloc)jefay and (|[65 ) jefay and T'. Since ¢~ is above

L

6d [ (4 1B 100)? c
max, d—m] 1|95 |lco
E ¢ jeld—r dt )| < =.
[eXp(€2 / P ﬂ = p!
0

Similarly, we have the same inequality, but replacing P} by Q¢ in the left-hand side and p; by ¢; in the
right-hand side. Hence, we can upper bound (5.33) by C'/ max(p;, ¢;)".

Conclusion. We deduce from the conclusions of the second and third steps that

|p_q|1/12

minie[[d_m]] (maX(pz‘» Qi))dn/Q ’

]P’(ws<7'/\g/\p) <C

where C' depends on 4, &, K, 1, ([|billoc)i=1,-,as (17 [loc)i=1,-.,a and T'. Since the value of n is arbitrary
(provided that it belongs to (0,1)), we can easily apply the above inequality with 27/d instead of i (observe
that, whenever n € (0,1), 2n/d also belongs to (0, 1), since d > 2). O

5.4. Proof of Proposition 5.2

Proof. First Step. We introduce some useful notations. Having in mind the shape of the coefficients in
equation (5.1), we let, for ¢ € [d] and for p € Sy,

bi(t,p) == @(ps) + bi(t,p) + pib5 (t,p).

Importantly, we recall from (4.13) that, for any (¢,p) € [0,T] X Sq—1, Zie[[d]] b;(t,p) = 0. In fact, we can
easily extend b;, for each i € [d], to the entire [0,T] x R? by composing b; with the orthogonal projection
from R into Sy_;. This allows us to define the drift B° entering the dynamics of the second equation in
(5.6). For a given coordinate i € [m], we indeed let
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B (t,r°,r) = bi(t, (’I‘O,§2(’I‘O)T)), t €10,T],

for r° € R™ and r € R%™. Notice that the definition is especially interesting for our purpose whenever
r° € &y and 7 € Sy_pm_1, but it is well defined in any case (with the obvious convention that ¢(r°) =
1—(r§+---+rp,) even if it is negative). Similarly, for ¢ € [d — m], we let

Bi(t,r°,r) == bmti (t, (r°,g2(r°)r)), t € [0,7).

7200

For a new collection of antisymmetric Brownian motions W~ = (W, = (W, )i.je[d]:i+j)o<t<T of dimension
d(d —1)/2 (with the convention that W = 0 for i € [d]), we consider the system

AP} = 2(B) (But, Pr Py - B Byt B P
j€ld—m]

ey Y\ PPIAW,TTT e [d - m],
jeld—m]

, N (5.36)
A(P) = BY(t, P, P)dt+2 Y (BR)(Pp)idwy ™
JE[m]
tea(P) Y. VB PIAW, Y e [m],
jE€ld—m]

for t € [tg, T]. The unique solvability of (5.36) is addressed in the next two steps.

Second Step. Observing that b is Lipschitz continuous, we deduce that the coefficients of (5.36) are
Lipschitz continuous in the entries (P°, P) as long the coordinates of the latter remain bounded and away
from zero and as long as the sum of the coordinates of P° remains away below 1, we deduce that, for any
small a > 0, the system (5.36) is uniquely solvable up to the first t* when one of the coordinates of P% or
of P« becomes lower than a or when the sum of the coordinates of Pg becomes greater than 1 —a. Letting
a tend to 0, we deduce that (5.36) is uniquely solvable up to time t = lim,\ o t* A T.

Hence, unique solvability follows if we can prove that

P( inf inf PP'>0, sup Y PPT<1, Vteto,1), », Pi= 1) =1, (5.37)

ie[m] to<t<t
[ml togt<ri€[m]] i€d—m]

since the latter implies that t=T.
In order to check (5.37), we first observe that, for t € [to, T), d(3_;c[a—m] Pf) = 0. Hence,

Y Pi=1, telt,1]

i€d—m]

(Notice that the time interval is closed: Observing that the coefficients in (5.36) are bounded, we may indeed
easily extend the solution in hand at time T itself.) This prompts us to let

jztl = (Pto)ia i€ [[m]] ; )?Z = C2('P1:O)Pti_1nv it=m+ 1) )d7

for t € [to, T]. Observe in particular that } ;4 Xi =1, forallt € [ty, 1]. If we prove that (X}, , X)y, <t<
satisfies the SDE (5.1) but for a new choice of the noise, then we are done: Not only we then deduce from
Proposition 5.1 (or, equivalently, Proposition 2.2) that (5.37) indeed holds true, but we also obtain the
required identity in law, see (5.5).
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Third Step. In order to prove that (X}, ---, X&)y, <i<- satisfies (5.1) (for a new choice of noise), we
proceed as follows. First, we notice that, for i € [m],

AX] =b;(t, X))dt +2 VXN XIAWT )t e [to, 1.

jeldl

And, fori=m-+1,---,d,

d)Z’Z:(Bi_m(t,Pto,Pt)fPf‘m 3 Bj(t,Pto,Pt))dtJrsg(Pto) S B RAw,

jeld—m] jeld—m]
~ P ST OBt PPt — > d(PL (Y)Y (5.38)
Jj€lm] jeld—m]
i—m o\ i I 7005 i—m o o\iq =59,J,m+1
— P ST (B AWT —ePma(Pe) S ST ()i (Ptaw
Ji.le[m] jelm] le[d—m]

Obviously, the bracket on the second line is zero since the underlying noises are independent. Hence, using
the fact that ;4 bi(t,p) = 0 for any (t,p) € [0,7] x R4, the drift reads

Bim(t, P}, P) = P/™™ Y Bj(t,PS,P)— P > Bi(t, P, P
jE€ld—m] J€lm]
=b;(t,X;) — P/ Y bi(t, PP P) = bi(t, Xy).
Jeldl

Therefore, in order to prove that ()?t)tggtgx satisfies (5.1) (for a new choice of noise), it suffices to identify the
martingale structure in (5.38). To do so, we rewrite the three martingale increments in the above expansion

fore=m+41, - ,d in the form
e(p?) S \PmRlaWTT
j€[d—m]
i—m Y1 o 7705050 i—m o o\ 570:J,m+l1
—eh Z \/(Pt>](Pt)lthJ —eh <(Pt)z Z \/(Pt)J(Pt)lth]
Jle[m] jem] le[d—m]

d
ST TR 2 poy i = o1 ol
= e H(PY) Z XiX{dw,” —ec*(P?) X] Z Z X] X[dw, "
j=m+1 j€[m]leld]

Hence, in order to complete the analysis, it remains to compute the various brackets d(f(t", )~(tj ) for 4,5 € [d].
Obviously, whenever 4, j € [m],

X, XD = 2 (5(;’51-,]- - )?;)?g)dt.

Now, i,j=m+1,--- ,d,
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d
d< ~z, )A(:g>t = €2§_2(Pto) \/ )’Z;Xg Z \/ )’Ztljzi{/ ((57;7]‘51711 — 5i,l’5j,l)dt
l

J=m+1

+ 2P X[ X] Z Z VXFXIXE XY (Sp 0010 — 001 1) dt

k,k'€[m] LI’ €[d]

d
:gﬂg—%P;)(@’jX; 3 )?;—Xf)?g)dt

l=m+1
+52<*4(Pt°)X;’Xg( Y xx-Y Y Xt’“th)dt
ke[m] le[d] ke[m] le[m]
:e%—Z(P:)(éi,jXZ > Xg—X;Xtﬂ)dt+52<—4(Pf)X;XtJZ > XFXiat.
l=m+1 k=1l=m+1

Now, the key point is to observe that Z;{:mﬂ Xl=1- Sy X! = ¢2(P?). Therefore,
d( NZng>t = (525i,j)?ti - 52§_2(Pto))?§)?g + €2<_2(Pt°))?ff~ff(1 —¢*( to)))dt
= 52 (51’J)?g - XZXg)dt

Now, fori=1,--- ,mand for j =m—+1,--- ,d,

d m
d< Nti, )E;t]>t = —€2§_2(Pto)j?g Z Z \/ )?Z)’Ztl \/ )va)?g/ (62-’;651,1/ — (SZ'J/(Sk’l)dt
LlI'=1k=1

m
- (—E%—Q(P;p?g)?g +ETAPOXIXT S Xf) dt = —e2 X Xjdt,
k=1

which completes the proof. O
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