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Abstract

We consider a critically-loaded multiclass queueing control problem with model uncertainty. The
model consists of [ types of customers and a single server. At any time instant, a decision-maker
(DM) allocates the server’s effort to the customers. The DM’s goal is to minimize a convex holding
cost that accounts for the ambiguity with respect to the model, i.e., the arrival and service rates. For
this, we consider an adversary player whose role is to choose the worst-case scenario. Specifically, we
assume that the DM has a reference probability model in mind and that the cost function is formulated
by the supremum over equivalent admissible probability measures to the reference measure with two
components, the first is the expected holding cost, and the second one is a penalty for the adversary
player for deviating from the reference model. The penalty term is formulated by a general divergence
measure.

We show that although that under the equivalent admissible measures the critically-load condition
might be violated, the generalized cp rule is asymptotically optimal for this problem.
© 2021 Elsevier B.V. Allrights reserved.
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1. Introduction

In this article we consider a multiclass queueing control problem (QCP) under diffusion-
scaled heavy-traffic condition, wherein the decision-maker (DM) is uncertain about the under-
lying model, in the sense that she is unsure about the arrival and service rates. Upon arrival
customers are kept in queues in accordance to their types. The DM allocates customers to the
server, trying to minimize a convex holding cost functional. The ambiguity modeling is done
as follows. We assume that the DM has a reference probability model in mind, and to account
for the uncertainty she tries to optimize among a family of models, penalizing the deviation of
a model from the reference model using a class of general divergence measures. Thus the cost
function the DM is facing is given by

sgp{E@[ /O oOCR O] - £@ | P},
The supremum is taken over a set of candidate admissible probability measures. The first term
is the discounted holding cost term (g is the discounting, X(¢) is a vector whose components are
the sizes of the queues, and C is a holding cost function). The second term is the penalty term
accounting for the ambiguity, where PP is the reference probability measure, Q is a candidate
probability measure, and £ is a divergence measure. The complete description of the terms is
given in the next section.

In general, QCPs are almost intractable. So, an approach pioneered by Harrison [29], is
to approximate the QCP via a diffusion control problem (DCP). To this end, DCP is first
solved and then its optimal control is used to find an asymptotically optimal control of the
original QCP.> In order to carry out the asymptotic analysis, the QCP needs to be scaled.
Specifically, one considers a sequence of queueing systems, labeled by a scaling parameter
n € N. It is assumed that, for each queue, the traffic intensity, which is the ratio between
the rate of arrivals to the rate of service is 1 — O(1/4/n) (see [21]). The arrival and service
rates for each queue are of order O(n). Queue lengths are scaled (divided) by +/n. In the
literature of queueing systems, this scaling is referred to as the heavy traffic diffusion scaling
regime, see [14,18,19] and references therein. The terminology stems from the fact that given
a sequence of ‘reasonable’ controls, one for each 7, there is a limiting diffusion process, along
a subsequence as n — oo. Note that if the traffic intensity is not of order 1 — O(1/4/n), then,
as n — oo, the scaled queue length becomes degenerate (converges to either infinity or zero).
This explains the terminology critically loaded system. In absence of the penalizing term (or,
alternatively, the supremum), by the martingale central limit theorem argument (see [26, Section
7]), the QCP can be approximated by an optimal control problem of a diffusion process. We
detail more in the sequel about the specific structure of the QCP studied here, with and without
ambiguity.

Aside from the diffusion scaling, there are other well-studied asymptotic regimes for QCPs.
The first example we provide is the fluid scaling, which emerges from the functional law of

2 Note that here, the pre-limit model (with uncertainty) is of interest. The limiting model is more tractable and
from which we are able to derive a simple index policy. Hence, it serves us as an auxiliary model. This is typical,
but not restricted to queueing theory; see also the following examples [34] in biology, [31] in actuary, and [22] in
parameter estimation. This is in contrast to cases where one may be interested in the limiting model and would
use a sequence of approximating models, which are either more tractable or for which numerical analysis is more
feasible. When the limiting process is of interest, one may care about stability results, that is: how properties, such
as optimal behavior, are affected by (small) misspecifications of the underlying model; see e.g., [9,12,39,44] and
the references therein.
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large numbers and leads to a limiting deterministic control problem, see [2,7,48] and references
therein. As with the relationship between the central limit theorem and the law of large
numbers, the fluid scaling is less fine. Specifically, the traffic intensity is O(1) and queues are
scaled by n. Two other regimes are the heavy traffic moderate deviation scaling (see [1,3,4,16]
and references therein) and the large deviation scaling (see [5,6] and references therein). The
optimization criteria in the last two setups are risk-sensitive costs. While the standard diffusion
scaling (without ambiguity) leads to a stochastic control problem, the moderate-deviation and
large-deviation regimes lead to two-player minimax games, where the minimizer stands for the
DM from the QCP and the maximizer is an adverse player that models a worst-case scenario.
These games are deterministic. In this paper we follow a similar philosophy and use a diffusion
scaling. Since the optimization is over a class of models, the limiting control problem in our
case is in fact a stochastic game.

In QCPs one of the aims is to come up with easily implementable asymptotically optimal
policies. This issue is even more crucial when the dimension of the problem is high. One of the
most classical such policies in the setup of multiclass queueing network is the cu rule which
is asymptotically optimal in the case of a linear holding cost. A generalized version of this was
introduced by van Mieghem [41], the dynamic priority rule known as the generalized cu rule
where the parameter c is variable and obtained by feedback from the system’s state. Specifically,
if the holding cost rate of a class-i customer is given by C;, where C; are given smooth, convex
functions then the rule is to prioritize the classes according to the index u;C; (Qf’ (1)), where
n is the scaling parameter, p; and Ql'.’(t) are the corresponding service rate and diffusion scaled
queue length at time ¢, and C; denotes the derivative of C;. Hence, it is clear that this index
policy handles well the curse of dimensionality. In [8], Atar and Saha show the asymptotic
optimality of the generalized cu rule in the moderate deviation heavy-traffic regime. However,
in the large deviation regime, asymptotic optimality of the generalized cu rule is not to be
expected. In fact, in [6], the authors show that a rule other than the cu rule is optimal in the
setup of linear holding cost.

Thus the main contribution of this article is that we extend the robustness of the generalized
cp rule as an asymptotically optimal policy to the setup of model uncertainty with a general
divergence measure. Model uncertainty is a very realistic assumption in the real life situation.
Due to the complexity of real-world systems, lack of sufficient calibration, and inaccurate
assumptions, one cannot precisely model the arrival and departure processes, see e.g. [20,35,49]
and references therein. In recent years there has been increasing interest in robust analysis
of stochastic control problems. We consider uncertainty in the diffusion scale of the QCP
in a way that is also referred to as the Knightian uncertainty with a reference model.” As
described in the first paragraph of the introduction, the DM chooses a stochastic control
and the maximizer responses in a non-anticipating way with respect to the proper filtration
by choosing a ‘worst case scenario’. A popular choice for the penalty function £(Q | P)
is the Kullback—Leibler divergence, which due to the tractability it yields, has been widely
exploited in the literature in recent years in various fields, e.g., in control theory [17,32,43,46],
actuary and finance [13,27,40], economics [28], distributional robust optimization [15], and in
queueing systems (not under the heavy traffic regime though) [17,33,38]. This choice leads to
an equivalent stochastic differential game, where the maximizer responses to the DM’s control

3 Another type of Knightian uncertainty that is considered in the literature is one where there is no reference
model and the worst case scenario is formulated via a collection of measures, which are not necessarily equivalent
to each other. This type of ambiguity gained popularity in the mathematical finance community and is associated
with the G-expectation introduced by Peng [45], for further reading see e.g., [10,42,47] and the references therein.
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by stochastically perturbing the drift of the state dynamics in a non-anticipating way using a
stochastic process and is quadratically penalized. Uncertainty in fluid models of queueing was
studied e.g., in [11,25,49]. Recently, Krishnasamy et al. [36] took a different approach from
the Knightian uncertainty considered here and studied a learning-based variant of the cu rule
for scheduling in multi-class queueing systems, where the service rates are unknown and the
DM’s objective is to minimize a regret criterion comparing between the cu rule that uses the
empirically learned service rates and the cp rule with the known rates.

This paper continues a line of research initiated in [23,24], where asymptotic analysis of a
multiclass QCP under uncertainty is being studied with linear holding cost, finite buffers, and
a penalty ambiguity term that is formulated via the Kullback-Leibler divergence. Paper [23]
studies the limiting stochastic game and characterizes the value function as the unique solution
to a free-boundary ordinary differential equation. The solvability of this differential equation
heavily relies on the special structure of the Kullback-Leibler divergence, which is shown to
lead to an equivalent quadratic penalty term. Paper [24] establishes asymptotic optimality using
the limiting problem and crucially relies on the ordinary differential equation and again on the
quadratic penalty term that follows by the Kullback—Leibler divergence. To compare with the
current work, we consider here a convex holding cost, infinite buffers, and a general divergence
measure. Thus, the model considered in this paper is very different from [23,24]. The more
general structure of the model adds to the subtlety of the arguments as we detail in the next
paragraph. Another very important contribution of this paper that it gives an insight about a
sufficient condition on the structure of the penalty term depending on the growth rate of the
cost function, so that asymptotic optimality of the generalized cp rule is still true.

After setting up the limiting stochastic minimax game, the asymptotic optimality of the
generalized cu rule is established by showing that asymptotically the value function of this
game forms both lower and upper bounds for the QCP. The important fact that we take
advantage of is that the limiting game problem has an explicit solution (in terms of optimal
control for the minimizer and value function) in terms of the Skorohod map and a minimizing
curve describing the optimal workload distribution in the limiting problem. Therefore, we avoid
differential equations analysis. In order to establish the lower bound, we take an arbitrary
sequence of controls in the QCP and compare it with the cost in the limiting game associated
with the optimal control of the minimizer. Recall that the cost function in both the QCP and
the limiting game involve suprema over probability measures. Here, one should pay attention
that the randomness in the limiting problem is generated by a Brownian motion and in the
QCP by Poisson random measures. Hence, for the comparison between the suprema we use a
discretization technique due to Kushner, see Lemma 4.1. For this, we associate each admissible
probability measure in the limiting problem with a stochastic process via the Radon—Nikodym
derivative. Then, we approximate it by stochastic processes adapted to the filtrations of the
QCPs, which in turn are translated to admissible probability measures in the QCP; these
approximated processes are the arrival and service rates under the admissible measures. In
addition, the proof of the lower bound uses tightness and martingale arguments under the
approximated probability measure. For the proof of the upper bound we equip the minimizer of
the QCP with the generalized cu rule and fix an arbitrary sequence of admissible probability
measures for the maximizer. Again, the probability measures are translated to rates. We show
in two steps that the maximizer will abstain from making large perturbations to the arrival and
service rates, in the sense that in average the critically load heavy-traffic condition is preserved,
see Proposition 4.2. Then, we use a truncation technique to approximate the rates with bounded
ones, see Proposition 4.3. The rest of the proof uses a state-collapse property and again tightness
and martingale arguments.
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The rest of the paper is organized as follows. In the next subsection we enlist the notations
used throughout the paper. In Section 2, we describe the queueing model and the robust
optimization problem. In Section 3, we describe the limiting stochastic game and its solution. In
Section 4, we describe the generalized cu rule and prove its asymptotic optimality by proving
the convergence of the prelimit value functions to the limiting value function.

1.1. Notation

We use the following notation. For a, b € R, a A b = min{a, b} and a vV b = max{a, b}. For
a positive integer k and ¢, d € R¥, ¢ - d denotes the usual scalar product and ||c|| = (¢ - ¢)'/%.
We denote [0, oo) by R... For subintervals I;, I, € R and m € {1, 2} we denote by C(Iy, ),
C"(Iy, Ib), and D(Iy, I,) the space of continuous functions [resp., functions with continuous
derivatives of order m, functions that are right-continuous with finite left limits (RCLL)]
mapping I; — I,. The space D(I;, I,) is endowed with the usual Skorohod topology. For
f:Ry - Rlandt >0, set | f|l, = supg<s<, | F (Il

2. The queueing model

2.1. The reference probability space and some fundamental processes

Consider a single server model with I classes of customers. Each class has its own
designated unbounded buffer. Upon arrival, customers are queued in the corresponding buffers.
Processor sharing is allowed, but two customers from the same class cannot be served
simultaneously. The system is studied under heavy-traffic. Hence, we consider a sequence of
systems, indexed by n € N, which is referred to as the scaling parameter. Each class of
customers is associated with two rates: arrival and service. To account for the ambiguity in
each of the total 27 parameters it is convenient to work with a probability space in a product
form. For every i € [I] :={1,..., I} and n € N we consider two reference probability spaces
(24 Fa P ) and (12, Fg o, P ;). The first one supports a Poisson process A} with a given
rate A7 and the second one a Poisson process S with rate u}. A} counts the number of arrivals
to the ith buffer. The process S} is referred to as the potential service time process, in the sense
that, for every ¢ € R, S7(¢) is the number of service completions of class i customers had the
server worked on class i for 7 units of time.

In order to account for different level of ambiguities for each of the 2/ processes, we
construct the complete reference probability space that supports the processes A" = (A7 :
i €[I])and " = (S} : i € [I]) and which is given in a product form as follows,

I I
@, 7Py = ([, < 20, el (Fh @ G0, [[®h, < Py)),
i=1 i=l1
where ®{:1(]-"2‘J ®Gs)=(F}11®G4,)Q - Q(Fy ; ®Gs ). Notice that from the structure
of the probability space it follows that for every fixed n € N, under the measure P”, the
processes Af, S, ..., A7, §] are mutually independent. Moreover, P" o (A;’)‘l = P’A,i o (A;’)—l
and P" o (S")™! = Ps, o SH™' i eIl
Let U" = (U] :i € [I]) be an RCLL process taking values in {x = (x{, ..., x;) € [0, 17 :
> x; < 1}. The term U/ (r) represents the fraction of effort devoted at time ¢ by the server to
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the class-i customer at the head of the line. For each i € [[], the process (T}"'(?));cr, given
by

(1) :=/ U'(s)ds, teR,, 2.1)
0

represents the units of time that the server devoted to class i until time . For every t € Ry
and i € [I], S/(T/"(¢)) is the number of service completions of class i customers until time ¢.

This is a Cox process with intensity u;U/".

Denote by X!(¢) the number of class i customers in the system at time ¢. Then,

X[(t) = X[ O)+ A1) — S{(TM@), 1 eRielll. 2.2)
The system is assumed to be critically loaded. That is, the rate parameters satisfy

A= Ain 4 an'? + o(n'’?), U= pin + fain'’? 4+ o(n'’?), 2.3)
where A;, u; € (0, 0c0) and 5»,-, ; € R are fixed and Zilzl pi = 1, where p; :== A;/u;, i € [I].
Using the diffusion scaling

ANt =0T PANG) = A, 8 = nT S — i),

XMe) = n"2X0@),  Y'(@) = pwinm (ot — T, ol =0T PO — g,

24

we obtain the following scaled version of (2.2),

X7(6) = X} (0) + 't + Al (1) = ST () + Y1), teRy
Denote L"(t) = (L'(t) : i € [I]) for L" = A", §", T", X", ¥" and also m" = (! : i € [I]). It
will be assumed throughout that,

3 lim X"(0) =: %,.

n—o0

For simplicity, we assume that {X}(0)}; , are deterministic, hence so is Xo.

The process U" is regarded as an admissible control in the nth system if it is adapted to
the filtration F' = F"(t) = o{A](s), S/ (T/'(s)),i € [I],s < t} and U/'(t) = O whenever
X}!(t) = 0. The latter condition asserts that the server cannot devote any effort to an empty
class. We denote the set of admissible controls for the DM in the nth system by A”".

2.2. The robust optimization problem

We now describe the cost function. Fix a discount function ¢ : Ry — R, and a holding
cost C : RL — R, which satisfy some regularity and growth conditions (see Assumption 2.1
below).

The risk-neutral optimization problem is given by

[o.¢]
inf EP"[ NC(X"(t dt].
it fo oCX (1)
A variation of this problem with convex delay costs was studied by van Mieghem [41].

In order to capture the uncertainty of the DM about the underlying probability measure

we consider a set of candidate probability measures and the DM optimizes against the worst
measure. Each such measure is being penalized in accordance to its deviation from the reference
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measure by a divergence. Notice that given a process Y" adapted to F', satisfying (2.4), there
exists an admissible control U" for which (2.4) holds with T" given by (2.1). Hence, we refer to
Y™ as well as the control in the nth system. The DM is facing the following robust optimization
problem:

V"= inf sup J'(Y",Q"),
Y”EA" Q”EQ”

where

00 1 I
7y =EY| /0 oOCR" Ot | = 3 Las@i, I Ph) = Y L@, I PS)
i=1 i—

(2.5)
and its components are the following:

o O" is the set of all the measures of the form Q" = ]_[771((@" ; x Q5 ), satisfying

d ViGN .
dP’}“([)_eXp{/ log < = )dA (s )—[(wA,(s) % )ds} (2.6)

dQ; LN :
dn»g,(”—e"p{/ log( o )ds (T())—/ws,(s) uHaT o}, @7

for measurable and positive processes ¥ ; that are predictable w.r.t. the filtration gen-
erated by the arrival and service completlons processes, satisfying fo Yii(s)ds < oo
IP’" -a.s., j € {A, S}, i € [I]. We refer to the elements of Q as admissible controls for the
adverse player, which is also called the maximizer. Occasionally we abuse terminology
and refer to the processes ¥7; as the maximizer’s controls.

e For every j € {A, S}, i € [I], and equivalent measures QQ and P, the divergence L, is

given by
£0@ 1P =B [ o (10g( S5 0)) )|
0 dp
where g;; : R — R satisfy some regularity and growth conditions given below in

Assumption 2.1.

Remark 2.1.

1. The conditions asserted on {1#"].”1.} guarantee that the right-hand sides in (2.6) are
[P ;-martingales, and that under the measure Q7 ; (resp., Q% ;), the process A (resp.,
S;(T")) is a counting process with infinitesimal intensity V¥ ;(1)dt (resp., Y5 ,dT/"(1)).

2. Notice that we do not assume that the critically load condition is preserved under the
measure Q", that is 1//;{,1-(1) — A = Om'/?), uniformly over t € R,. However, as we
show in Proposition 4.2, this condition holds in average.

Assumption 2.1. There exist constants p > p > 1, ¢p, ¢, > 0, and ¢; € R, such that the
functions C, {g;,i}je(a,s).ier» and g, satisfy the following conditions.

1. There are strictly increasing, strictly convex, continuously differentiable functions C; :
R, — R4, i € [I], such that,
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e C/(0) = Ci(0) =0;

e C(x) = Zi]:l Ci(x;), where x = (x; : i € [I]);

e there exist constants ¢y > 0 and p > 1 such that for every i € [/] and x € R,
Ci(x) < co(1 + x7).

2. For every j € {A,S} and i € [I], g;; are convex and non-decreasing. There exist
constants ¢; € R, ¢z, ¢3 > 0, such that |g;;(x)| < c3(1 + |x|?) for any x € R, and
gi,j(x) = ¢+ cox? for x e Ry.

3. 0 : Ry — Ry is non-increasing and satisfies f0°° o(HtPdt < oo.

Throughout the entire paper we assume that Assumption 2.1 is in force.

Remark 2.2.

1. The assumptions on C;, other than the growth condition, are identical to those in [8].
They ensure the existence of a continuous minimizing curve which is necessary for
the explicit solution of the limiting differential game. The intuition behind the relation
between the growth condition on C; and the lower bound on the growth of g; ; is that it
ensures that the maximizer does not perturb the rate by “too much” and the heavy traffic
condition is preserved on the “average”. This suggests the correct order of the penalty
term that should be considered if the cost function has more than linear growth.

2. Note that aside of having finite buffers, the model in [23,24] considers a linear cost and
the KL divergence, which corresponds to the case p = p = 1. Nevertheless, the linear
cost cannot be considered as a private of the current model because the cost function is
strictly convex and its derivative is zero at the origin. A better comparison in this case
is studied in [8] under the moderate-deviation model with risk-sensitive cost. There, the
cost term within the exponent satisfies all the assumptions mentioned above and has
a linear growth. The penalty term, which emerges from the moderate-deviation scale,
corresponds to the case p = p = 1; that is, g is linear, and the penalty term is expressed
in terms of the KL divergence.

3. The structure of the divergence considered here by composing g on log(dQ/dP) emerges
from the need to set the penalty term and the cost function on the same scale. A
similar structure was considered by Hernandez-Hernandez and Schied in [30] in a control
theoretic setup. With an adaptation to our model, the function g is composed on the
integrands of (2.6)—(2.7). The cost function in [30] is the log of the state process, which
has an exponential growth. Thus, it corresponds to a linear growth of the cost function.
In turn, their penalty g has at least a quadratic growth. This is the same growth that the
KL divergence has, which corresponds to the linear growth in the cost.

3. The limiting problem — a stochastic differential game

3.1. The game setup

The QCP is approximated by a two-player stochastic differential game. To set it up we need
the following notation. Set the vectors

0= lim (n/py, ..., n/up) = (T}
o= lim m" = Gy — pifLi i € [1]),

n—o00
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and the n x n matrix
o = (0ij1=i.j=r = Diag (L)', ..., 0.n'?).

We now define admissible controls for both players in the game, which due to their roles
will be referred to as the minimizer and the maximizer.

e An admissible control for the minimizer is a tuple & = (12, F, {F;}, P, é, I?), where
02, F,{F:},P), is a filtered probability space supporting the collection of independent
one-dimensional F;-adapted standard Brownian motions (SBMs) {é it (J,0) € (A, S} X
[71}, and an R-valued J;-adapted process Y with RCLL sample paths such that 6 - Y is
nonnegative and nondecreasing.

o An admissible control for the maximizer is a measure Q defined on ({2, F) such that for
any (j,i) € {A, S} x [1],

dQ;,; A ~ 1 [
Q. (t):exp{/ Uii(8)dBji(s) — -/ W,.(s)ds}, teRy, 3.1
d]P)jy,‘ 0 ’ ’ 2 0 >
for an F;-progressively measurable process 1/?,- = (1]/]-,1, ey I/Afj,,) satisfying

*° A Ly .
Eﬂ”[/ Q(S)I//ii(s)ds] <oo and EP[ezfé *”?.f“)dé] <00 1esupplo), i€ [ll,
0
(3.2)
where Q;; == Qo (B;;)"" and P;; := P o (B;,;)"". Moreover, the processes in the
collection {B;; : (j,i) € {A, S} x [1]} are independent under Q.

Denote by A the set of all admissible controls for the minimizer, where we often abuse notation
and denote ¥ € A, keeping in mind that the control includes a filtered probability space.
The set of all admissible controls for the maximizer is denoted by Q. Here as well we abuse
termlnology from time to time and refer to w as the maximizer’s control.

Set Bj ._(le,... 11) J=A,S, and let

X(t) = %o + it + o(Ba(t) — Bs()) + Y (1), 1€ Ry, (3.3)

be the state process of the game . An alternative form to the dynamics is as follows
t
X(t) = %o + mt + / o[Pals) — Ys()lds + o (BY(t) — BE1) + Y(1), t€Ry,
0

where Ig’;@(-) = éj(-) — fo I/Arj(s)ds, is an /-dimensional F;-SBM under Q.
Recall the definition of the cost in the QCP given in (2.5). The cost associated with the
strategy profile (Y, Q) is given by

1. = B[ eteckoar] - ZcA,(@A,n Pa— 3 Los@ss I P

i=1

The value function is thus

V = inf sup J(?,Q)
YeA QeQ
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3.2. The solution of the game

In this section we provide a minimizing control for the minimizer in the game. For this, we
present a key lemma regarding the minimizing curve.

Lemma 3.1 (Lemma 3.1 in [8]). There exists a continuous function f : R, — Ri such that
for every w € R,

- f(wy=w and C(f(w)) =inf{C(qg):q € RY,6 -q = w}. (3.4)
This function satisfies

wiCi(fitw)) = - - = u; Ci(fr(w)).
Moreover, the mappings w — C;(fi(w)), i € [I], are increasing.

One last ingredient for the definition of the candidate policy is the one-dimensional
Skorokhod map I' : D(R;,R) — DR, R) given by

') =1(t) —inf{l(s) AO:s € [0, ]}, teR,.

Pay attention that I'[/](#) > O for every t+ € R,. Moreover, it is well-known that for any
l], 12 € D(R+, R) and t € R+,

[Clh] = I, < 2|1L = B, (3.5

Another nice feature of this function that serves us in the sequel is the pathwise minimality
property of I'. It says that for any /[,y € DR, ,R) such that y is nonnegative and
nondecreasing, and /(t) + y(¢) > 0 for all + € R, one has

)+ y@) = I'lll0), t=0. (3.6)
Consider a filtered probability space as described in the previous subsection. Denote
L(t) = %o + it + o (BA(t) — Bs(1))
and set
X;t)= f(I'0-LI(t)) and Y,;(t)=X;(t)—L(t), teR,.

We refer to the control (2, F, {F;}, P, B , Y r) as the f-reflecting control. Occasionally, we
abuse terminology and refer to Y, as the f-reflecting control.

Proposition 3.1. The control € = (12, F, {F:}, P, B , f’f) is admissible and optimal for the
minimizer. That is,

V = sup J(¥;, Q).
QeQ

The proof follows from the pathwise minimality property of the Skorokhod map combined with
Lemma 3.1 in the following sense. Let £ = (£2', F', {F}}, P, B’,Y') be an arbitrary admissible
strategy for the minimizer and let X’ be the associated dynamics via (3.3). Since B = (l§A, és)
and B’ = ((EA)’, (f}s)’) are SBMs, we may couple between the two probability spaces such
that both BMs are identified.

Now, by the definition of f, and (3.6), for any r € R,

0-X;)=T[0-LIt)<0-(Lt)+Y' (1) =6-X().
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So, by (3.4), for any path of the BM w and every ¢t € Ry,
CX ;1)) = CX' D))
Hence, for any measure 0 e o0,

J(Yr, 0) < J(Y', Q).

Remark 3.1. Note that the pathwise minimality property and the minimizing curve introduced
in Lemma 3.1 allow us to provide the optimal control for the minimizer in the limiting game
without using differential equations and the dynamic programming principle. This is in contrast
with [24] where the differential equation is required to set the level of rejection and the best
response of the maximizer player. The best response of the maximizer in the game plays an
essential role in establishing the lower bound part of the convergence result in [24]. Since our
buffers are infinite, we are not required to have a rejection level. Furthermore, as the last proof
hints, the pathwise minimality property allows us to establish the lower bound in Section 4.2
without a characterization of the optimal control for the maximizer in the limiting game. Hence,
we do not perform a differential equations analysis.

4. Asymptotic optimality of the generalized cu-rule

4.1. The generalized ci-rule and the main result

We now describe the generalized cu rule. First we describe the preemptive version.
This dynamic priority policy gives preemptive priority at time 7 to the class i for which
wiC! (X”(t)) > W C/ (X”(t)) for all j, where ties are broken in some arbitrary but predefined
manner. To define 1t prec1sely we need some additional notation. Given a set of real numbers
R = {r;,i € [I]}, denote argmax R = {i : r; > max; r;}, and let argmax* R be the smallest
member of arg max R. The control, that we denote by U*", is defined by setting

Ui*ﬂ(t) = l{ff"(t)eX,-} s i €[1],
where X;, i € [I] partition Rfr \ {0} according to
X; = {x e R\ {0} : argmax*{u;C)(x)), j e U} =i}, i€l

(Thus, in case of a tie, priority is given to the lowest index.) Note that if, for some i, x € A,
we have x; > 0 thanks to the assumption that, for all 7, C{ (x) = 0 iff x = 0; as a result, the
queue selected for service is nonempty.

The non-preemptive version of the generalized cju rule is a policy, denoted by U*", that
upon completion of a job selects a customer from the class i for which X" e X,. Namely, if
T is any time of departure, then U*"(t) = 1 (&n(r)ex,)- Note that the job departing at time 7 is
not counted in X”(t), due to right-continuity. Both the policies have the non-idling property:

when a customer is admitted into an empty system, it is immediately served. Now we state our
main theorem.

Theorem 4.1. The value function of the QCP converges to the value function of the limiting
game problem, i.e., lim,_,o V" = V. Moreover, the generalized ciu rule (both preemptive as
well as non-preemptive) is optimal. That is, if Y" is the control corresponding to the generalized
cu rule (preemptive or non-preemptive), then

limsup sup J"(¥Y", Q") < V.

n—>oo QreQn
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The proof of the theorem is given in Sections 4.2 and 4.3, where lower and upper bounds are
established, respectively.

4.2. Lower bound

By Proposition 3.1 we need to show that

liminf V" > sup J(Yf Q). 4.1
n—0o0 @GQ

Or alternatively, for any arbitrary sequence of controls {)A’”}n,

liminf sup J”(Y" QY > sup J(Yf Q). “4.2)
n— o0 QHEQ” Q
Clearly, we may assume without loss of generality that the {1? "}, is taken s.t. for every
neN,
sup J(V;, Q)+ 1> sup J"(¥",Q"), 4.3)
QeQ QreQn
otherwise, the lower bound holds trivially for such Y. To this end, we need to follow these
steps:

1. Comparison between the two suprema. Notice that the suprema on both sides of (4.3)
are taken over very different sets. On the right-hand side (r.h.s.) the probability measures
are w.r.t. discrete processes and on the left-hand side (1.h.s.) the measures take care of
the drift of the continuous process. In order to compare between the suprema we show
that up to a small term ¢ > 0, the supremum on the L.h.s. of (4.3) can be replaced by a
supremum over measures whose corresponding s are nice functions of the Brownian
motions. That is Y(t) = F ¢(B), for a nice function F¢. This way, we may compare
between the two suprema by setting up a change of measure in the prelimit using the
same function F°?, substituting the scaled arrival and departure processes in F° instead
of B.

2. Tightness and convergence. Showing tightness of a sequence of some relevant processes
enables us to talk about converging sub-sequences. Restricting ourselves to such a
subsequence, using the same function F* for the change of measure for the prelimit and
limiting process, we show convergence of the divergence components. Moreover, using
Lemma 3.1 and the pathwise minimality property of the Skorokhod mapping (3.6) we
bound from below the running cost of the prelimit problem, by the prelimit running cost
associated with the f-reflecting control.

The following lemma establishes the claim in the first part given above. Specifically, we
show that for the limiting game there is an e-optimal Y€ for the maximizer that is a bounded,
and a continuous function of a finite sample of the BM, in a non-anticipating way. Its proof
follows by the same arguments given in the proof of [37, Theorem 10.3.1], hence omitted.

Lemma 4.1. For every ¢ > O there is a system Z° = (£2°, F*, {F}}, P?, ée) and 1/}8 e II(=°%)
with the following properties.
° ()A(?, I?;) satisfies the following equation for every t € R,.
X5(t) = f(I10 - L°I@) and Yi(t) = X5() — LE (1),
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where Lé(t) = %o + mt + o(B5(t) — B(1)), and B® = (B%, BY) is an Fy-adapted,
21-dimensional SBM under P*.

e For some § > 0, I/A/E is piecewise constant on intervals of the form [l5, (I + 1)é),
1=0,1,2,.... For every s € Ry, x@%s) takes values in a finite subset of R*!, denoted
by Z°.

e For some 6 > 0, for each u € Z°

PE(Je(U8) = u | B(s),s <18, 9°(j8), j <1)
=P (J°(U8) =u | B(ph), po <18, Y°(jd), j <)
e (/e U8/0] [ 2e, .ani—1
= £ (B o), (5°G9)' )
where for suitable ki, k, € N, F} : RM x (Z8Y2 — [0, 1] is a measurable Sfunction such
that F,(-,w) is continuous on R¥! for every u e (Z°)k,

o Set the measure Q° = Hilzl((@jj x Q5 ;) associated with (&;i)je{A,S},ie[l] via (3.1)—(3.2).

Then,

J(Y5,Q > sup J(¥5,Q) —&. (4.4)
QeQ

Fix & > 0 and Q° such that (4.4) holds. The next proposition together with (4.2) establishes
the lower bound (4.1).

Proposition 4.1. The following asymptotic bound holds
liminf J(V", Q") > J(¥§, Q).
n— o0

Before providing its proof, we need some notation and preliminary results.
For every n € N set the process (¥"¢(¢)) to be random and fixed on the time interval
[18, (I + 1)), that is a Z®-valued, F'-measurable according the conditional distribution

P = u | T = F (Mo, (0G9) )

where M" := (A", §"(T")). Let Q"¢ = ]—[ilzl(Q':\’fi x QY7) be such that the measures Q' and

i are respectively associated with the intensities v,% and y’, which are given by

YR =0T YL OMm A i) =l e, e Ry

Also, define the Q™*°-martingales

Al’-‘(t) = n—l/z(A;’(t) — /l w;"’f-(s)ds),
o 4.5)
D) = n ™ 2 (SHT ) — f Ve AT/ ).
0
Pay attention that
Aty = Al — AV / l Piis)ds, Do) = SNTM)) — f t Pef($)dT! (),
0 0
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and therefore,

Xﬁ(r)=)27(0)+m;*z+f§;*(t)—[)7(:)+?l."(t)+x}/2/0 Uri(s)ds—p ‘/2/ UEE ()T (s).
(4.6)

The next lemma provides the first step in the proof of the second part.

Lemma 4.2. For any given ¢ > 0, the sequence of processes {T"}, converges in probability
to p under the measures {Q™*},.

Proof. Throughout the proof we assume that o > 0. The case where o(#)) = 0 for some 7y > 0,
and by monotonicity o(t) = 0 for every t > f, (finite horizon case), is treated similarly and
therefore it is omitted. Set

0" = nlirrg@(n/u?, con/ph).

From (2.4) it is sufficient to show that for each T > 0, the sequence {Q"* o (||I?”||T)’1}n is
tight. This follows once we show that the following two limits hold.

11m lim sup Q™° (mf inf Y”(t) < K) =0, 4.7
K= ;500 ie[1]0<t<T
Jim tim sup Q" (9” Ty = K) —0. 4.8)
K—o0 500

To observe it, we now show that for sufficiently large n, the event ||l? Ml = 2K /60min
implies that either (i) there exists i € [I] such that info<,<70'Y/'(t) < —K/(4I) or
(11) 0" . Y"(T) > K/2, where Hmin = minie[l] 9,'.

Indeed, assume that ||1? "l7 = 2K /6min and let n be sufficiently large such that for every
i €1, 0" > 60; — 6nin/2, where Oy := min;¢(7; 6;. Now,

N (- ~ A A
NGl + =D W = 3 16 W 2 Oin Y 1T 7

i€[l] i€[l] i€ll] i€ll]
Hence,
enf}n emin Y"vn gmin ?n
_Zni Mlr > =5 Zn Plir = I
i€[l] ie[l]

Therefore, the event ||Y"||7 > 2K /6pmin implies that Dicin 167 f/,-"HT > K. Now, either

(1) there exists i € [I] such that infy<, <7 Oi"ﬁ”(t) < —K/(#&I); or

(2) for every i € [[I], info<<7 Gi”ffi”(t) > —K/(4I). This condition implies that 6" -
Y"(T) > K /2. Indeed, arguing by contradiction, assume that 6" - Y'(T) < K /2. Now,
0" - Y(T) = >ien OF ?{‘(T) can be decomposed into two partial sums, one that runs
over the positive terms 6/ I?i”(T) and the other over the negative ones. Denote them
respectively by X, and X_. Since 6" - Y(T) = Yo+ X < K/2, it follows that
Yy < =X+ K/2 < K/4+ K/2, where the last inequality follows by the case
considered in this part. Therefore, D ./, 16/ Y'lr = ¥y — ¥_ < K, a contradiction to
the conclusion mentioned above.
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Notice that for a sufficiently large n, for every i € [I], 0]' < Opax+1, where Opax == max;e(s1 6;.
Thus, once (4.7)—(4.8) are established, we get,

lim sup lim sup Q"’S(Hﬁ”HT > 2K/9mm>

K—o0 n—00

< lim sup lim sup Q“(inf inf P7(1) < —K /(A1 (Opna + 1)))

Koo 100 i€[110<t<T

A K
+ lim sup lim sup Q”’E(Q” -Y'(T) > E)

K—oo n—o0

=0.
Establishing (4.7): Recall (4.6) and that X 7 >0and {1}}"'1.8} j.i.n are uniformly bounded. Hence,
there exists a constant a; > 0 such that for every n € N and ¢ € [0, T],
YI(t) = —ay — A1) + DI ().

The event {info<,<r I?i”(t) < —K} implies that either {||Al'.’||T > (K — ay)/2} or {||lv)f’||T >
(K —ay)/2}. By the Burkholder-Davis—Gundy (BDG) inequality there exists a constant a; > 0
such that

sup B [14713 ] < @z sup{n "BV [} = Mo < ox,
n n
where the last inequality follows since A7(T) is a Poisson random variable with mean

EQ"* [ fOT 1//:1{’:? (t)dt] and since the processes {I/A/;’”f} j.i,n are uniformly bounded. A similar bound
holds for bl” with an associated constant Mg; < oo. Therefore,

@"*8( inf_inf P7(t) < —K)
0<t<T i€ll]

1
< Z{@"’S(HA;’HT > (K —a1)/2) + Q" (1D}l = (K — a1>/2)}
i=1

i
2

< E (Ma; + Mg ;).

K —da] i1

The r.h.s. converges to 0 as K — oo.

Establishing (4.8): Throughout this part, a is a ppsitive _constant, independent of n and 7,
which may change from one line to the next. Set Y" = (Y : i € [I]), Z" = (Z} : i € [I]),
A" = (A7 :i €[l]), and D" = (D! :i € [I]) by

~ or . _ or n _ . _ .
Y = jﬂ"(t), Z}(t) = j - 1‘|Y,-"(f)|, Al (1) = |AT (D), D} (t) = |D} (t)|.
Also, set e = (1,...,1) € R!. From (4.6) and the uniform boundedness of {lﬂ;',’f}j,i,n, we get

that,
0<6" - P"(t)=0-7"(1)<6- (f("(t) Fate+ A"(t) + D'(1) + Z”(r))

<6. (f(”(z) +ate + A"(t) + D”(t)) ,

where the last inequality follows by modifying a, recalling that |1 — 6" /6;| is of order n~!/? and

that |l?,."(t)| < aztn'/? for some a3 > 0 independent of n, i and ¢. Denote p~! = (,oi_l 10 e 1))
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By the monotonicity of C o f, (3.4), and the convexity of C, we get that
27
[ [ ewcirder ranar]
2T
<EY[ / oC(f® - GIR"() + ate + A1) + D"(W))))dr |
0
o 2T A - -
<E®" [ f o(CIX"(t) + ate + A"(t) + D"(r)])dz] (4.9)
1 05 2T R . 2T
<- (E@"' [ / Q(t)C(X”(t))dt] +EQ" [ / Q(I)C(aet)dt]
4 0 0

- 2T _ - 2T _
+E [ fo Q(t)C(A”(t))dt] +EY [ fo Q(t)C(D"(t))dt]).

Once we show that the r.h.s. is uniformly bounded over n, we get by the monotonicity of C;o f;,
0" - Y", and p, in addition to our assumption that o > 0, that

2T
supEY [ Ci(fic4" - (7)) | < asupEY"| /T QC(fi(§0" - "y |
2T

< asupEY"| /0 oC (k0" - Pty | < oo,

By an application of Markov inequality and the monotonicity of C; o f;, we obtain that (4.8)
holds.

The rest of the proof is dedicated to uniformly bound the four terms on the r.h.s. of (4.9).
The second term is deterministic and independent of n. Its bound follows by the polynomial
growth of C; asserted in Assumption 2.1 and the last part of the assumption. To tackle the third
term, we use again the polynomial growth of C as follows

2T
supEY[ /0 oOCi(A 0Dt ]| < asupEL [IA112, ] < asupn BV [Jar ]
n n n

The last supremum is finite since A7(2T) is a Poisson random variable with mean fozr wg’f(t)dt, the

sequence {1/}”*‘E }n 1s uniformly bounded, and the p/2-moment of the Poisson random variables is a
polynomial of order p/2. The bound of the fourth term is similar and therefore omitted.
In order to estimate the first expectation, recall (4.3). Hence, for every i € [/] and n € N,

) 2T 1 1
EY" [ fo @(t)c,»(xz’(t»dr] SVHT4+Y Lai@5 1P )+ Y Lsi(Q5 I PE ).
i=1 i=1
We now uniformly bound the divergence terms. We bound only the £4 ;-terms and the same arguments
holds also for the Lg ;-terms. The growth condition of g4 ; and simple algebraic manipulation of the
Radon-Nikodym derivative from (2.6) yield that

EQ" [/:T Q(t)gA,i<10g(d§n (t))) ]

<a+aEY" [O<slu<p2T ‘ lOg(Zgn (t))‘ ]

=a+aEY"[ sup ﬂ/ Yie(s) log ‘”A’( ))—w;;ﬁ(sww)ds\ﬁ]
0<t<2T
+aEY""| sup ’/ 10 IIIA’() Af’(s)—/s WZij(u)du)‘ﬁ].
0<t<2T 0

221



A. Cohen and S. Saha Stochastic Processes and their Applications 136 (2021) 206-236

By the definition of 1///'1 ¢ and the inequality (1 + y)log(l +y)—y < y 2/2 for y in a neighborhood of

0 applied to y" 1//2 é’"(t)()n,n)l/ 2/)L” and the uniform bound over W A l},,, one obtains that the first
expectation on the r.h.s. is bounded above. In order to estimate the second expectation pay attention

that
L e SN e : :
A log( a )d(Ai (s)—A 1//A’i(u)du> is a martingale.

Denote its quadratic variation, estimated at time 27" by [ fo ... Jar. Now, applying the BDG inequality
and using the bound |log(1 + y)| < 2|y| on a neighborhood of 0 applied to y", we get that

E@“ sup ‘/ wA’() A?(s)—/: wf;j(u)du)‘ﬁ]

0<r<2T

<[ log<‘”/”§z“>>d<A:-«s> - [ vz

< an PPEQ (AT 2T))P?] < oo,

The last bound follows since A}(27T) is a Poisson random variable with mean f 2T 1//3 f(z)dz the
sequence {1// A l},, is uniformly bounded, and the p/2-moment of the Poisson random variables is a
polynomial of order /2. O

The lower bound will be established via weak convergence and tightness arguments. For this, we
set up the rest of the processes required for this purpose. We start with breaking the logarithm of the
Radon—Nikodym derivatives (2. 6) (2.7), and (3.1) into two parts each. For every n € N and i € [[],
set the processes Hj ;, G ;. Hg ;, and G ; by

t O NS
n _ 1/2 Al n
HAyi(t)_/O n log<7k? )dA"s),

n 0= /0 t(l/;j;'j (s)log(wz}fl(s)) — Yy + A?)ds

! O N
Hg’i(t)=/ nl/zlog(%)dD”(s),
0 u

i

gvf(’):/()t(‘/’ng(s)lo (Wsu,( )> Vi (s )+M,)dT"(s)

i

Moreover, set the processes Ha i, Ga,i, Hs,;, and Ggs; by
i pe- Q@ L 2
HA,i(l)=/0 Vi i(9)dBy 5 (), Ga,i(t) = 5/0 (Wi i (s))7ds,

r, ~e () 1 o,
Hs (1) = /0 V5B (), Gsin) = 3 /0 (W5 () ds,
where
(BT, By () = (BY ;. B () — /(¢A,<s> U§ 1 (s))ds.

Denote H" = (H" cj = A, 80 € [ID,G" = (G" :j = A,S;i € [I]) and similarly
H=H:j= A, S ti € UD.G =(Gj,; : j = A S; l € [I]). Furthermore, recall that we aim
at bounding the limit inferior of V" by the robust cost associated with generalized cu control, which
in turn is defined via reflection. To reach this cost, we need to pass through a process with a reflection
structure in the prelimit. Hence, we set up the following. Let in = (L” i e [I)), X", and Y" be
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defined as follows
LM(t) = X1O) + ml't + AL(t) — SUT @) + n~ V2! — npi) (it — T](1),
and

X4 = f(I10 - L"OI0). Y} = X'} — L")
Lemma 4.3. The following sequence of measures

N N N . - N N N N -1
{Q"’E ° (A", §". ", 81T, A" D (Y 0 HYL G LT R Y}Z) } (4.10)

n

is C-tight. Moreover, every limit point of this sequence has the same distribution as
A A A A & A € ~ ~ A A _]
Q o (0B (0o B, p, 0B, 0By o BYY (05,00 H. G LT X5, 05) @.11)

where, the process (éf\’?s, ééi@é) is a 21-dimensional SBM under the measure Q° and the filtration F

that is generated by the procésses in (4.11).

Proof. The tightness argument is standard and therefore omitted. As for the limit, using the martingale
central limit theorem as well as Lemma 4.1 we obtain the convergence of all the terms besides that
of (1/}”*8 , H", G"). To show the convergence of the latter, notice that the continuity of F/ implies
Q™o (1/}”'8)*1 = Qfo (1@9)*1. By the definition of "¢, the uniformly boundedness of {1/}"'8},1, and
the martingale central limit theorem, we finally obtain that Q¢ o (H", G")~! = Q¢ o (H,G)"!. O

Proof of Proposition 4.1. From the previous lemma we may reduce to a converging subsequence of
(4.10), which we relabel by {n}. In order to establish the desired lower bound it is sufficient to prove
the following asymptotic estimates:

1 1
Tim (37 4@ 1P 0+ 30 L5 1 )] “4.12)
i=1 i=1

1 1
=Y Lai@Qai P4 )= L;iQsi | P§))
i=1 i=1

and

n—o0

lim inf/Oo Q(t)C()?”(t))dz > /OO Q(t)C()?f(t))dt. 4.13)
0 0

The limit (4.12) follows from Lemma 4.3 and the representations

L@ 1B =B /0 00021 (H (1) + G )

L@, 175 =EY| /0 0084 (Hy.i () + G (0)dr .

We now turn to proving the lower bound (4.13). The idea in this part is to use the properties of
S given in Lemma 3.1 and the pathwise minimality property of the Skorokhod map, see (3.6), applied
to 0 - L". For this, notice that

1
0.-X"1)=0-L"(1)+ n‘/2(1 -3 Ti”(z)),
i=1

with 9 - X" > 0 and (1 — Zi[:] Tl."(t)) is nonnegative and nondecreasing. Hence, (3.6) implies that

6-X"t)>TI6-L"OI¢), tel0,T].
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From Lemma 3.1, the monotonicity of C o f, and the last bound, we get that

/0 o(1)C(X"(1))dt
> fo o(C(f (O - X"(1))dt
> /O oOC(f(I'[6 - L"()I(1))dr

= /0 e(OCX (1)t

Finally, Lemma 4.3 implies that

[e¢]

liminf / oog(r)co‘(”(t))dtz / Q(z)C(f(ef(t))dz. O
n—oo Jq 0 g

4.3. Upper bound

In this part we show that the generalized cp rule asymptotically attains the value of the limiting
problem V. We denote by Y” the control corresponding to the generalized cp rule (preemptive or
non-preemptive) and show that

limsup sup JY",QH < V. (4.14)

n—oo Q”GQ”
For this we set up in Section 4.3.1 an arbitrary sequence of measures {Q"}, and show that for
any “reasonable” sequence from the point of view of the maximizer, the p-means of the drifts and
the logarithms of the Radon-Nikodym derivatives of the nth systems are uniformly bounded. Then,
in Section 4.3.2 we use this uniform bound to show that the measures {Q"}, can be uniformly
approximated by measures {Q™}, for some sufficiently large k > 0, such that the associated rates
zp;',’i" satisfy,

Y@ =2+ Gun) 2P0 + o™V,
where |1//X’,];| < k, and similarly for I/I;lk . The motivation behind this step is that while fo 1/?’{ ;(t)dt has
a convergence subsequence, the limit is not necessarily absolutely continuous, hence, the fimit might
not have an integral form fo 1/7 7.i(s)ds. Hence, we cannot compare it with the limiting game. Moreover,
we use it to obtain the convergence of the Radon—Nikodym derivatives. Finally, in Section 4.3.3 we
characterize the limiting process by providing the state-space collapse and in Section 4.3.4 we establish
the upper bound.

4.3.1. p-mean bound for the intensities

Consider an arbitrary sequence of measures chosen by the maximizer in the QCP, {Q"},, satisfying
(2.6)—(2.7) for some { W; ;1n.j,i- The first step in establishing the truncation reduction is showing that the
maximizer can be restricted to measures Q" € Q", which are close in average to the reference measure
P". The reason it holds is because for high values of n_l/z(lwgyi — M+ W"sl,i — uf?]), the divergence

terms (in absolute values) significantly dominate the running costs, which are affected through X",
Without loss of generality, we may assume that for any n € N,

JUE QY >V — 1. (4.15)

Otherwise, the upper bound holds trivially for such Q"’s.
Recall the definitions of A" and D" given in (4.5) and set

Ph ) = n) T (Yl =), and Y0 = (uin) T (W0 — ul).
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Notice that
Lai@, 1P )

e e , RO,
—E° [/ Q(t)gA,i(/ FUGP ()ds + / n2 log (A5 )d A7 (s) )dr |.
0 0 0 i
(4.16)
LS,i(Qg,i || ]P”sl,,-)

=5 [ " ewsns ([ 1,08 00z + [a? log(w;< )ay)a].

i

where fj ;: (—Af’(kin)_l/z, oo) — Ry and fg, : (—M;'(;Lin)_l/z, oo) — R are given by

. /2 1/2 . 2
fii(x) = A;’[(l + 7()";31 x) log (1 + Gam) = ") Y x) - Ll:{zl/ x],

i

12 12 12
f8i(0) = M;?[(l + 7(“’:; x) log (1 + (“‘") ) (“‘;’) x].

In the sequel, we need the following properties of fj’?,i, jelA, SLielll
o the function x +— f;fi(x)/x is increasing on (0, 00),
e lim,_,  sup, f;‘i(x)/x = 00.

Pay attention that we do not assume that the processes sup; i |1// ;)| are uniformly bounded.
Rather, we use the next proposition to claim that one may restrict these processes to be uniformly
bounded without too much loss.

Proposition 4.2. There exists M > 0 such that for every n € N and every i € [I],

EY [/Ooo o]| /OI @X,,-(s)ds’ﬁ + ‘/Ol &g,i(s)dT;,-(s)‘ﬁ]dt] <M, 4.17)

EY [/OOO Q(t){(/ot fX,i(I/?X,i(s))ds)ﬁ + (/Ot fg,i(ll};i(s))dﬂ"(s))ﬁ}dz] <M, (4.18)
and

%] /0 ) oOXpw)dr] = M. 4.19)

Proof. Throughout the proof, the parameter a stands for a positive constant that is independent of
n and ¢ and which can change from one line to the next. Pay attention that 0 < n’lw;’ () =

a(l+ n_l/zv};f’i(t)), t € R;. Applying the BDG inequality to A" and D", we have

@y i 2@ || [y v/ o2y @[] g o
E'[I1471}) < an~? B2 | OwA,l«s)ds\ | = a(er? 4 nmriE | OWAJ“)”’S‘ ]
@y P @[ [y P2
EC D07 < an PR | [ ugoarro|”]

Vs

<ol e[| [Lg o] )
(4.20)

Recall that both versions of the generalized cu-policy, preemptive and non-preemptive, are work
conserving, that is Ziey] U"(t) =1 and D ieln Uit’"(t) = 1 whenever X"(r) is nonzero. By the
definitions of T7% and Y™* it follows that the nondecreasing process 6" - Y, does not increase when
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6" . X™* > 0. From (4.6) we get that for any ¢ € Ry,
6" . X"(1) 4.21)

= [ (2O i+ + D0+ [ o s = [ osi ot o) o,
0 0

where o := Diag(n;’”, ..., u;/%). By (3.5), the above, the uniform bound 0 < X7(1) < a6" - X"(t),
and since {6"}, is uniformly bounded, it follows that for any t € R,

! t t
&y <a (10 + A& + B2 + | [ 050"+ [ 05,0a13,0]).
i=1

(4.22)

By the polynomial growth of the running cost and the bound fooo o(HtPdt < oo, both given in
Assumption 2.1,

2]: EY [ /0 ) Q(t)C,-()?;“(z))dz]
i=1
<a 12;:(1 + EY [/000 Q(t)” /Ot @g,i(s)ds‘p " ‘ /Of lﬁglq,-(s)de",,-(S)‘p]dt])-

Combining it with the definition of the cost function J” and (4.15) one obtains that

LA,[(@Z,,‘ || P’;\,i) + ES,i(Qg,,‘ || Pg,,‘) (4~23)

<a(1+EY [/Ooo o] /0[ P4 ds|+ | /Ot 92,01, ar]).

Pay attention that for any r € Ry,

EY [/ 1/2 log(wA i ))d/i;’(s) } ]-';//n] =0,

0

where }',W = a{w" () : s <t ,j=AS ,i € [I]}. Also, recall that the functions g;;,
jelA, Shielll are convex. Hence, by Jensen’s 1nequa11ty

E? [ga( / SO (s)ds + / w2 1og(PA10) g o))
> EY g4 (EY'| /fA,(wA,(s))der/ Vzlog(%)dﬁf’(s)}}}wl)]
= EY g4 (EY | / fh0 s | 7]

[gA i / A(s))dS)],

and similarly by conditioning on a{w}l’i(s), T'(s):s <t,j=A,S,ie[l]},
A )N
E [gs.i( / S5 DT (5) + / 2 1og(== )l o))

> EY [gs,i (/0 fgl,i(‘%,i(s))dTin(s))]'
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Plugging in the expressions of the divergences given in (4.16) and using the two bounds above together
with the bound g;;(x) > c¢1 + cox? that Assumption 2.1 asserts, (4.23) yields that

[ e[ i onas) ]+ 2N [T oo ([ gt onuno) ]
(4.24)

<a(1+EY [/Ooo Q(t){‘/ot P ds|+ | fot 92,010 ar]).

Denote for every r € Ry,

R 2
. oo =00 o0

1

()12
W

Yf;,i(t) =

Now, one can simply verify that for all y > —1,

1
Zyz]l{y<4} + yLlyzay < (1 + y)log(l +y) — .

Using this inequality and the one from (4.24) in addition to the definitions of A7 and u} given in (2.3),
we get that there exists a; > 0, such that for any n € N and t € R,

EY’ [/Ooo Q(t)(/o’{(&Z,i(s))Zl{y;J(SKM + n1/21/;X,i(s)]l{yZ'i(s)Z4}}ds)ﬁdt]
B [/ooo Qm(/ot {862 1153 e + 128 )11 029 [T 9)) ﬁdt]

<a(1+EY [/000 o]| fot W] + | /Ot 92,0t 0| Jar)).

Since the mapping ¥ +— 2 is super-linear, there is a constant a2 < O such that for any ¢ € R,
V2 > ap + 2a1|¥|. Applying this inequality for w;‘i(t) on the left-hand side of the above, we get that

2
for every n > 4a1,

a2+2a1(EQ"[fOOOQ(f)”fOI @X’i(s)ds‘p_-l-l/: &?,i(s)drgi(s)]ﬁ]dt])

< a1(1 +EY [/Ooo Q(t)” At @X’i(s)ds‘p + ( /Ot tﬁg’i(s)dTg‘,i(s)’p]dt]).

Recall also that p > p, then,

E@”[/Oooe(t)”/; ¥ o]+ ]/OZ P01y Jar] <1 - ao/an,

and (4.17) is established. The bound in (4.18) follows by another application of (4.24) and the
bound above. Finally, the bound in (4.19) follows by combining the bounds from (4.17), (4.20),
I etPdt < oo, and (4.22). O

4.3.2. Reduction to uniformly truncated intensities

Having at hand the uniform bound (over the expectations) from the previous proposition, we now
claim that up to a small loss from the maximizer’s point of view , the terms { 1/A/J" ;}j.i,n can be uniformly
bounded. For this, we set up for every k > O the processes

k . 1/2.%

VO = VR0 = i) PP O gy
k . 1727

Y () =g (0 — (win)/ VS OLygn sty
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Also, denote by 7% = (Tl” Kiie [/]) the DM’s generahzed cp rule given in Section 4.1 associated

with the environment associated with the intensities {1//j ; } j.i- The arrival and service processes

associated with these truncated intensities are A™* and $™F, and they are coupled with A" and S"
as follows. Set the following independent Poisson processes (with rate 1): {P; ;. : j € {A,S},i €
[I]l,m =1,...,4}. For every i € [I] set up the following processes

MZ';() = PA,i,] (/ ()\.n +I’lI/ZKZXJ(S)]].{]/”}X‘i(s)<0}>ds),

KIT() = Pay 2(/ 1/2( i(s))]lh%(sk_k}ds),
K;"’j(.) = pA”(/ 1/2% I(s)]l{oq,,n (5)<k) ds)

My T() = P 4(f V2P T ergds):

and similarly,
M50 = P (f 02+ PR 001 - T70)
GO = Psaa( /0 WO Gy o T),
K§im ()= Ps,i,z(/o- "]/2(—12’§l,i(S))ﬂ{ﬁg’i(sk_k}d]}"’k(s)),
Kg ()= PSJ&(/O'nl/zl?fé’,i(S)Jl{0<¢;gvi(s)5k}dTi"(s)),
K§E ) = Psaa( /O | L gy T ®)

My () = Ps,i,4</0 nl/zd}g,i(s)l{@;'i(spk}dTin(S))~

Now set, A" = (A7 :i € [1]), Ak = (A;”k tie[I]), D" = (D! :ie[l]), Dk = (Df’ ke [1]) as
follows

A" =My KT My A = My T KT+ KT
D" — Mn'7 + Kn,+ _’_]Wn,Jr7 Dn,k = M;,k,f + Kn,k,f + Kn,k,+.

Also, denote by A", A"k D", and D™* the compensated versions of A", A"k D" and D™k,
respectively. Finally, set Y7 = (Yi" ke 1) with YR = win=V2(p; - =T k( )) and the state
process

XiKe) = XPO) + 't + ATH @) = DR+ 7@
+ AI/Z/ Tk s)ds — p)"? /Ot JekE)dT ™ (s).
As in (4.21), we have as well for any t € R,
6" - X"k (4.25)
= 10" (X7 + 5" +AmR ) + D) + fo oilhsds - /0 osPrtedT ) o,
where recall that og = Dlag(ul/2 R M}/z).
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Lemma 4.4. For any given k > 0, the sequence of processes {(T", T"F)}, converges in probability
to (p, p) under the measures {Q"},.

Once we establish the convergence in probability for each of the components, the joint convergence
follows. As in the proof of Lemma 4.2, in order to establish the convergence of each of the components,
it is sufficient to prove that for every T > 0, {Q" o ((||I?" 7)~1) is tight. The proof here is similar,
where now the uniform boundedness of fOT &Z’j(r)dr, asserted in Section 4.2, is replaced by the uniform

boundedness of IEQ"H fOT @X’i(t)dtrﬁ ] and similarly for j = S. The proof is therefore, omitted.

Proposition 4.3. The following asymptotic bound holds
lim liminf {J(¥"*, Q"% — J(¥", Q") > 0.
k—o0 n—>00

Proof. Throughout the proof, the parameter a stands for a positive constant, independent of n, ¢, and
k, and which can change from one line to the next. The proof is done in two parts, separately taking
care of the holding costs and the divergence terms.

Part (i). We start with showing that
o0
liminf EY' [ / om{cx™ @) - C(f("(t))}dz] > 0. (4.26)
n—oo 0
The convexity of C; implies that for every i € [[],

EY| /O eO{CiX 1) - CiRy )]

=EY| /0 oOCIRINEH 1) = Ki e .

Assumption 2.1 implies that C’'(x) < a(1 + x”~!). Hence, it is sufficient to show that for every
i €l[l],
n o0 A A A
lim E9 [/ o (1+ X)) |X1* @) = X7 w]dr] =0.
n— 0

By Holder’s inequality (using the powers p/(p — 1) and p) and (4.19) it is sufficient to show that
oo
lim EY' [ / o) XK () — x;‘(t)|pdz] =0.
n—o0 0

Moreover, since, {6[.”},;,1 are bounded away from O, the latter follows once we show that

n—oo

o0
lim E" [/ o(Ol6" - X™(t) — 6" - x"~'<(t)|”dz] —0. (4.27)
0
Pay attention that by the BDG inequality,
B[t — a7

_ i ! - p/2
= an PRV (] /0 (1" 005150 gy 0y 1T ) = a1

n 2
< aB? 117 = 174177
By (4.21) and (4.25),
]EQ” |:|6n . j&n(t) —_o". Xn,k(t)‘p:l

! t
Qll ~ N p
5“2@ [(/0 WO g wpnds) ]
P
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Q" ro p
n R n
+E[( /0 OIr— O

e [([0igtonare - 14)']
+E [ - 17}

Therefore,

Y [/Ooo o)™ - R"(1) — 6" - f(”*"(r)|”dr]
<a XI: {EQ" [/000 Q(l)(/: |1/Af/'§,,-(s)|ﬂ{\,}ﬁyi(s)|>k}ds)pd’]
i=1

4 OO ! n n p
+EC [/0 g(t)(/o 05N s T S) dt]
@ n n,k p
+E fo o / 5t (r @ - 1)) ) ar]

+EY[ /ow eI Ty — 17417 ar] .

We show that by taking limy_, o liminf,_. the four terms of the sum on the rh.s. of the above
converge to zero. The convergence of the first two terms follows by the same argument, which for
convenience, we provide only for the first one. For every t € Ry,

t
. A
/0 WAL n w1=09s

(4.28)

t t
T o A
—/0 ‘/’A,i(s)ﬂwfz,,«s»k}d”/() VAL jn 509

k d (Ai ”)1/2‘//;, i(5)
< — . 1,70 d ———— ) 1, d
< f:{,i(k)/o £ 416N L=k 5+“kf0( A ) 7 (<K} 48

k ! n (rn

=< (f:{l(k) + k)./o fA,i(‘l’A’i(s))d&

The first inequality follows since the function x +— f ;fi(x)/x is increasing, since for x > k,
x < xz/k, and since (A,-n)l/z/)ul'.’ is or order n~!/2. The second one follows since for x < O,
x2 < (1+x)log(14x)—x and again since (A;n)"/2/A" is of order n~1/2. Taking E?"[[;° o(t)(- - - )Pd1]
on both sides and using (4.18) and the limit lim_, » sup,, f ]" ;(k)/k = oo, one obtains the convergence
of the first term of (4. 28) For any given k > 0, the third term on the r.h.s. of (4.28) converges to zero
as n — oo since |1//A | < k and by Lemma 4.4. Finally, the last term on the r.h.s. of (4.28) converges
to zero by Lemma 4. 4 These limits imply that (4.27) holds, which in turn implies that (4.26) holds.

Part (ii). We now turn to the divergence terms. We show that for any i € [/],

tim fimsup{ £, (@5 IP% ) = £44@4 1P ) <0,

—>0 n—>o0

Jlim hmsup[csx@s, I Py — L@ 1 Y} <o0.

k—00 p—
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The proofs of both asymptotic bounds are similar, however, the components 7" and 7" add another
level of complication to the proof of the second limit. Hence, we only prove the latter. Denote

e , RGN
E"1) = f FLELGHAT (), F(1) = f w2 10g( 52 )a By,
0 0 Wi

t t n,{c 5
E"N (o) = / RS enat ™ s). R = / n”z1og(—ws"n(s))d0?"‘<s>.
0 0 i

The conditional expectation of F"(f) given ]-','/'n = a{lﬁ;‘,i(s) s <t,j=A,S,ie€l[ll}is zero.
From (4.16) and the convexity of gg; if follows that

Lsi(Qb; I P%,) — Lo Q5% I P2 (4.29)

=5 | et (0 + o) | 7
5[ otws (B0 + o) ar]

= 5[ [ owgss (57 (20 + 101 7)) ai]
-] fow owygs. (™ + F™4w) ai]

0 n
=EY| / o0gs; (™0 + F0) (EY {E"0) | 7"} = E™* ) = F™*) di .
0
We now show that limy_, o liminf,_, o of the r.h.s. is 0. To this end, we show that

Jlim liminfEY | fo ~ ogs, (B0 + Fr* @) Friwar] = o, (4.30)

k—>00 N—>00

E)rgolifgmeQ I:'/O Q(Z)g_,g',' (E”'k(t) + F"’k(l)) (EQ”{En(l) | ]_—tl/fn} _ E”’k(t)) dt:l > 0.
(4.31)

We start with the proof of (4.30). The conditions on gg; imply that its derivative has at most a

polynomial growth of order p — 1. Applying Holder’s inequality as in the first part of the proof, we
get that it is sufficient to show that

00 _
lim sup lim sup E2" [ / Q(z)|E”(1)|pdt] <0
0

k—>o0 n—00

and

k—>00 p—soo

oo -
lim limsup EY' [ / Q(t)|F”‘k(t)|pdl] —0. 4.32)
0

The first bound follows from Proposition 4.2. To obtain the second bound we first apply the BDG
inequality and obtain that

EY [/OOO g(t)an.k(,)|ﬁdt] < aEQ”[(/ ‘1 g(llfs l,(S))‘ n{l%(ggk}d#km)ﬁ/z]'

Pay attention that for any given k > 0, there is ny > 0 such that for all n > ny, and any s € Ry,

1/2’1 (1113,( ))’1 {10 o)l <k) = 2095 ).
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Therefore, the r.h.s. of the above is bounded above by

, n,k p/2
EC [/0 o F™*(0)|” d’] <“EQ / 0! {10, <s>\<k}an(Y)>p ]

Finally, Jensen’s inequality together with the order n rate of D" and the same arguments given at the
end of part (i) of this proof, relying on Proposition 4.2, imply that (4.33) holds and (4.30) is established.
We now turn to the proof of (4.31). Pay attention that

n n t A n
EY[E"0) | 7] - MR =BV /O S g T ) | F ]

7]

t
+ EQn [/0 fkgl(wgl’lk(s))d(nn(s) _ pis)

t
+ /0 FE A Nd(pis — T ().

Since g;’i is non-decreasing we can use the last display together with the fact that f j" ; 1s nonnegative
to get

k—o00 n—>00

lim TiminfEY' [ fo " o}, (B0 + F) (BY [E"0) | 7] = B4 ) di |

Y]

k—00 n—00

t t
> lim liminfEY [ / {ees, (B0 + Fo) EY | / FL T AT ) = pis)
0 0
1y ¢ t ~
+ lim liminfEZ [/ {g(t)g’s,. (E””‘(t)+ F”-"(z))/ FE N d(ois — Ti"’k(s))}dt].
k—00 n—00 0 ’ 0 : E

We now show that the last two limits are zero. Since the proofs for both limits are similar, we
focus only on the second one and show that

hm lim sup EY" [/ {Q(t)giw (E”‘k(t) + F”‘k(t)) B”‘k(t)}dt] =
0

k=00 p 00

where
B0 = | [ 7005 o = 100,

Now, the conditions on gs; imply that its derivative has at most a polynomial growth of order
p — 1. Again applying Holder’s inequality, we get that it is sufficient to show that

o0 -
lim sup lim sup EY [/ Q(t)|E"’k(t)|pdt] < 00,
0

k— 00 n—oo

o0 -
lim sup lim sup E<" [ / Q(t)|F"‘k(t)|pdt] < oo,
k—o00 n—00 0
and
oo -
lim fim sup E [ f Q(t)|B"’k(t)|pdt] =0. (4.33)
k=00 po00 0

The first two bounds were establiAshed before. Finally, the last limit follows by Lemma 4.4 and
since for any given k, sup, g,i(ngf(s)) is uniformly bounded. [

4.3.3. State-space collapse
We now focus on the truncated processes. Fix as arbitrary k > 0 and define

t
WKty = A"k (r) — DR (e) + e, ok = / P s)ds,  jelA,S), teRy.
0
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We now state the state-space collapse property. Its proof follows by the same arguments given
in [8,23,41] and relies on the fact that on any given compact time interval W;"k, j =A, S, are uniformly
bounded (for the fixed k). Therefore, it is omitted.

Proposition 4.4. The following limit holds
A R -1
lim Q" o (X”’k — - X"*k)> —o.
n—o0

Next we provide a limiting result.

Lemma 4.5. The following sequence of probability measures is C-tight

-1
Q¥
k Ank Pk yonk wnk ynk gnk Fnk k Jsl
Qo ((Amk, Dk Wk Rk gk gk gk ek (=)
dei ij
n,k -1
Pn,ko Avn,k l")n,k Wnk Xn,k ?n,k @n,k @n,k Tn,k {dQ]l}
> s > s y X p o Fg o s d]].y]l i

and any sub-sequential limit of it

Qo,k o (A"o,k’ Dok ok gok pok. @X,k, @;,k’ o, {iji}jyi) ’
-1
o Xo 0 70 o o S0,k 5o,
POk o (A k Dok yok gek pok ok ws",p,{H,-,i},-,i)
satisfies
1. )A("’k(O) = )A((O) = X and a.s. under both Q°* and P°¥, for every t € Ry,
Xk = f (1[0 (R4 + W) +0 1340 - o5 0550 0).
k@) = R — (R4 + WO + 0 U550 = 05 150,
2. Wok = i + A%k — Dok where (G_IA"J‘, as_]ﬁ"*k) is a 21-dimensional SBM under Q%% and
(G*IA"J‘ + @Z’k, as_l Dok 4 @Z’k) is a 21-dimensional SBM under P°* both w.rt. the filtration
Fok = {40k (s), DoK(s), Wok(s), Xok(s), P24 s), 135 (0), B55s) = 05 <1,

3. W;’k(-) = fo qgj(s)ds, j € {A, S}, for some [—k, k]! -valued, .}',O’k-progressively measurable

processes {qﬁj = ((}%’,i 1i e [ID};.
4. For every t € Ry,

_d@Fo(d7H7H L ok 1
Hai(t) = m(r)—exp{ /0 VO OEE /0 $3.4()ds .
d(@o,k ° ([");).k)fl) ro <ok 1 t ~
Hg (1) = m(l‘) = eXP{/O ¢S,i(5)dDS,i(S) - 5/0 ¢S,i(S)PidS]~

Proof. The C-tightness and the first three properties follow by standard martingale techniques and
Proposition 4.4. We now prove the fourth property. Pay attention that both right-hand sides follow by
the second property. Hence, we are only required to establish the left-hand sides, which we provide
only for j = A. Fix t > 0 and a continuous and bounded function % : D[0, T] — R. Then,

n.k “n, n.k “n, d@n'];
B (1A ,)] = B 1A 0,0) Ttk o)
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where here and below for any process E, its restriction to the time interval [0, ¢] is denoted by E|jo,/].
By tightness and converging along a subsequence, we get that

o,k v, 0.k vo,
E? [h(Ai k|[0,t])] =E" [h(Ai k|[0,t])HA’i’[0,t]:|'

Therefore, Hy ;(t) = d(Q* o (A7*)™1)/d(®>* o (A7*)")(1). O

4.3.4. Convergence of the cost components
Recall Proposition 4.3. Fix ¢ > 0 and k. > O such that

So,

liminf {J(P"F, Q"% — g (7", QM) = —e.
n—o0

limsup J(¥", Q") < liminf J(¥"F, Q"% + ¢ < J(¥°K, Q°%) < V +&.
n— 00

n—oo

The second inequality follows by the limit given in Lemma 4.5 and the last equality follows by the
structure of Y and by Proposition 3.1. This establishes (4.14).
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