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ABSTRACT
In the same way that gases interact with oxide semiconductor surfaces from above, point defects interact from below. Previous experi-
ments have described defect–surface reactions for TiO2(110), but an atomistic picture of the mechanism remains unknown. The present
work employs computations by density functional theory of the thermodynamic stabilities of metastable states to elucidate possible reaction
pathways for oxygen interstitial atoms at TiO2(110). The simulations uncover unexpected metastable states including dumbbell and split con-
figurations in the surface plane that resemble analogous interstitial species in the deep bulk. Comparison of the energy landscapes involving
neutral (unionized) and charged intermediates shows that the Fermi energy EF exerts a strong influence on the identity of the most likely
pathway. The largest elementary-step thermodynamic barrier for interstitial injection trends mostly downward by 2.1 eV as EF increases
between the valence and conduction band edges, while that for annihilation trends upward by 2.1 eV. Several charged intermediates become
stabilized for most values of EF upon receiving conduction band electrons from TiO2, and the behavior of these species governs much of the
overall energy landscape.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0023180., s

I. INTRODUCTION

In the same way that gases interact with surfaces from above
by adsorption and desorption, point defects interact from below
by annihilation and injection. For metal oxide semiconductors,
surface chemistry from above has been long-studied for applica-
tions in photocatalysis,1,2 gas sensing,3,4 optoelectronics manufac-
ture,5,6 and many others. There are several existing experimental
and computational analyses of the interaction between surfaces and
gas molecules, including oxygen,7–11 hydrogen,12,13 carbon monox-
ide,14,15 and methanol.16,17 However, reactions with defects that
range from a surface to a subsurface have drawn comparatively lit-
tle attention. Mounting evidence for oxide semiconductors suggests
that chemistry from below exhibits richness comparable to reactions
with gases and offers a useful means for regulating defect behav-
ior. For example, removing adsorbed foreign-atom poisons from the

surfaces of TiO2 and ZnO enables themajority O-related defect to be
altered.18–22

Little a priori understanding exists regarding the likely mech-
anisms, rate expressions, and temperature dependences of defect–
surface interactions. Experiments coupled with mesoscale model-
ing23–26 over length scales of 3 nm–500 nm have provided signifi-
cant but limited insights. Among semiconducting oxides, TiO2(110)
represents the best-understood system with a physical picture for
surface exchange that includes22–25 anion and cation defects (i.e.,
O and Ti) as modulated by the Fermi energy EF and extended
defect sequestration sites. This literature basemakes TiO2(110) espe-
cially suitable for atomistic first-principles elucidation of likely reac-
tion mechanisms. Specifically, prior experiments22–25 have shown
that TiO2(110) surfaces mediate exchange with subsurface oxygen
interstitials Oi. While there is now ample evidence of an active
oxygen defect exchange mechanism occurring at the (110) rutile
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TiO2 surface resulting in injection or annihilation of Oi, the pre-
cise atomic scale mechanism by which it occurs is presently not
known.

The present work employs density functional theory (DFT)
calculations for this purpose, focusing on the thermodynamic
stability of metastable states along the exchange reaction path-
way. The simulations reveal unanticipated metastable states in
the surface plane that include dumbbell and split configura-
tions resembling interstitial species in the deep bulk. Compar-
ison of thermodynamic pathways involving neutral (unionized)
and charged intermediates shows that EF exerts a strong influ-
ence on the identity of the most likely pathway—a feature that
we surmise characterizes most semiconductors that support point
defects capable of adopting distinct charge states with disparate
atomic geometries. The largest elementary-step thermodynamic
barrier for interstitial injection trends mostly downward by 2.1 eV
as EF increases between the valence and conduction band (CB)
edges, while that for annihilation trends upward by 2.1 eV. Sev-
eral charged intermediates become stabilized for most values of
EF upon receiving conduction band electrons from TiO2, and
the behavior of these species governs much of the overall energy
landscape.

Overall, this analysis (i) identifies a plausible atomistic mecha-
nism and reaction pathway for our prior experiments and (ii) shows
that the semiconductor Fermi energy plays a significant role in tun-
ing the reaction energy landscape for the hypothesized pathway.
Many studies of energy landscapes for adsorbate behavior on semi-
conductors neglect the possibility of charge transfer.27–29 By con-
trast, the present study accounts for that possibility using an artificial
doping procedure involving a vacancy placed at the backside of the
simulation slab and generalizing the numerical results to the arbi-
trary Fermi energy. This analysis suggests that the semiconductor
Fermi energy can have a significant impact on measured activa-
tion energies and that such charge transfer should be considered
when analyzing reaction energy landscapes and comparing to the
experiment.

II. METHODS
A. Computational method and slab geometry

DFT calculations were performed using the Vienna Ab Initio
Simulation Package (VASP)30,31 with projector augmented wave
(PAW)32 pseudopotentials and the Perdew–Burke–Ernzerhof (PBE)33

generalized gradient approximation (GGA) to the exchange–
correlation functional. The plane-wave energy cutoff was 520 eV.
For all configurations, geometry optimization was carried out until
the residual force on each atom fell below 0.01 eV/Å.

We simulated defect exchange through the (110) (1 × 1) rutile
TiO2 surface reconstruction that prevails at the experimental condi-
tions18,19,23,25 of T = 973 K and PO2 = 1 × 10−5 Torr. Figure 1(a) illus-
trates this surface, which exposes oxygen in twofold (O2f) and three-
fold (O3f) coordination as well as titanium in fivefold (Ti5f) coordi-
nation. The slab contained nine tri-layers (O–Ti2O2–O) allowing for
a net charge-neutral stoichiometry34 and sufficient to converge sur-
face energies (see Fig. S1 in the supplementary material). A 15 Å vac-
uum region was included to isolate each slab from its images arising
from periodic boundary conditions. To simulate the defect exchange

process, a 2 × 2 supercell was used in the lateral direction, and
the Brillouin zone was sampled with a 3 × 3 × 1 Monkhorst–Pack
k-point mesh.

B. Total energy change for Oi creation from O2 gas
phase

The total energy change for creating two Oi in the bulk from a
gaseous O2 molecule is given by 2ΔEf, where ΔEf is the formation
energy of one oxygen interstitial,35

ΔEf = (EOi ,q − ETiO2) − (
1
2
)μO2 + q(EV + EF). (1)

Here, EOi ,q is the DFT-computed total energy of a TiO2 super-
cell containing an Oi defect in charge state q, ETiO2 is the DFT-
computed total energy of the same supercell without the defect, μO2

is the oxygen molecule chemical potential, EV is the energy of the
valence band maximum (VBM), and EF is the Fermi level refer-
enced to the VBM. With the semiconductor bandgap denoted as
Eg, EF obeys 0 < EF < Eg. Figure S2 in the supplementary material
shows ΔEf as a function of Fermi energy EF reproduced from our
prior work.36 For EF < 0.9 eV, Oi is stable in the neutral charge state
(q = 0), and the overall reaction energy to form twoOi is 5.36 eV. For
Fermi energies EF > 0.9 eV, the stable charge state of Oi is q = −2.
This means that the total energy change decreases with increasing
Fermi energy, necessitating that the overall thermodynamic reaction
energy landscape must also depend on EF.

We note that there are well-known limitations to the use of
DFT-PBE and Eq. (1) to describe point defect energetics in semi-
conductors due to the underestimated bandgap and the tendency
of PBE to overly delocalize defect levels. In our prior work36 and
here, we apply the approach outlined in Ref. 37 to estimate cor-
rections for the underestimated PBE bandgap, positions of defect
levels, and finite size effects. By doing so, we can reproduce forma-
tion energies and charge transition levels as determined from hybrid
functional DFT38,39 to within ∼0.2 eV. We, therefore, surmise that
residual uncertainties in the results presented here are likely of the
same order, around 0.2 eV–0.3 eV. Since the reaction energy land-
scapes that we report in the results vary with Fermi energy to a much
greater extent of ∼2 eV, we do not expect that the main findings and
conclusions of our work will be affected by the choice of functional
here.

C. Configuration energies for neutral and charged
species

If a configuration is charge neutral, its energy is given by

ΔEconf = (E
slab
conf − E

slab
TiO2) − (n/2)μO2 , (2)

where Eslab
conf is the DFT energy of the configuration, Eslab

TiO2
is the DFT-

computed total energy of the pristine slab, and n denotes the number
of excess oxygen atoms present in the configuration relative to the
pristine slab.

For EF > 0.9 eV, the most stable deep-bulk species is Oi
2−,

implying that each interstitial exchanges two electrons net with
the semiconductor during injection or annihilation. DFT simula-
tions typically do not include charged configurations in periodic
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FIG. 1. Sequential steps for the injection of two neutral Oi through TiO2(110), which entails O2 adsorption, dissociation, and two O injections. (a)–(h) show the reaction
intermediates for the injection of two neutral Oi. Annihilation entails movement through the sequence in the reverse order. Insets (a-1)–(h-1) above the atomic geometries
show each step schematically; atoms marked in red originate from the gas phase and the blue atom originates from the surface O3f that is exchanged by adsorbates. The
configurations shown are as follows: (a) gaseous O2 and the pristine TiO2 (110) surface, (b) the adsorption of O2 on Ti5f, (c) dissociation of O2 leaving an Oads on both O2f
and O3f, resulting in the formation of surface dumbbell interstitial above O3f, (d) consecutive motion of the surface O3f into the subsurface and surface interstitial into O3f,
resulting in a formation of subsurface dumbbell interstitial below O2f, (e) diffusion of subsurface Oi into the deep bulk, (f) formation of the second surface dumbbell interstitial
above O3f via motion of remaining Oads from O2f, (g) its injection into the subsurface and the formation of dumbbell Oi below O2f, and (h) diffusion of the second Oi into the
deep bulk.

slab calculations because of significant technical challenges. For
charged slabs, periodic boundary conditions result in spurious elec-
trostatic interactions between the charge and its images, which cause
the computed total energy to diverge artificially with increasing
vacuum region length. The accurate calculation of the formation
energy for a charge species together with the dependence upon
EF requires proper accounting for these interactions. Establishing
rigorous approaches for this accounting remains an active area of
research.40–42

Here, we account for the possibility of charged configurations
in an approximate way by “doping” the slab to provide a reser-
voir of conduction band electrons that can transfer to metastable
species whenever that is energetically favorable. Slightly different,
but related methods of artificial doping have been recently reported
elsewhere.43,44 We accomplish doping by adding an oxygen vacancy
VO to the backside of the slab with the sole purpose of providing
conduction band electrons for exchange with defect-related species
at the slab’s front surface.

Previous literature indicates that TiO2(110) surface vacan-
cies exhibit two stable charge states: a q = +2 donor state and a
q = 0 neutral state. The q = +1 state is also possible but is only
metastable.45 As shown from the density of states in the supplemen-
tary material (Fig. S3), a VO at the backside introduces two delo-
calized electrons that reside in a perturbed host state of the TiO2
conduction band (CB). Whenever energetically favorable, one or
two of these electrons transfer to the defect-related species, leav-
ing a net positive charge on the backside VO and a net negative
charge on the defect species. The supercell as a whole remains
neutral.

This approach requires two operations in order to determine
the stability of a charged front-surface intermediate. First, the num-
ber of electrons, qtr, transferred from the backside VO to the reaction
intermediate must be evaluated.We ascertain qtr through the exami-
nation of the Bader charges and the density of states. This parameter
takes on values of 0, 1, or 2 for the metastable states considered
here and is not externally set but rather determined within the DFT
simulation. Second, the ionization contribution to the configuration
energy for non-zero values of qtr must be evaluated. The configu-
ration energy returned by the DFT simulation corresponds only to
the specific value of EF that prevails within the calculation. How-
ever, we need to understand how the configuration energy varies
over wide ranges of EF. We do this by modifying Eq. (2) above to
include a term that contains an arbitrarily chosen value of EF as
follows:

ΔEconf = (E
slab+VO
conf − Eslab + VO

TiO2
) − (n/2)μO2 + qtrΔEF,offset. (3)

Here, ΔEF,offset = EF −EDFT
F denotes the mathematical offset between

the Fermi energy EDFT
F that happens to prevail within the DFT calcu-

lation and the real-system Fermi energy EF. Since the two electrons
introduced by the backside VO effectively reside at the conduction
band minimum (CBM), then EDFT

F = 1.55 eV corresponding to the
value of the slab’s PBE bandgap.

The artificial doping method and the accounting procedure
for EF entail approximations and rely on several assumptions. For
example, one key assumption is that the defect level of the back-
side vacancy is sufficiently delocalized in the conduction bands
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that the energy to remove an electron is well-represented by the
Kohn–Sham eigenvalue of the defect level so that Eq. (3) can be
used. Figures S2 and S3 in the supplementary material and the
accompanying text describe those assumptions in detail. The accu-
racy of the approach may be assessed by comparing the energy
of Oi

2− in the middle of a slab having VO doping to the corre-
sponding energy computed with the usual charged supercells in the
bulk. The discussion in the supplementary material shows that the
doped TiO2 slabs yield satisfactory accuracy. In the supplementary
material, Figs. S4–S7, we also use PBE + U and present an analy-
sis of the sensitivity of the density of states and the charge transfer
qtr to the value of U for several reaction steps. We find that the
results remain consistent provided that U is not set to an unphysi-
cally large value aroundU= 5 eV. If the value of U becomes too large,
then the backside vacancy becomes more localized and the energy
to add an electron to the defect level is no longer well-described
by the Kohn–Sham eigenvalue. Since the results we report are
obtained using PBE with estimated corrections for the bandgap and
defect levels, this observation does not affect our reported trends or
conclusions.

D. Reaction energy pathway
Although the exchange between O2 gas and deep-bulk Oi tran-

spires in both directions and entails both injection and annihi-
lation of Oi at the surface, the present analysis for convenience
defines the reaction coordinate in the injection direction—separately
highlighting important results for annihilation. The conversion
of gaseous O2 into two Oi atoms is simulated by an assumed
sequence of elementary steps between metastable configurations,
with one interstitial injecting after the other. To analyze the injec-
tion energy landscape, the intermediate surface configurations are
simulated and their sequential energies tracked to produce ther-
modynamic landscape “staircase” diagrams. Although other pos-
sible pathways may exist, we assume the following sequence of
intermediate reactions here: adsorption of O2, its dissociation, and
then two successive injection events of O atoms from the surface
to the subsurface layer. We did consider an alternative sequence
in which a lattice O at the surface first injects into the inte-
rior as an interstitial and leaves behind a surface vacancy after
which O2 becomes adsorbed at the vacant surface site. However,
this reaction sequence generally resulted in higher thermodynamic
barriers and so is described in detail only in the supplementary
material.

All configurations shown in this paper correspond to
metastable states along the injection pathway. Since kinetic barri-
ers between reaction intermediates are neglected,46–49 our analy-
sis provides a useful but incomplete picture of the injection reac-
tion. These barriers will be described separately in a forthcoming
study.50

III. RESULTS AND DISCUSSION
A. Neutral Oi

Figure 2 shows the staircase diagram for the reaction pathway
for the injection of neutral Oi, shown for our prior experimental
condition of T = 973 K and PO2 = 1 × 10−5 Torr (corresponding

FIG. 2. Reaction energy diagram for the injection of two neutral Oi atoms under the
experimental condition of ΔμO2 = −1.3 eV (T = 973 K and PO2 = 1 × 10−5 Torr).
Rightward movement along the reaction coordinate corresponds to injection; anni-
hilation proceeds leftward. Steps (i)–(viii) correspond to the configurations detailed
in Fig. 1.

to ΔμO2 = −1.3 eV with μO2 = μDFTO2
+ ΔμO2 ). The maximum energy

change of 3.35 eV is quite large and occurs between steps (i) and(ii),
corresponding to the adsorption of O2 on Ti5f. The subsequent steps
present smaller thermodynamic barriers, although except for a slight
decline in steps (v) → (vi), the reaction proceeds entirely uphill to
realize the net energy change of 5.36 eV corresponding to the total
energy change for the injection of two neutral Oi. Figure 2 shows
that the reverse process of annihilation proceeds almost entirely
downhill.

B. Charged Oi

Figure 3 shows the schematics of the sequential configurations
for the exchange of charged Oi with the associated value of qtr for
each configuration. A detailed discussion for each step is provided
in Figs. S3 and S4 of the supplementary material. Notably, with the
backside vacancy present, Oi adopts a q = −2 charge state for most
steps. This is shown in Figs. 3(b)–3(f), where the distance between
and the Bader charges on the two oxygen atoms has substantially
changed in comparison to Fig. 1. The defect-related species here
adopt configurations and Bader charges resembling the split inter-
stitial Oi in the bulk. That bulk species carries a charge of −2 and
occurs for EF > 0.9 eV.36

The version of this species residing in the surface plane at an
Oads,3f site may be termed a “surface split” by analogy to the surface
dumbbell described above. This surface split lacks an O–O bond and
serves as a conduit by which the injection of charged Oi

2− occurs.
The existence of this configuration is perhaps surprising, but as with
the surface dumbbell, the low spatial density of atoms in the first
sublayer provides sufficient space for a distorted analog of the bulk
split to form.

The only two configurations in Fig. 3 for which qtr ≠ 2 occur for
Fig. 3(a) for which qtr = 1 and Fig. 3(d) for which qtr = 0. Figure 3(a)
corresponds to the adsorption of the O2 at the Ti5f site for which we
find qtr = 1. This observation indicates that to ultimately form two
Oi

2− in the subsurface from gaseous O2, the first electron is trans-
ferred during the adsorption of O2 [Fig. 3(a)] and the second during
its dissociation [Fig. 3(b)]. These first two electrons travel together
with the injected Oi as it diffuses into the bulk, leaving the surface
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FIG. 3. Sequential steps for the injection of two charged Oi
2− through the TiO2(110) surface, which entails O2 adsorption, dissociation, and two O injections. (a)–(f) show

the reaction intermediates. Annihilation entails movement through the sequence in the reverse order. Insets (a-1)–(f-1) above the atomic geometries show each step
schematically; atoms marked in red originate from the gas phase and the blue atom originates from the surface O3f that is exchanged by adsorbates. The configurations
shown are as follows: (a) adsorption of O2 on Ti5f, (b) dissociation of O2 leaving Oads on both O2f and O3f, resulting in a surface split interstitial above O3f, (c) consecutive
motion of the lower O atom from surface split into the subsurface and the higher O atom from surface split into O3f, resulting in a subsurface split interstitial below O3f, (d)
diffusion of subsurface split into the deep bulk, (e) formation of the second surface split interstitial above O3f via motion of remaining Oads from O2f, and (f) its injection into
the subsurface split below O3f. Note that the initial and final steps, such as step (i) gaseous O2 and the pristine TiO2(110) surface and step (viii) diffusion of the second Oi
into the deep bulk are omitted here, but they could be referenced from Figs. 1(a) and 1(h), respectively.

charge neutral (qtr = 0), as shown in Fig. 3(d). Then, the subsequent
dissociation of the oxygen pair to form a surface split interstitial, as
shown in Fig. 3(e), involves the acquisition of the final two electrons.

Figure 4 shows configuration energies for all steps (ii)–(vii) of
the injection process plotted as a function of EF, again under the
experimental conditions of our prior O isotope exchange experi-
ments (T = 973 K and PO2 = 1 × 10−5 Torr).18,19,23,25 In Fig. 4, the
energies of the neutral configurations shown in Fig. 1 are obtained
from Eq. (2) and are independent of the Fermi energy. The ener-
gies of the charged configurations shown in Fig. 3 are obtained from
Eq. (3) using the inferred value of qtr. These lines appear with nega-
tive slope since electron transfer from higher energy electron reser-
voirs to the surface configurations reduces the overall energy change.
Figure 4 highlights that the charge state of a given reaction interme-
diate depends on the semiconductor Fermi energy. For instance, for
step (ii), the reaction intermediate is always expected to be present in
the qtr = 1 charge state independent of Fermi energy. On the other
hand, for step (iii), the configuration is expected to be neutral for
Fermi energies <1.4 eV and otherwise charged (qtr = 2).

In Fig. 5, using the results from Fig. 4, we show the thermody-
namic energy landscape “staircase” diagrams for different values of
EF by choosing the lowest energy configuration (neutral or charged)
at each step for each Fermi energy. As EF increases above the VBM,
the energy landscape to form 2Oi

2− becomesmore favorable because
the high energy electrons from the semiconductor host facilitate

many of the elementary steps. For EF at the CBM, the net energy
change is −0.43 eV, making the overall reaction to form intersti-
tials slightly exothermic. Conversely, annihilation of Oi to yield O2
becomes endothermic.

Figure 5 clearly shows that the energy landscapes vary strongly
with EF. Note that the CBM value of EF here is shown as 2.4 eV,
which corresponds to the bandgap of TiO2 at the experimental
conditions, notably at T = 973 K, and reflects the sharp reduc-
tion in the bandgap exhibited by TiO2 with increasing temper-
ature.36 Purple arrows in Fig. 5 indicate the largest endother-
mic energy change along the intermediate steps for each Fermi
energy.

In short, three distinct regimes of reaction pathways stand out:
For 0 eV < EF < 0.9 eV (pathway 1), the end products are two neutral
Oi injected via surface dumbbells. For 0.9 eV < EF < 1.3 eV (path-
way 2∗), the end products are two charged Oi

2− that enter into the
interior through surface dumbbells and thereafter pick up electrons
from the semiconductor in subsequent steps. The asterisk denotes
that pathway 2 is a family of pathways that differ slightly with respect
to the specific step in which the electrons are acquired. For 1.3 eV <
EF < 2.4 eV (pathway 3), the end products are two charged Oi

2−, and
in this case, they enter into the interior through surface splits rather
than surface dumbbells.

Overall, Fig. 5 shows that injection is promoted by higher lev-
els of n-type doping in TiO2. The high n-type character facilitates
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FIG. 4. [(a)–(f)] Surface configuration energies ΔEconf for steps (ii)–(vii), respectively, as a function of Fermi energy at ΔμO2 = −1.3 eV (T = 973 K and PO2 = 1 × 10−5 Torr).
The black dashed line represents the configuration with no backside vacancy, while the black dotted line represents the configuration with a backside vacancy wherein qtr =
1 or 2. The red solid line represents the most favorable configuration. Transition values between charge states are 1.3 eV for step (iii), 1.2 eV for step (iv), 1.3 eV for step (vi),
and 1.2 eV for step (vii).

electron transfer to the O2 molecule during adsorption and also to
forming the surface split during injection. The effects of the lat-
ter transfer appear especially clearly in step (vi), which lies signif-
icantly downhill of step (v) when the material is n-type [Figs. 5(e)
and 5(f)]. Such effects also appear in step (iii) but are amalgamated

with unrelated effects of O2 dissociation and formation of the O2f
species.

Figure 5 also shows that annihilation is promoted by
the increasingly p-type character of the semiconductor. Orange
arrows in Fig. 5 indicate the largest elementary-step changes in
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FIG. 5. Energy landscapes for the exchange between O2 and neutral and charged Oi at representative values of the Fermi energy. Rightward movement along the reaction
coordinate corresponds to injection; annihilation proceeds leftward. Across all Fermi energies, exchange follows one of the three pathways. In each diagram, curved arrows
indicate the transition exhibiting the highest endothermic energy change for injection (purple) or annihilation (orange). Pathway 1 occurs between (a) EF = 0 eV and (b) EF =
0.9 eV and involves two neutral Oi. The largest uphill step for injection is the initial adsorption of O2 and for annihilation is formation of O2f from O3f. Pathway 2∗ represents
a family of closely related paths in which O2,ads exists as a surface dumbbell and as Oi

2− in the deep bulk and occurs between (c) EF = 1.1 eV and (d) EF = 1.3 eV. Within
this range, the largest uphill step for injection changes from the adsorption of O2 to the dissociation of the O2 and for annihilation involve the diffusion of Oi

2− from the bulk
to the 1st sublayer. [(e) and (f)] Pathway 3, in which O2,ads dissociates directly to a surface split and ultimately yields Oi

2−, occurs above EF = 1.3 eV. The largest barrier for
injection entails the dissociation of O2 and for annihilation, entails the formation of neutral O2f from charged split O3f.

thermodynamic barrier. Beginning with EF at the CBM, a large
uphill step [(vi) → (v)] stands in the way of Oi seeking to anni-
hilate at the surface, although other smaller steps [(viii) → (vii),
(v) → (iv)] also entail uphill climbs for metastable states when
charged −2. As EF declines toward the VBM, the magnitude of
the largest uphill transition declines, and increasing fractions of the
annihilation pathway become neutral (thereby avoiding larger uphill
steps). As noted in Sec. II A, for EF < 0.9 eV, the landscape for
annihilation moves almost entirely downhill for neutral Oi.

C. Summary of injection models and limiting
thermodynamic barriers

Figure 6 plots the maximum positive thermodynamic energy
change required for the entire injection process as a function of EF
over its entire domain 0 eV < EF < 2.4 eV. This maximum change
corresponds to the transitions highlighted by purple arrows shown
in Fig. 5. The full domain of Fermi energies 0 eV < EF < 2.4 eV
is broken down into regions representing pathways 1, 2∗, and 3.
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FIG. 6. Maximum endothermic energy change (ΔE) required for the entire injection
and annihilation processes as a function of the Fermi energy.

Themaximum uphill energy decreases with increasing Fermi energy
from 3.07 eV to 0.97 eV across most of the domain. For pathway
1 and partway into pathway 2∗ up to EF = 1.2 eV, the maximum
energy change originates from the initial molecular O2 adsorp-
tion. Since this adsorption occurs via the transfer of one elec-
tron between steps (i) and (ii), the slope in Fig. 6 for pathway 1
equals −1. Partway through the region corresponding to pathway
2∗ between 1.2 eV < EF < 1.3 eV, the maximum transition shifts
from steps (i) and (ii) to steps (ii) and (iii), which represents the dis-
sociation of O2,ads. The maximum energy change increases slightly
with a positive slope (+1) in this narrow range because the sur-
face O2,ads bonded to Ti5f returns its excess electrons back to the
semiconductor when dissociating to O atoms at an O2f and an O3f
site. For pathway 3, the maximum energy change originates from
the dissociation of O2,ads to form the surface split [steps (ii) and
(iii)]. Since this step involves the transfer of one additional electron
from the semiconductor to the adsorbate, the slope in Fig. 6 again
equals −1.

Figure 6 also plots the maximum positive thermodynamic
energy change for annihilation. This maximum change corresponds
to the transitions highlighted by orange arrows shown in Fig. 5 and
throughout the domain of EF corresponds to the transition from step
(vi) to (v) involving the movement of Oads from an O3f site to an
O2f site. When O3f supports a neutral surface dumbbell, this ther-
modynamic barrier remains small. But when O3f supports a charged
surface split, the barrier increases to 2.25 eV as EF rises to the CBM
because the movement entails the return of two electrons from the
adsorbate to the semiconductor.

The present results show that thermodynamic barriers vary
with EF for both injection and annihilation. However, the behav-
ior for these sequences exhibits asymmetry with respect to EF. The
largest elementary-step thermodynamic barrier for interstitial injec-
tion trends mostly downward by 2.1 eV as EF increases between
the valence and conduction band edges, while that for annihi-
lation, trends upward by 2.1 eV. This asymmetry represents an
energetic manifestation of the fact that the transfer of electrons
from the conduction band to the defect becomes easier as the
semiconductor becomes more n-type. Indeed, the equilibrium con-
centration of Oi

2− increases as EF moves toward the conduction
band.23,25

For our prior experimental conditions (EF = 1.58 eV),36 we
expect pathway 3 of Fig. 6 to describe the injection sequence.
The profile shows a net energy change of 2.85 eV (1.425 eV
per Oi

2− injected) and an overall modest energy landscape with
no transition especially dominant. The highest thermodynamic
barriers entails dissociation of the O2,ads [between steps (ii) and
(iii)]. However, the present study examines only thermodynamic
energy differences. The evaluation of kinetic barriers is neces-
sary for direct comparison and will be described in a forthcoming
study.50

We have simulated adsorption within a terrace of the (1 × 1)
pristine (110) surface that is expected under our experimental condi-
tion (T = 973 K and PO2 = 1 × 10−5 Torr).18,19,23,25 It may be possible
to reduce the thermodynamic barrier to adsorption if this step can
be modulated in other ways. For example, if the adsorption of O2
occurs at extended defect sites such as step edges, the adsorption
energy may be further reduced due to the lower bond coordination
of the ragged step edges.51–53

As Fig. S2 in the supplementary material shows, the overall
reaction from O2 to 2Oi becomes favorable only for EF > 2.3 eV.
However, the landscapes shown in Fig. 6 end with the formation of
Oi in the deep bulk and, therefore, do not encompass the entire range
of thermodynamic outcomes available to injected Oi. For example,
Oi can react with Tii to form various kinds of complexes, platelets,
and extended defects, which disappear by the reaction with VO or
reappear at the surface along with Tii to extend the bulk lattice.
Figure 6 also does not depict entropic contributions to the free
energy of Oi at nonzero temperatures; these contributions can be
quite large, especially when the defect is ionized.54 However, Fig. 6
is still useful for estimating the contributions of individual steps to
the overall landscape of injection and for assessing the effects of
varying EF.

D. Comparison of injection and ORR
The electron transfer to O2 in steps (ii) and (iii) is analogous to

the well-known oxygen reduction reaction (ORR) in electrochem-
istry, where O2 adsorption and dissociation on TiO2 surfaces occur
by electron transfer55–57 into the antibonding orbitals of the O2
molecule.58 The ORR on TiO2 has stimulated longstanding inter-
est for the photocatalytic activity, photoconductivity, and associ-
ated surface phenomena.55–57,59–63 On titania surfaces, the ORR is
believed to occur by sequential electron reduction and in the end
produces either superoxide (O2−) in the non-aqueous solution or
H2O2 and ΔOH in the aqueous solution.55–57 Recently, Wang et al.
showed that the concentration of surface-reaching holes determines
the rate of the oxygen evolution reaction (OER) as a whole.64 By
analogy, it has been suggested that the rate of the ORR is controlled
by the flux of the surface-reaching electrons and is thus associated
with the surface Fermi energy.57,60 The elementary steps considered
here, and the sensitivity of the energy change to the Fermi energy,
should apply to the steps of the ORR as well.

IV. CONCLUSION
The present work employs first-principles simulations to iden-

tify possible pathways for the injection of Oi into the rutile TiO2
bulk from the gas phase O2 at a (110) surface. The analysis offers a
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better atomistic understanding of our prior isotopic diffusion exper-
iments, highlighting the effects of charge transfer from the semi-
conductor to the injected oxygen to form two doubly ionized Oi

2−.
The energy landscape for oxygen injection is sensitive to and can
be tuned by the semiconductor Fermi energy. We surmise that EF
may influence defect–surface reaction mechanisms, in general, for
semiconducting oxides that support multiple defect charge states
having substantially different atomic geometries. Injection via O2
adsorption, dissociation, and sequential injection is most favorable
in n-type TiO2 where conduction band electrons transferred to the
reaction intermediates facilitate the process and reduce thermody-
namic energy changes. The reverse process of annihilation occurs
most readily in the p-type material. The maximum thermodynamic
energy change along the reaction pathway decreases with increasing
Fermi energy from around 3 eV to 1 eV for 0 eV < EF < 2.4 eV. The
present study also identifies unexpected split and dumbbell intersti-
tial configurations in the surface plane through which the exchange
sequence must pass. These surface species resemble their interstitial
analogs in the TiO2 bulk. The methodology utilized here for com-
puting the dependence of configuration energies on EF may apply to
other oxide semiconductors and prove useful for the analysis of the
surface reactions in doped semiconductors by the consideration of
the type of dopant, their concentration, and chemical potentials of
thermodynamic reservoirs.

SUPPLEMENTARY MATERIAL

See the supplementary material for surface energy vs number
of tri-layers in the slab model; total energy change for Oi defects
in the TiO2(110) slab and TiO2 bulk; description of the “doping”
method for simulating the injection of charged Oi

2−; determina-
tion of charge transfer qtr for reaction intermediates in the presence
of backside VO during injection; effects of Hubbard correction on
charge transfer in the presence of backside VO; and an alternative
reaction pathway: the injection of surface oxygen followed by O2
adsorption.
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