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Abstract—In this paper, we consider a transmission scheduling
problem, in which several streams of status update packets
with diverse priority levels are sent through a shared channel
to their destinations. We introduce a notion of Lexicographic
age optimality, or simply lex-age-optimality, to evaluate the
performance of multi-class status update policies. In particular,
a lex-age-optimal scheduling policy first minimizes the Age of
Information (Aol) metrics for high-priority streams, and then,
within the set of optimal policies for high-priority streams,
achieves the minimum Aol metrics for low-priority streams. We
propose a new scheduling policy named Preemptive Priority,
Maximum Age First, Last-Generated, First-Served (PP-MAF-
LGFS), and prove that the PP-MAF-LGFS scheduling policy
is lex-age-optimal in the single exponential server settings. This
result holds (i) for minimizing any time-dependent, symmetric,
and non-decreasing age penalty function; (ii) for minimizing any
non-decreasing functional of the stochastic process formed by
the age penalty function; and (iii) for the cases where different
priority classes have distinct arrival traffic patterns, age penalty
functions, and age penalty functionals. For example, the PP-
MAF-LGFS scheduling policy is lex-age-optimal for minimizing
the mean peak age of a high-priority stream and the time-average
age of a low-priority stream. Numerical results are provided to
illustrate our theoretical findings.

I. INTRODUCTION

UE to the proliferation of cheap hardware, remote mon-
D itoring has become the norm for modern technology
applications. In these applications, a monitor is interested in
timely updates about the status of a remote system. These
status updates range from vehicles’ position and velocity in
autonomous driving to the temperature and humidity levels of
a certain area in environmental monitoring. To capture this
notion of timeliness, the Age of Information (Aol), which is
defined as the information time lag at the monitor, has been
introduced [1]. Due to its widespread application range and
its ability to quantify the freshness of information, the Aol is
regarded as a fundamental performance metric in communi-
cation networks. The Aol has attracted a significant surge of
interest in recent years [1]-[16]. In particular, transmission
scheduling of multiple update streams in both centralized
and distributed settings has been explored in [17]-[24]. For
example, the authors in [17] proposed both age-optimal and

This work has been supported by ONR NO000141812046, NSF
CCF1813078, NSF CNS1551040, NSF CCF1420651, and ONR N00014-17-
1-2417.

ISBN 978-3-903176-29-4 © 2020 IFIP

near age-optimal scheduling policies for the single and multi-
server cases, respectively.

In a variety of real-life applications, information streams
are assigned different priorities based on how crucial and
time-sensitive their data are. A simple example is a vehicu-
lar network where data can be divided into two categories:
crucial safety data and non-safety-related information. As
the former is more time-sensitive than the latter, it should
always be given a higher priority by the service facility [25].
Accordingly, priority-based scheduling problems have been
extensively studied in the queuing theory literature for different
performance measures (e.g., delay [26], throughput [27]). In
[27], a notion of Lexicographic optimality, or simply, lex-
optimality, was introduced for throughput maximization in
multi-class scheduling scenarios. The idea of lex-throughput-
optimality is to first find a class of optimal scheduling policies
IIyp that maximize the throughput of a high priority class,
and then find the optimal scheduling policies within I,y that
maximize the throughput of the low priority class. Therefore,
it is clear how it elegantly provides high priority streams the
best possible service by the facility, and at the same time,
optimize the performance of the low priority streams.

There exist several recent studies on status updates with
multiple priority classes. In [28], the authors considered mul-
tiple information streams, each with a different priority, and
sharing a common service facility with no buffer space (i.e.,
low priority packets that are preempted by higher priority
packets are discarded). Using a tool named Stochastic Hybrid
Systems (SHS), the authors found an expression of the average
age of each stream. The arrival rate of each stream was
then optimized accordingly. In another work [29], the authors
investigated the same settings of [28] but by letting each
stream have its own buffer space. Most recently, closed-form
expressions of the average Peak Age of Information (PAol)
were found in M/M/1/1 settings where streams are assigned
different priorities [30]. As can be seen from the past works in
the literature, the research efforts lay mainly in finding closed-
form expressions of the average Aol/PAol in a particular
scenario, and for a specific arrival traffic model, to provide
insights on the performance of the system. Accordingly, the
question of what is the age-optimal scheduling policy in a
multi-class priority-based scheduling scenario remains open.
In our paper, we find an answer to this question. To that end,
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we summarize in the following the key contributions of this
paper:

o« We introduce the notion of Lexicographic optimality
for the age minimization framework, which we will
refer to as the lex-age-optimality. The lex-age-optimality
elegantly captures both the age-optimality and the order
of time-cruciality between the streams in a general multi-
class scheduling scenario. This approach guarantees that
the performance of low priority streams is optimized
while ensuring that high priority streams are granted the
best possible service by the facility.

o In the case of a single server with i.i.d. exponential
service times, we propose the Preemptive Priority, Maxi-
mum Age First, Last-Generated, First-Served (PP-MAF-
LGFS) scheduling policy. Using a sample-path argument,
we show that this policy is lex-age-optimal. Our lex-age-
optimality results are not constrained to the traditional
minimization of the average Aol and PAol frameworks
previously adopted in [28]-[30]. In fact, they hold for
(i) minimizing any time-dependent, symmetric, and non-
decreasing penalty function of the ages, and (ii) mini-
mizing any non-decreasing functional of the age penalty
process. Moreover, our lex-age-optimality results hold
when the priority classes have distinct traffic patterns and
different dissatisfaction levels of the aged information.
This showcases the wide scope of our results as classes
typically represent diverse applications, each with its
data timeliness requirements. For example, we could be
interested in minimizing the average PAol for a class and
the average Aol for another.

The rest of the paper is organized as follows: Section II is
dedicated to the system model where the required definitions
and the queuing model are presented. In Section III, we
introduce the notion of lex-age-optimality and propose a lex-
age-optimal policy in the single exponential server settings.
Numerical results that corroborate these findings are laid out
in Section IV while the paper is concluded in Section V.
The results in this paper can be potentially used as a basis
for future research directions, such as establishing lex-age-
optimal policies for more general service time distributions,
multi-server settings, and multi-hop networks.

II. SYSTEM MODEL
A. Notations and Definitions

We let x and x denote deterministic scalars and vectors
respectively. Similarly, we will use X and X to denote random
scalars and vectors respectively. Let z* denote the i-th element
of vector x, and let z!Y denote the i-th largest element of
vector . Hence, 211 and 2™ denote the largest and smallest
elements of vector x respectively. We denote by [x] the sorted
version of vector & where elements are arranged in descending
order (i.e., [x]" = ). Vector € RY is said to be smaller
than y € RY, denoted by = < y, if 2* <y’ fori=1,..., N.
The composition of two functions f and ¢ is denoted by
fog(x) = f(g(x)). A function p : RN + R is said to be

symmetric if p(z) = p([z]) for all z € RY. Next, we define
stochastic ordering, which we will use in our subsequent age-
optimality analysis.

Definition 1. Stochastic Ordering of Random Variables [31]:
A random variable X is said to be stochastically smaller than
a random variable Y, denoted by X <, Y, if Pr(X > t) <
Pr(Y >t) vVt e R.

Definition 2. Stochastic Ordering of Random Vectors [31]: A
set % C R is called upper if y € % whenever < y and
x € %.Let X and Y be two n-dimensional random vectors,
X is said to be stochastically smaller than Y, denoted by
X <, Y, if for all upper sets Z C RV

Pr(X € %)< Pr(Y € ). (1)

Definition 3. Stochastic Ordering of Stochastic Processes
[31]: A stochastic process {X(t),t > 0} is said to be
stochastically smaller than a stochastic process {Y (¢),t > 0},
denoted by {X(t),t > 0} <, {Y(t),t > 0}, if for any
sequence of time instants £; < tp < ... < t,, € RT

(X(tl)a X(tz), CIEa aX(tm,)) Sst (Y(tl)a Y(t2)7 cee 7Y(tm)()2

Let V be the set of Lebesgue measurable functions on [0, 0o),
ie.,

V ={g:[0,00) — R is Lebesgue measurable}.  (3)

A functional ¢ : V — R is said to be non-decreasing
if ¢(¢1) < &(g2) holds for all g1,90 € V that satisfy
g1(t) < ga(t) for ¢ € [0,00). We note that {X (¢t),t > 0} <y
{Y'(¢t),t > 0} if, and only if, [31]

Elp({X(t),t = 0})] < E[p({Y (£),t > 0})] 4)

holds for every non-decreasing functional ¢ for which the
expectations in (4) exist.

B. Queuing Model

Consider the status-update system illustrated in Fig. 1,
where IV streams of update packets are sent through a common
service facility. Each update stream has a buffer space, which
can be infinite or finite. The server can process at most one
packet at a time. The packet service times are i.i.d. across
streams and time. The information streams are divided into
I priority classes, with streams of the same class ¢ having
the same priority. Each information stream is indexed by
two components (4, j), where ¢ denotes the class index and
7 denotes the stream index within class . The classes are
indexed in a decreasing order of priority. In other words,
classes 1 and I are the highest and lowest priority classes,
respectively. Let .J; be the number of steams in class 4. Let
s;,; and d; ; denote the source and destination nodes of stream
(i, ), respectively. Different streams can have different source
and/or destination nodes.

The system starts operating at time ¢t = 0. The n-th update
packet of stream (i,7) is generated at time S%7, arrives to
the stream’s buffer at time A%7, and is delivered to the
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Fig. 1: System model.

destination d; ; at time DiJ. Accordingly, we always have
0 < 87 <87 < ...and Sy < AW < DI We
consider in our paper the following class of synchronized
packet generation and arrival processes.

Definition 4. Intra-class Synchronized Sampling and Arrivals:
The packet generation and arrival times are said to be syn-
chronized across streams within each class, if for all classes
i = 1,...,1, there exist two sequences {S%,S%, ...} and
{A}, AL, ...} such that for all n =1,2,...and j = 1,...,J;

Syl =85, A=A, (5)

Note that we let each class have its unique traffic pattern
as we do not impose inter-class synchronization. In practice,
the synchronization between streams within each class can
take place when these streams are synchronized by the same
clock, e.g., in monitoring and control applications [32], [33].
An example of such scenario is a vehicular network where
safety-related data (e.g., position and velocity) are generated
every T time units, while other data of lower priority can
have different traffic pattern (e.g., updates on the traffic are
generated every T’ time units) [25]. Also, when J; = 1 for
a certain class 7, the synchronization assumption within class
1 reduces to arbitrary packet generation and arrival processes
for the aforementioned class. It is worth mentioning that our
work is not restricted to any traffic arrival distribution, and can
include arbitrary arrival processes where packets may arrive
out of order of their generation times. In the sequel, we let

S ={(S,,A),i=1,....,1, n=1,2,...} (6)
denote the sequence of generation/arrival times for all the
classes of the system. We suppose that .# is independent of
the service times of the packets and is not altered by the choice
of the scheduling policy.

Let 7 represent a scheduling policy that determines the
packets being sent over time. Let II denote the set of all causal
scheduling policies, i.e., where the decisions are taken without
any knowledge of the future. A policy is said to be work-
conserving if the service facility is kept busy whenever there
exist one or more unserved packet in the queues. We let I1,,.
denote the set of work-conserving causal policies. A policy is

said to be preemptive if it allows the service facility to switch
to transmitting another packet at any time.

C. Age Penalty Functions and Functionals

We define the instantaneous age of information of stream
(,7) at time instant ¢ as:

Aivj(t) =t— maX{Sf;j Dyl <t m=1,2,.. s ™

which is the difference between the current time ¢ and the
generation time of the freshest packet that has been delivered
to the destination d; ;. We let A*(t) = (ABY(t),..., AWTi(t))
denote the age vector at time ¢ of all streams belonging to class
i. Additionally, we let A(t) = (A'(t),..., Al(t)) denote the
age vector of all streams at time ¢.

We introduce an age penalty function p, o A’(t) that
represents the level of dissatisfaction with the aged information
at time ¢ for class ¢, where p; : R7 — Risa non-decreasing
function of Ai(t). Some commonly used age penalty functions
are listed below.

e The sum age of the J; streams:

Ji
Pam 0 A'(t) = Y AM(1). ®
j=1
e The maximum age of the J; streams:
Pmax © A'(t) = max  A(t). 9)
G=1yee0rdi

o The average age threshold violation of the J; streams:
, 1<
Pexceed—a © Az(t> = 71 ; ]l{Ai,j(t)>a}- (10)

where 1, is the indicator function, and « is a fixed age
threshold that should not be violated.
e The sum age penalty function of the J; streams:

Ji
Ppen © A'() =D g(AM (1)), (11)
j=1

where g : RT — R is a non-decreasing function. For
instance, an exponential function g(A"7) = exp(aA™7)
with ¢ > 0 can be used for control applications where



the system is vulnerable to outdated information and the
need for fresh information grows quickly with respect to
the age [11].
We focus in our paper on the family of symmetric and non-
decreasing penalty functions:

Pym = {p :[0,00)" — R is symmetric and non-decreasing}.

This class of penalty functions P,n, is fairly large, and include
the provided age penalty functions (8)-(11). Furthermore, we
point out that p; can change over time, which represents
the time-variant importance of the information streams. This
highlights the generality of our considered penalty functions.

In addition to age penalty functions, we use non-decreasing
functionals ¢({p; o A’(t),t > 0}) of the age penalty process
{p; o A*(t),t > 0} to represent the level of dissatisfaction
with the aged information of class ¢, which we dub as the age
penalty functionals. Some examples of these functionals are
listed below.

« The time-average age penalty:

. 1 /T )
Gavg({pe 0 A*(2),t > 0}) = T/D peo Al(t)dt. (12)

« The average peak age penalty:

bpeak ({pr 0 A'(2), > 0}) = (13)

KZAJ::

where Ay, denotes the k-th peak value of p; o A’(t) since
time ¢ = 0. In particular, when class 7 has only one stream
and p; o A*(t) = A'(t), (13) reduces to the widely used

average peak age metric [10], [30].

We consider in our paper that different priority classes can
have distinct age penalty functions and functionals. This is
because each priority class typically represents a different
application, each with its data timeliness requirements. For ex-
ample, in a vehicular network, time-crucial safety data related
to vehicle position should be delivered promptly. Typically, the
system performance is affected by the peak of the maximum
age of the delivered updates. Accordingly, we can choose the
maximum age penalty function pmac and the peak age penalty
Opea for this class of traffic. On the other hand, updates
on gas tanks levels require an average timely delivery and,
consequently, we can choose the penalty function pgm and
the time-average age penalty functional ¢,y, for this class.

In the sequel, we use {AL(t),t >0} and {p; o AL(t),t >
0} to represent the stochastic age process and penalty process
of class ¢ respectively when policy 7 is adopted. We assume
that the initial age A, (07) at time ¢ = 0~ is the same for all
m eIl

III. MULTI-CLASS MULTI-STREAM SCHEDULING
A. Lexicographic Optimality for Age Minimization

In the sequel, we will introduce the notion of Lexicographic
optimality for the age minimization framework, which we will
refer to as the lex-age-optimality. As it has been previously

detailed in the introduction section, the recent efforts on age
analysis in multi-class environments focused mainly on finding
closed-form expressions of the average Aol/PAol of the multi-
class system for a particular policy [28]-[30]. Note that, in
the multi-class system case, the minimization of the total
average Aol/PAol falls short in capturing the differences in
time-cruciality between the classes. In fact, this approach lets
each stream contribute equally to the penalty of the system
regardless of its class. In another line of work, the weighted
sum Aol has been optimized where the weight factors reflect
the priority of each stream [18]. However, this approach does
not enforce a hard service priority between classes since low
priority streams can still be granted the channel even when
higher priority packets are present in the system. As will be
seen in the following, the lex-age-optimality fully captures this
aspect and provides a new direction of age analysis in multi-
class scheduling environments.

Definition 5. Lex-age-optimality: A scheduling policy P € II
is said to be level 1 lex-age-optimal within IT if for all .#,
Pt € Pym and w € 11

[{ps 0 Ab(t),t > 0}F] <ot [{p: 0 AL(2),2 > 0}|#]. (14)
We let TI2

lexopt = LI denote the set of scheduling policies that
are level 1 lex-age-optimal. In addition, P is said to be level
k lex-age-optimal for K =2,...,] if it is level k — 1 lex-age-
optimal, and for all .#, p; € Py and 7 € et

lex-opt
[{ps 0 A%(t),t > 0}#] <ot [{p: 0 AE(2),2 > 0}|#], (15)
where I1F-!

lexopnt 18 the set of scheduling policies that are level
k — 1 lex-age-optimal. If policy P is level k lex-age-optimal
simultaneously for all k = 1,...,1, it is said to be lex-age-
optimal.

According to (4), (14) can be equivalently expressed as

El¢({pe 0 Ap(t),t > 0})].7]
=minE[¢({p, o Az (t),t > 0})|.7], (16)
for all .Z, p; € Pym, and non-decreasing functional ¢ : V —
R, provided that the expectations in (16) exist. Similarly, an
equivalent formulation of the level k lex-age-optimality (15)

of a policy P € I} opt I

El¢({p o Ap(t),t > 0})|.7]
= min, E[¢({pco AZ(6),t > 0})].7],

lex-opt

a7

for all .Z, p; € Pym, and non-decreasing functional ¢ : V —
R, provided that the expectations in (17) exist.

The goal of the lex-age-optimality is to guarantee the age-
optimality of high priority classes, and optimize the age perfor-
mance of the low priority classes accordingly. To see how this
is achieved, we recall from (16) that a level 1 lex-age-optimal
policy P achieves the smallest possible expected value of
any non-decreasing functional ¢ of the stochastic age penalty
process [{p; o A'(t),t > 0})|.#] among all causal policies.
Next, to maintain the age-optimality of the highest priority



class, our attention is restricted to the set of scheduling policies
that are level 1 lex-age-optimal. We have denoted this set by
Hllex_opt. To that end, and as seen in (17), a policy P is level 2
lex-age-optimal if it achieves the smallest possible expected
value of any non-decreasing functional ¢ of the stochastic
age penalty process [{p; o A%(t),t > 0})|.#] among all level
1 lex-age-optimal policies. This showcases how the lex-age-
optimality captures the time-cruciality of streams since, by
definition, lex-age-optimal policies grant high priority streams
the best possible performance without being influenced by low
priority streams. Then, while ensuring the age-optimality of
the high priority streams, the performance of the low priority
streams is optimized.

B. Lex-Age-Optimal Policy for Exponential Service Time

We consider the case where the service time of each packet
is exponentially distributed with service rate . To address this
multi-stream online scheduling problem, we first lay out the
notion of informative packets.

Definition 6. Informative and Non-informative Packets: Con-
sider a packet of stream (i, j) that is generated at time S%7 < ¢.
The packet is said to be informative (non-informative) at time
tift—Shi < ABI(t) (t — S > AbI(t)), i.e., the age of the
packet is (not) smaller than A%7(t).

Equipped with the above definition, we consider in the
following several scheduling disciplines that are based on
informative packets.

Definition 7. Preemptive Priority (PP) policy based on Infor-
mative Packets: Among the streams with informative packets,
the class of streams with the highest priority are served first.

Definition 8. Maximum Age First (MAF) policy: Among the
streams from a priority class, the stream with the maximum
age is served first, with ties broken arbitrarily.

Definition 9. Last-Generated, First-Served (LGFS) policy:
Among the informative packets from a stream, the last gen-
erated informative packet is served first, with ties broken
arbitrarily.

By combining the above three service disciplines, we
propose a new scheduling policy called Preemptive Priority,
Maximum Age First, Last-Generated, First-Served (PP-MAF-
LGFS), which is defined as follows.

Definition 10. Preemptive Priority, Maximum Age First, Last-
Generated, First-Served: This policy is preemptive, work-
conserving and obeys the following set of scheduling rules:

« If there exist informative packets, the system will serve
an informative packet that is selected as follows

— among all streams with informative packets, pick the
class of streams with the highest priority;

— among the streams from the selected priority class,
pick the stream with the maximum age, with ties
broken arbitrarily;

— among the informative packets from the selected
stream, pick the last generated informative packet,
with ties broken arbitrarily;

« if there exists no informative packet, the system can serve
any non-informative packet.

Note that our proposed policy does not drop non-informative
packets as it was previously proposed in the literature (e.g.,
[10]). Although these packets are not necessary for reducing
the age, but in many applications, they may still be needed
at the monitor (e.g., social updates). In the case of a single
priority class (i.e., I = 1), the proposed policy coincides with
the Maximum Age First, Last-Generated, First-Served (MAF-
LGFS) policy proposed in [17].

By definition, our policy ensures that the service of high
priority informative packets is not interrupted nor influenced
by any lower priority packets. This grants crucial timely
packets the best possible service by the facility. Note that
informative packets play a key role in our policy. In particular,
the preemptive priority discipline is a dynamic priority rule
based on the existence of informative packets: If a stream from
class 1 has informative packets, the stream has the highest
priority; otherwise, if the stream does not have any informative
packets, the stream has the lowest priority, even lower than
the streams in class I that have informative packets. This non-
trivial aspect of our policy ensures that low priority classes are
provided with the best possible opportunity for transmission
while not affecting the age of the high priority streams. On
another note, our policy guarantees that the highest possible
reduction in age from the selected priority class takes place
at each packet delivery. These key observations are crucial
and will be used to establish the lex-age-optimality of the PP-
MAF-LGEFS policy.

Theorem 1 (Lex-age-optimality of PP-MAF-LGES). If (i) the
packet generation and arrival times are synchronized across
streams within each class, and (ii) the packet service times are
exponentially distributed and i.i.d. across streams and time,
then the policy PP-MAF-LGFS is lex-age-optimal.

Proof: This theorem is proven using an inductive sample-
path comparison. Specifically, we show by induction that the
set of scheduling rules that the PP-MAF-LGFS policy satisfies
are sufficient and necessary for level k lex-age-optimality for
k=1,...,I. Contrary to previous sample-path proofs in the
literature (e.g., Theorem 1 in [17]), showing these scheduling
rules are sufficient for optimality is not enough in our case.
Specifically, at each induction step, a characterization of the
exact behavior of each policy 7 € I'Iffax_opt fork=1,...,1is
required. This poses several technical difficulties compared to
Theorem 1 in [17], which we solve in our sample-path proof
by showing the necessity of the scheduling rules for level &
lex-age-optimality for £ = 1,..., I. The details can be found
in Appendix A of the technical report [34]. [ ]

Note that when each priority class has only one stream, the
intra-class synchronization assumption is always satisfied and



Theorem 1 holds for arbitrarily given packet generation and
arrival times. This special case is of particular interest.

To the best of our knowledge, this is the first lex-age-
optimality results for multi-class status updates. Our results
are strong as our optimality is established in terms of stochas-
tic ordering of stochastic processes for all symmetric non-
decreasing penalty functions, and for all non-decreasing age
penalty functionals. In addition, the priority classes can have
different traffic patterns, age penalty functions, and age penalty
functionals. As it was previously explained in Section II-C,
priority classes typically represent different applications, each
with their own traffic arrivals and data timeliness requirements.
For example, in a certain scenario, we can be interested in
minimizing the peak max-age for class 1, the time-average
sum-age for class 2, and the peak sum-age for class 3.
Theorem 1 guarantees that our proposed policy achieves the
required data timeliness goal for any of these cases, despite the
differences in age penalty functions and functionals between
the classes.

IV. NUMERICAL RESULTS

We consider a vehicle in a V2X (Vehicle-To-Everything)
network that sends packets to either nearby vehicles or road-
side units (see [25], [35] for two surveys). In the afore-
mentioned surveys, a list of possible packets use cases are
presented, each of which having different priorities in the
network. We consider 3 data categories in our simulations:

1) Road Safety Data: These are the data primarily em-
ployed to reduce the number of traffic accidents. These
packets are generated periodically with a minimum
frequency of 10 Hz. We assume in our settings that the
packets’ generation frequency is set to 10 Hz. This class
of streams has the highest priority among all data types.
We consider in our simulations that two streams belong
to this class (e.g., the vehicle’s position and speed).

2) Traffic Management Data: The goal of these data is
to optimize the traffic stream and reduce the travel time
in the network. We consider in our simulations that one
stream belongs to this class (e.g., updates concerning the
destination of the vehicle). The generation frequency of
these packets is set to 1 Hz. The priority of this class is
second to the road safety class.

3) Convenience and Entertainment Data: The data in
this class are considered to be the least crucial as their
aim is to provide entertainment and convenience solely
for improving the quality of travel. We consider in our
simulations that two streams belong to this class and we
suppose that the generation frequency of their packets
is 5 Hz.

Based on the above, we can conclude that the arrival rate to
our considered system is A;,; = 31 packets per second. The
service facility of the vehicle is supposed to be constituted of
1 server with the transmission times being i.i.d. across streams
and time. Moreover, the transmission times are considered to
be exponentially distributed with service rate .

We compare our proposed policy to the preemptive MAF-
LGFS' policy proposed in [17]. The preemptive MAF-LGFS
policy schedules the packet of the stream with the highest age,
regardless of the class it belongs to. As for the age penalty
function and functional for each class, we choose Pexceed—a
and ¢, as the age penalty function and functional for class
1 respectively, where « is set to 250 ms. By doing so, we get

E[(ﬁavg({pexceedfa © Al(t)7t > 0})]
2 T
:% 3 %/ Pr(AY(t) > a)dt,
j=1" 70

where Pr(A'J(t) > «) is the probability of violation of the
maximum tolerated age 250ms by stream (1,7) at time ¢.
The interest in this time-average age penalty function is that
in vehicular networks, small age for the velocity and position
data can be tolerated but, after a certain value, the performance
of the system starts deteriorating due to this aging. For class
2, we choose pgum and ¢peax as the age penalty function and
functional, respectively. In other words, we are interested in
minimizing the average peak-age of class 2. Lastly, we choose
Dsum and ¢y, for class 3. We iterate over a range of the service
rate £ and we run the simulations for 10°s. We report in Fig.
2-4 the simulations results that showcase the performance of
each policy. We can conclude from these results the following:

(18)

o As seen in Fig. 2, our proposed policy always outper-
forms the preemptive MAF-LGFS policy for class 1 at
any service rate. Specifically, the probability of the age
threshold violation by the preemptive MAF-LGFS policy
is 3 times higher than the one achieved by our policy.
This is a consequence of our proposed policy’s goal as it
gives priority to minimizing the time-average age penalty
of class 1 regardless of the other remaining classes.
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Fig. 2: Probability of age violation for class 1.

e On the other hand, we can see in Fig. 3-4 that the
preemptive MAF-LGFS policy outperforms our proposed

!First-Come-First-Served (FCES) policies are omitted from our simulations
as they will always be outperformed by LGFS policies since queuing will lead
to unnecessary staleness of the packets.



policy for classes 2 and 3. In fact, in our policy, giving
the priority to class 1 leads to a penalty for the remainder
of the classes. However, we recall that the probability of
violation of the age threshold in class 1 for our policy is 3
times less than the preemptive MAF-LGFS. Accordingly,
the penalty incurred by the remaining classes is justified.
Moreover, we can see that as i increases, the gap between
the two curves in both figures shrinks. The reason behind
this is that class 1’s packets finish transmission much
faster the higher p is. Consequently, in our proposed
policy, the server will be able to finish serving class 1 fast
enough that it can start serving the other classes before
new packets for class 1 arrive to the system. This reduces
the incurred penalty by the low priority classes due to the
presence of the high priority streams.
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Fig. 4: Average sum age of class 3.

The above results highlight the performance of our proposed
lex-age-optimal policy, and provide a new direction on age
analysis in multi-class scheduling scenarios.

V. CONCLUSION AND FUTURE WORK

In this paper, we have introduced the notion of lex-age-
optimality that captures both the age-optimality and the order

of time-cruciality between the streams in a general multi-
class priority-based scheduling scenario. To that end, we have
proposed an online scheduling policy in a general multi-
class, multi-stream scheduling scenario. Using a sample-path
argument, we were able to prove the lex-age-optimality of
the proposed policy in the single exponential server case
for any symmetric non-decreasing penalty function, and for
all non-decreasing age penalty functionals. Numerical results
were then presented to highlight the performance of our
proposed policy. Moving forward, the next natural research
direction is to relax the exponential service time assumption
and establish lex-age-optimal policies for more general service
time distributions, such as the New-Better-than-Used (NBU)
distributions which were considered in [2], [5], [17], [36].
Other directions for future research also include the examina-
tion of asynchronized intra-class packet arrivals, multi-server
service facility, and multi-hop networks.
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