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Abstract-Triple modular redundancy (TMR) is a single-event 

upset (SEU)-mitigation technique that uses three circuit copies to 

mask a failure in any one copy. It improves the soft error reliabil­ 
ity of designs implemented on SRAM-based field-programmable 

gate arrays (FPGAs) by masking the effects of upsets in the 
configuration memory. Although TMR is most effective when 
applied to an entire FPGA design, a reduction in the sensitive 

cross section of an FPGA design can be obtained by applying 
TMR selectively. This article explores several approaches for 
selecting components to triplicate. The benefit is a reduction in 

the neutron cross section for any output error as a percentage 
compared to that of a non-triplicated design. The cost is the 

percentage of components triplicated. The goal is to maximize the 
benefit-cost ratio. Twenty-five different selections are tested on 
a benchmark design. Some selections increase the cross section; 

others decrease the cross section significantly. 

Index Terms- Fault injection, field programmable gate 
arrays (FPGAs), fault tolerance, integrated circuit reliabil­ 
ity, neutron radiation effects, radiation hardening (electronics), 
redundancy, single-event upsets (SEUs), triple modular redun­ 
dancy (TMR). 

I. INTRODUCTION 

RAM-BASED field-programmable gate arrays (FPGAs) 

contain a large amount of state that is susceptible to radiation-

induced corrup tion . Atomic particles that pass through the 

device may induce a single-event upset (SEU), which is a 

soft error  that alters values stored in memory cells [1]. 

Configuration memory (CRAM) in an SRAM-based FPGA 

stores the configuration of components. Additional state 

stores the values of memory elements used within an active 

design. When CRAM or additional memory values become 

corrupted, the proper functionality of a design may 

be jeopardized . 

Triple modular redundancy (TMR) is an SEU mitigation 

technique that is often employed in SRAM-based FPGA 

designs to improve soft error reliability . TMR uses multiple 

identical copies and majority voters to mask a failure within 

a single circuit copy (see Fig. l ). As long as two or more 
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Fig. I .   Spatial TMR with triplicated voters . 

 

 

copies and the corresponding  voter are error-free, the output 

of the design will also be error-free. This technique has been 

shown to effectively improve the soft error reliability of digital 

circuits implemented on SRAM-based FPGAs [2]- [4] . 

In many situations. TMR cannot be applied to every circuit 

component in an SRAM-based FPGA design. Resource limita­ 

tions, tight timing constraints, the use of encrypted third-party 

IP, and other factors limit the amount of TMR that can be 

applied to a design implemented on an SRAM-based  FPGA. 

In these situations, TMR may often still be applied to a subset 

of the components that  make  up  a  design.  Applying  TMR 

to only a subset of components within a design is known as 

selective [5] or partial TMR [6]. Under partial TMR. some 

level of soft error reliability benefit may still be obtained. 

The effectiveness of partial TMR is determined by its benefit-

cost ratio. In this article, the benefit of partial TMR is a 

reduction in the neutron cross section for any observable output 

error. This reduction benefit is measured as a percentage decrease 

compared to the neutron cross section of a design without any 

TMR. A negative benefit represents an increase in cross 

section. The cost   metric in   this article   is defined as the 

percentage of components included in partial TMR. The 

benefit-cost ratio divides the benefit (i.e., neutron cross section 

reduction percentage) by the cost (i.e.. percentage of components 

triplicated) to normalize the benefit gained from the 

application of partial TMR. 

The effectiveness of partial TMR is greatly influenced by 

the subset of design components that are selected for TMR. 

Some selections are likely to be more effective than others . 

Effectiveness is influenced by a number of different factors. 

These factors include the number of non-triplicated voters 

inserted  into the design to support  the selection, the number 

of triplicated connections between components, and the rela­ 

tionships between selected components. This article expl ores 

several different selection approaches that stress different 

factors of effectivenes s. 
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Fig. 2.    Diagram of full TMR with  partitioning and feedback voters. Fig. 3.    Diagram of partial TMR with a reduction vot er. 

 

Twenty-five different selections are tested on a benchmark 

design [2) under neutron irradiation [I) and random fault 

injection [7 ). The tested partial TMR selection approaches vary 

in the number of components selected for TMR and the area 

of the circuit selected for TMR. The neutron cross section for 

any observable output error of the design without any TMR 

is used as a baseline reference point. Changes in cross section 

range from a 51% increase to a 99% decrease. Benefit-cost 

ratios range from a 4% increase to a 2% decrease in neutron 

cross section per component   triplicated. Thus. the selection 

of components for TMR is observed to greatly influence the 

effectiveness of partial TMR. 

 

II. PARTIAL TMR 

In a design that is fully triplic ated, each component has 

triplicate counterparts. An example of a fully triplicated design 

is shown in Fig. 2. There are three copies of each component 

(A-E), one copy for each TMR domain. If one of the triplicate 

counterparts should fail  (e.g., A1),  the failure can be masked 

or hidden by  voting on  the outputs of all three copies (e.g., 

A1- A3) or their propagated signals. Voters themselves may 

also be triplicated whenever used for partitioning [8) or self­ 

synchronization [9]. Partitioning allows for errors to exist in 

multiple TMR  domains without  defeating  TMR so long as 

the errors are in different partitions [8]. Self-synchronization 

repairs errors that occur  within  a single TMR domain  inside 

a feedback loop [9]. 

SRAM-based FPGAs implement a design using a set of 

primitive components and connections. These resources are 

configurable. They consist of items such as lookup tables 

(LUTs), registers, memory blocks, arithmetic units. clock 

managers, 1/0 pads and buffers, high-speed transceivers , and 

so on. These components form a basis from which any design 

can be implemented. Numerous connection resources surround 

components. These configurable connection resources  are 

used to complete connections or routes between instanced 

components . 

Implementing a fully triplicated design in a single FPGA 

device is challenging. Full TMR requires at more than three 

times as many resources as a non-triplicated design [9]. 

Consuming more resources requires more power. Using more 

resources and inserting voters negatively impacts the propaga­ 

tion time of signals in the device, which makes it harder to 

meet design constraints in imp lementation. 

In situations where full TMR is not feasible , components 

within a design can often still be triplicated selectively. 

Selectively triplicating components means that some design 

components are triplicated, while others are not. The appli­ 

cation of selective or partial TMR allows  resources  that 

would otherwise be unused to go toward improving soft error 

reliability. 

When partial TMR is applied to a design, the objective is 

generally to maximize its benefit-cost ratio . This is done by 

decreasing the neutron cross section as much as possible for 

any observable output error while triplicating only a certain 

portion of components in the original design. The benefit of 

partial TMR is a reduction in neutron cross section for any 

observable output error. The cost of partial TMR is the portion 

of design components that are triplicated. 

A simplified diagram of partial TMR is presented in Fig. 3. 

In this diagram. two of the design components have been 

triplicated (B and C), while  the remaining  two components 

(A and D) have not been triplicated. Additional connections 

and a reduction voter have been added to support the triple 

redundancy. Triplicated voters are not included in this study. 

The output signal of component A drives a component  that 

has been  triplicated. Since component  A  is  not  triplicated, 

its output signal is a non-triplicated source. The triplicated 

output signal of component C drives a reduction voter. The 

reduction voter transitions the triplicated output signal to a 

simplex signal that can then be used to drive component 

D. a non-triplicated component. Since component D is not 

triplicated. its input signal is a non-triplicated sink. 

A route is a collection of edges that all share the same signal 

source. A route represents a physical connection between a 

single driver (i.e.. a source) and one or more sinks (i.e., 

terminals driven by a source). A route is able to fan-out from a 

single source to multiple sinks, whereas an edge includes only 

a single source-sink pair. Multiple edges that share a common 

source pertain to the same route. There is one edge for each 

fan-out of a route. 

Edges between triplicated components are also themselves 

triplicated. An SEU-induced error in any copy of a triplicated 

edge can occur without defeating TMR so long as only a single 

copy is in error. In this way , triplicated edges and components 

are protected from SEU-induced errors. Since multiple edges 

pertain to the same route, it is possible for a route to be 

partially trip lica te d. This occurs when a triplicated source 

drives triplicated and non-triplicated sinks. 

Choosing which components to triplicate and which com­ 

ponents not to triplicate in a design is a graph partitioning 

problem . For any given design with 11 number of components , 
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there are 2" possible selections for TMR ranging from the 

exclusion of all  components from TMR  to the  inclusion  of 

all components in TMR. It is not clear which subsets of 

components are the most beneficial to triplicate. 

This article explores different ways in which components 

can be selected for TMR automatically without user interven­ 

tion. These partial TMR selection approaches follow a set of 

rules that govern the selection of components for TMR. The 

effectiveness of each approach is measured and compared. 
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Ill. PROPOSED METHODOLOGY 

In this article. a number of different partial TMR selection 

approaches are applied to a benchmark design. The resulting 

variations of the design are tested to determine their neutron 

cross section and fault injection sensitivity for the occurrence 

of any output error. Design variants are placed into a special­ 

ized test harness that accelerates data collection . The resulting 

benefit is normalized by the amount of  partial TMR applied 

to determine the effectiveness of the partial TMR selection. 

 
A. Metrics 

This article is focuses on mitigating the likelihood of any 

output error caused  by  an SEU. This likelihood  is measured 

in two ways.  First, it  is measured  as a neutron cross section. 

If a high-energy neutron were to path through this hypothetical 

area [IO]. an output error would occur. The smaller the area, 

the less likely an SEU-induced output error is to occur. Second, 

the likelihood  of  an output error is measured  as a sensitivity 

to randomly injected faults. This is a percentage of randomly 

injected faults that result in the occurrence of an observable 

output error. The smaller the percentage, the less likely observ­ 

able output errors are to occur. The later measurement serves 

only to augment the first [7]. 

The cross section is determined by dividing the total number 

of observed events by the total  measured  fluence of expo­ 

sure [11]. Observed events are the occurrence of any observ­ 

able output error. Periods from first observance of an output 

error to a return to normal behavior following a repair or reset 

are counted as a single event. Ninety-five percent confidence 

intervals are approximated using conventional methods [11]. 

Fault injection sensitivity is measured as the percentage of 

randomly injected faults that result in an observed error event. 

This percentage  follows the maximum   likelihood   estimator 

of the binomial distribution. Ninety-five percent confidence 

intervals are taken using the normal approximation as in [ 12"]. 

Reduction in neutron cross section and fault  injection  sen­ 

sitivity is measured in terms of percentage compared to  the 

cross section and sensitivity of the baseline version of a design 

respectively as follows: 

Fig. 4.   Test setup. 

 

an increase in neutron  cross  section  or  fault  injection  sensi­ 

tivi ty. A negative reduction   reflects a negative   benefit, which 

is actually a loss in soft error reliability. Ninety-five percent 

confidence intervals on reduction percentages are determined 

using interval arithmet ic . 

The benefit-cost ratio or retllm is determined  by dividing 

the reduction percentage by the percentage of components 

included in the partial TMR. A smaller ratio means that less 

benefit is gained per component triplicated, and a larger ratio 

means that more benefit is gained per component triplicated. 

This article demonstrates that some partial TMR selection 

approaches yield a higher benefit-cost ratio than others. 

 

8. Test Platform 

This article uses a test platforn1 that consists of two FPGA 

development boards paired  together  by  a coupling card  [ 12] 

as shown in Fig. 4. Both boards are  Nexys  Video  boards  with 

an Artix-7 200T FPGA (XC7A200TSBG484-l).  A  common 

clock on the coupling card is provided to  both boards.  The 

FPGA design loaded onto the monitor board provides stimulus 

to the test board and monitors the response  of  the  test  board. 

The design under  test  (OUT)  is  loaded  onto  the  test  board. 

A custom JTAG configuration manager (JCM)  [13]  orches­ 

trates the test and performs CRAM read and write operations. 

For  radiation  testing ,  the  monitor  board  is  placed  outside 

the neutron beam so that its functionality  is affected  minimally 

by radiation. For fault injection testin g, faults are only injected 

into the FPGA on the test board. This allows the monitor board 

to provide stimulus to the test  board  and compare  the response 

of the OUT against a source of expected golden output values 

with minimal  interference from external sources. 

 
 

C. Test Flow 

The test flow used is shown in Fig. 5. After initialization, 

three steps are taken successively that repeat until the test is 

terminated. Initially. the test is brought into a working sta te , 

Reduction = 
variant 

I - --- 
baseline 

with the OUT producing correct output vectors for a provided 

set of input vectors. The first step in the flow after initialization 

The neutron   cross section   and   fault   injection sens1t1 v1ty   of 

a design without any  TMR  serves  as  a  baseline  reference 

point used for comp aii son purposes . If the cross section or 

sensitivity resulting from the application of  partial  TMR  is 

larger than that of the baseline design, a negative reduction per­ 

centage is obtained. A negative reduction percentage reflects 

is to allow for up sets in the OUT. Upsets occur through either 

neutron radiation exposure or through fault injection . The sec­ 

ond step is to check  for errors  by  reading status  register s  on 

the monitor board . The third step is to repair or reset the OUT. 

During this step , all of the up sets in CRAM are restored to 

their proper value by the JCM and the OUT is rechecked for 

JCM 
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Fig . 5. Test flow. 

 
 

 

 
 

 

 
 

 

TABLE I 

that an output failure in any single copy would  trigger a 

failure event in the monitoring circuit (located on the monitor 

development board outside the beam or influence of fault 

injection). The output 10 pins and supporting comparison logic 

are only triplicated in the ''Full TMR" design variant. All other 

design variants include non-triplicated IO and non-triplicated 

comparison logic surrounding the instances of the OUT. 

ITC-99 B 13 BENCHMARK R ESO U RC E UTILIZATION 
 

Resource     FF LUT-1 LUT-2 LUT-3   LUT-4   LUT-5   LUT-6   Total 

Count 56 I 7 12 13 7 4 I 00 

 

erroneous output. If the OUT remains in error, the OUT is 

reset by reprogramming the FPGA on the test board. 

The same test flow is used for neutron radiation testing and 

for fault injection testing. During neutron radiation testing, 

neutron exposure commences with the opening of the beam 

shutter and continues throughout the duration of the test. 

Subsequent repetitions of the allowable exposure step merely 

indicate the passage of time. During fault injection testing, 

a  new fault is  introduced  each  time   the  inject  fault  step 

is executed. In both modes of testing, the monitor board 

continuously presents the OUT with a set of test vectors and 

stores the observation of any output errors in a status register. 

This status register is reset after each check for errors. 

 
D. Test Design 

The design selected for this study is a digital circuit from the 

ITC'99 benchmark suite [14] known as the "B13." It has been 

included in several studies [2]. [4], (1 5], (16 ]. Its use in this 

article is intended to allow for comparison to other work [2] . 

It consists of a set of interdependent finite-state machines . 

Implemented on an SRAM-based FPGA, this design consists 

of LUTs , registers (FFs). and supporting connections. Table I 

shows a breakdown of the primitive resources used  by the 

B13. This design is simple and provides rich opportunity to 

explore the reliability impact of various partial TMR selection 

approaches. 

Results obtained from studying this design  are insightful, 

yet caution is advised in their generalization toward all digital 

circuits implemented on SRAM-based  FPGAs.  While  the 

B13 contains feedback and feed-forward logic (finite-state 

machines , counters. pipeline registers, etc.), which are com­ 

mon among digital designs, it is a smaller circuit consisting of 

only registers and LUTs. Safe generalization of these  results 

to all digital circuits requires additional study. This article is 

limited to a single benchmark design due to testing constraints 

and its exploration of many selection variants . 

A total of 25 different design variants were tested . Each 

tested design va1iant varies in the amount of partial TMR 

applied and in its partial TMR selection approach. A baseline 

version of the design without an y TMR applied to it was 

included for us e as a comparison reference point. Each of 

the design variants. their selection amount , and approach are 

discussed in Section VI. 

To accelerate da ta collecti on, 256 in stances of the same 

design va1iant were te s ted together on the same FPGA such 

IV. NEUTRON RADIATION TEST 

Neutron radiation testing was chosen for this study because 

it allows the results to more closely  reflect  the effectiveness 

of the evaluated pat1ial TMR selection approaches in a ter­ 

restrial environment. Neutron testing is an important part of 

evaluating the soft error characteristics of FPGAs in terresttial 

environments [I]. It is important in this study because the 

evaluated partial  TMR  selection  approaches  may  be  used 

in large-scale deployments of commercial FPGA designs in 

terrestrial environments [17]. 

Neutron radiation testing for this article was conducted in 

October of 2019 at the Los Alamos Neutron Science Center 

(LANSCE) (see Fig. 6). LANSCE provides a spallation neu­ 

tron source with a neutron energy spectrum that is very similar 

to a scaled ground spectrnm [ I] . In this article, the neutron 

source provided by LANSCE was used to measure the neutron 

cross section of all of the design variants for any output error. 

From these measurements, the effectiveness of each partial 

TMR selection can be compared. 

The neutron radiation test setup used for this article is 

displayed in Fig. 4. A stack of five test platforms were 

aligned perpendicular to the neutron beam aperture such that 

the 2-in collimated beam would pass directly through the 

FPGAs on the test boards. The distances from the tungsten 

target to the fission chamber and to each test board were 

used to appropriately   attenuate the measured   neutron flux 

for each board in the experiment. The attenuation caused by 

other boards in the flight path is assumed to be negligib le. 

Five boards were used to accelerate data collection so that 

statistically significant data could be obtained. 

The sum of fluence observed across the five test boards in 

the  beam  for  the  tested  designs  was  l.l 6 x 10 12  n  cm-    2 .  The 

high-energy (greater than 10 MeV) neutron flux at the fission 

ion chamber was me asured to be 1.11 x I 06 n cm 2
. Most of 

the 25 tested design variants wer e exposed to a neutron 

fluence of approximately 3.2x 10 10 n cm- 2 with the OUT 

running continuously. The baseline design (without any TMR 

applied) and a few other design variant s were exposed for a 

higher level of fluence (approx. 8 x 1010 n cm- 2
) to improve 

95% confidence intervals. Nin e ty-fiv e percent confidence level 

refle cts, to a degree , the fluenc e of exposure. 

 
V. FAU LT I NJE CTI O N TEST 

Random fault injection testing   is   included in this article 

to augment th e neutron radiation test results [7]. In thi s 

article, fault injection   emulates SEUs in   the targ et device 

by purposefully writing corrupt v::i.lues to CRAM at random 

locations and on random clock cycles. C01Tupt values are 

written to CRAM via JTAG memor y acces s using the JCM. 

Allow Exposure 

or 

Inject Fault 
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Fig. 6.   Neutron radiation test setup. 

 

Injected faults are similarly removed with a subsequent write 

operation to scrub away the injected corm ption. Through 

random fault injection. 100000 output errors were observed 

over approximately 11 million randomly injected faults spread 

over all 25 tested design variants . On average, approximately 

400000 random faults were tested on each design variant. 

The data collected via random fault injection is in statistical 

agreement with the data collected via neutron radiation testing. 

Measured values of reliability improvement between the two 

modes of testing fall within each other's 95% confidence 

intervals. For some design variants, fault injection data provide 

more conclusive results. Fault injection data are provided in 

this article as an additional means of verification. 

 
VI. R ES U LTS 

Several partial TMR selection approaches are explored in 

this article. Partial TMR selection approaches follow a set of 

rules to select components for TMR. Components that are 

selected for TMR get triplicated . Components that are not 

selected remain non-triplicated. The partial TMR selection 

approaches explored in this article range in their complexity. 

Some selection approaches significantly reduce the cross 

section or sensitivity of the tested design, while others increase 

the cross section or sensitivity, making the reliability worse . 

Some selection modes provided a  larger benefit-cost ratio 

return than others. Table II presents design statistics and test 

results for each tested design variant. Test resul ts are included 

for neutron radiation testing and fault injection testing. Related 

design vari ants are grouped togeth er. 

The first major column in Table II contains design statistic s. 

Design statistics include several attribute s. First, the amount 

of TMR applied or coverage (Cov.) is listed as a percenta ge 

of components triplicated under the given selec tion. Second, 

the number of triplicated edge s (Edg.) is incl uded. The third 

 

statistic is the number of reduction voters (Vot.) required to 

support the selection. The fourth statistic is the number of 

weakly connected components (WCCs) among the selection . 

A WCC represents a connected cluster of components. It is 

thought that efficient selections triplicate more edges while 

requiring fewer reduction voters. 

The second major column in Table II contains neutron 

radiation testing results. The measured neutron cross section 

for any output error is given with 95 % confidence intervals. 

The percentage of cross section reduction (Red.) for a given 

selection is determined by comparing the design variant cross 

sections against the cross section measurement of the base­ 

line design (i.e., without any TMR). The benefit-cost   ratio 

or return is the quotient of the reduction percentage and 

coverage percentage. The return   indicates   the effectiveness 

of the selection (reduction per percent replicated). The 95% 

confidence intervals on reduction and return are determined 

through interval arithmetic. 

The final major column in Table II contains fault injection 

testing results . Fault   injection data are presented   in terms 

of sensitivity (Sens.) or the percentage of randomly injected 

faults that result in an observable output errors. Ninety-five 

percent confidence intervals are included. The reduction and 

return metrics in this column carry the same meaning as they 

do for neutron radiation testing . They apply to the measured 

sensitivity. Ninety-five percent confidence intervals for these 

metrics are also calculated using interval arithmetic. 

 
A. Baseline 

The first evaluated test variant is the baseline design without 

any TMR applied to it. Evaluating the cross section and 

sensitivity of a design without any TMR provides a reference 

from which all other selections can be compared. Comparing 

the cross section  and sensitivity  of  design  variants against 

the baseline demonstrates improvement. degradation, or no 

change. The cross section and sensitivity of design variants 

may he better or worse than that of the baseline design or there 

may be no statistical difference based on a 95 % confidence 

interval. 

The baseline version of the design is expected to use the 

least amount of resources. It provides a lower bound on 

resource utilization and a middle ground for a benefit-cost 

ratio. No resources are triplicated and no reduction voters are 

needed. Other selections will consume more resources. but 

their benefit-ratios can range widely. 

 
B. Full TMR 

In thi s implementation of the B13, all of the components 

of the B13 were selected for TMR including its IO interfaces 

and  the comparison  logic that determines if any one of the 

256 instances of the design produces an output that disagrees 

with the other copies. This is the highest level of TMR 

coverage that can be applied to a design implemented on a 

single device. 

Data for thi s design   variant   is taken from [4). In [4]. 

the same test platform with a simi lar test design and setup 

was used in to explore low-level implementation strategie s 

Design 

Under Test 

Boards 

Neutron 

Beam 

Flight Path 
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TABLE II 

DESIGN S TATISTICS AND TEST R ESU LTS 
 

Design Statistics Neutron Radiati on Random Fault In jection 

Design Cov. Edg. Vot. wee Cross Section (cm2) Red. ('7o) Return Sens. (%) Red. (%) Return 

Baseline 0% 0 0 0 2.6 ± 0.3 X 1-0 9 - - 1.06 ± 0.03 - - 

Full TMR 100 % 234 9 1 2.0 ± 0.8 X 10- 11 99 ± 1 0.99 ± 0.01 .002 ± 0.01 98 ± 1 0.98 ± 0.01 

All Components 100% 234 9 1 4.1 ± 1.3 X 10-ltl 84 ± 5 0.84 ± 0.05 0.14 ± 0.01 86 ± 1 0.86 ± 0.01 

All LUTs 44% 17 37 28 1.7 ± 0.4 X 1-0 9 34 ± 14 0.77 ± 0.32 0.80 ± 0.03 25 ± 5 0.56 ± 0.11 

All FFs 56 % 24 54 0 3.9 ± 1.0 X 1-0 9 -51 ± 37 -0.92 ± 0.66 1.66 ± 0.04 - 56 ± 8 -1.01 ±0.15 

Random 9% 9% 3 9 6 3.5 ± 0.7 X 10- 9 -36 ± 25 -3.96 ± 2.78 1.33 ± 0.03 -26 ± 7 -2.86 ± 0.79 

Random 20% 20% 9 18 12 2.6 ± 0.6 X 1-0 9 -2 ± 22 -0.09 ± 1.08 1.39 ± 0.03 -31 ± 7 -1.57 ± 0.36 

Random 38% 38% 32 28 13 2.7 ± 0.6 X 10- 9 -3±22 -0.07 ± 0.57 1.29 ± 0.03 -22 ± 7 -0.58 ± 0.18 

Random 50% 50% 60 37 11 2.5 ± 0.5 X 10- 9 5 ± 21 0.09 ± 0.42 1.28 ± 0.03 -21 ± 7 -0.41 ± 0.14 

Random 75% 75 % 134 39 2 2.6 ± 0.6 X 10- 9 0 ± 21 0.00 ± 0.28 0.82 ± 0.03 22 ± 5 0.30 ± 0.06 

Max Edg. / Min Vot. 9% 9 % 20 3 1 2.1 ± 0.5 X 10- 9 21 ± 18 2.32 ± 2.00 1.06 ±0.03 0±6 0.04 ± 0.66 

Max Edg. / Min Vot. 20% 20% 60 3 1 1.8 ± 0.4 X 1-0 9 32 ± 17 1.58 ± 0.84 0.90 ± 0.03 15 ± 5 0.74 ± 0.26 

Max Edg. / Min Vot. 38% 38% 101 2 1 2.0 ± 0.5 X 10- 9 25 ± 18 0.65 ± 0.46 0.71 ± 0.02 33 ± 4 0.86 ± 0.12 

Max Edg. / Min Vot. 50% 50% 135 7 1 1.6 ± 0.4 X 1-0 9 40 ± 14 0.81 ± 0.28 0.GG ± 0 .02 38 ± 4 0.75 ± 0.08 

Ma x Edg. / Min Vot. 75'7o 75% 191 4 1 7.6 ± 2.3 X 10-IU 71 ± 9 0.94 ± 0.12 0.40 ± 0.02 63 ± 3 0.83 ± 0.04 

SCC Largest 69% 163 24 1 1.4 ± 0.3 X 10- 9 46 ± 10 0.67 ± 0.14 0.53 ± 0.02 50 ± 4 0.72 ± 0.05 

SCC Output 31% 40 9 7 2.4 ± 0.5 X 1-0 9 9 ± 18 0.28 ± 0.58 1.15 ± 0.03 -9±G -0.28 ± 0.20 

TF Level I 64% 149 18 4 1.4 ± 0.3 X 1-0 9 47 ± 12 0.73 ± 0.19 0.G5 ± 0.02 38 ± 4 0.G0 ± 0.0G 

TF Level 2 28% 40 14 1 2.4 ± 0.4 X 10- 9 7 ± 17 0.26 ± 0.60 1.08 ± 0.03 -2 ± 6 -0.05 ± 0.16 

TF Largest v I 32% 83 14 1 2.1 ± 0.4 X 1-0 9 20 ± 17 0.64 ± 0.53 0.84 ± 0.03 20 ± 5 0.64 ± 0.16 

TF Largest v2 34% 87 15 1 2.0 ± 0.4 X  10- 9 23 ± 17 0.67 ± 0.50 0.80 ± 0.03 24 ± 5 0.71 ± 0.14 

TF 2nd Largest 1 2% 25 5 1 2.1 ± 0.4 X 10- 9 21 ± 17 1.74 ± 1.42 0.83 ± 0.03 22 ± 5 1.80 ± 0.43 

TF Counter 27% 70 5 1 1.9 ± 0.4 X 10- 9 26 ± 14 0.95 ± 0.53 0.85 ± 0.03 20 ± 5 0.73 ± 0.19 

TF in-Betw een 9% 9 6 1 2.7 ± 0.5 X 10- 9 -4±   20 -0.40 ± 2.22 1.09 ± 0.03 -3±6 -0.36 ± 0.66 

TF Feed Forward 13% 12 I 1 2.5 ± 0.5 X 1-0 9 4 ± 19 0.27 ± 1.45 1.17 ± 0.03 -10 ± 6 -0.78 ± 0.49 

 

for improving the effectiveness of full TMR. The full TMR 

cross section and fault injection sensitivity is taken from [4] 

without any additi onal mitigation techniques applied. The full 

TMR design variant provid es an upp er bound on the amount 

of cross section or sensitivi ty reducti on that can be obtained 

(approximately a 99 % reduction in both cases). 

 
C. All Components 

In this selection. all of the components in the tested design 

are triplicated except for 1/0 ports and the logic that compares 

the output of instances. There are approximately 27000 com­ 

ponents in the baseline design without TMR. This includes 

all of the used IO ports on the device. the comparison logic. 

and the components that make up the instances of the B13. 

The "All Components" selection triplicates the components 

tha t make   up the B13 instances. which are approximately 

25 000 components. Approximately 7% of components in the 

test design are purposefully excluded from TMR. 

In many partial TMR applications, 1/0 and some additional 

logic may be fixed and cannot be altered . The "All Compo­ 

nents " selection demonstrates the impact of such exclusions. 

This is relat ed to the significant impact that single-point 

failures have on the effectivene ss of TMR [18). Reduction 

in neutron cross section and fault injection sens itivity in this 

selection is diminished from the 99% reduction that was 

available from full TMR to approximately 85% reduct ion. 

This selection sets an upper hound on the  amount  of 

benefit that can be obtained for the remaining partial TMR 

selections. All of the remaining selection approaches applied 

to the B13 exclude 1/0 and comparison logic from TMR. This 

selection includes more components in triple redundancy than 

any of the remaining selections in Table II. 

 
D. All LUTs 

This selection triplicates all of the LUTs in the B13 design. 

LUTs are logic elements that produce a specific output value 

for a given set of input values. They typically have more input 

signals than output signals. AN LUT with 11-inputs requires at 

least 2" CRAM bits to implement, one for each possible binary 

input combination. Triplicating an LUT also triplicates at le ast 

some portions of the route that connect to the LUT. 

Replicating only LUTs reduced the cross section and sen­ 

sitivity by approximately 30%. It provides a positive return. 

This selection mode required more reduction voters than the 

number of edges it protected with TMR. These results suggest 

that more benefit was gained in triplicating only LUTs than 

was lost by inserting reduction voter s. 

 
E. All FF s 

Only triplicating FFs and not triplicating LUTs is referred 

to as local TMR (LTMR ) [19]. It is suggested in [ 19] that 
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this form of TMR will likely perform poorly in SRAM-hased 

FPGAs due to the  susceptibility  of  connections  and  LUTs 

in the device to  radiation-induced corruptions.  FFs  require 

far fewer raw resources to implement  than LUTs. Triplicat­ 

ing registers decrease the cross section of the design, but 

adding reduction voters increases the cross section hy adding 

non-triplicated components in the design. This can make the 

overall cross section  worse.  In  order  for  partial  TMR  to 

be beneficial for mitigating any output error, the amount of 

benefit gained by including components in triple redundancy 

must outweigh the loss of benefit incurred by the addition of 

reduction voters. 

Triplicating FFs only i11creased the neutron cross section 

and sensitivity by approximately 30%- 50%. The benefit-cost 

ratio return for this selection is negative, meaning that the 

cross section and sensitivity of the design is better off without 

triplicating the FFs than with triplicating them by themselves . 

This selection mode has nearly the same protected edge to 

reduction ratio as the previous selection. Based on these 

results, it appears that the benefit gained by triplicating the 

registers is outweighed by the insertion of reduction voters. 

These results affirm the suggestion in [19] that LTMR should 

not be applied to SRAM-based FPGAs. 

 
F Random 

In this selection, components are chosen at random for 

inclusion in partial TMR. It is anticipated that random selec­ 

tions will likely yield mediocre to subpar performance due to 

the amount of unrelated components replicated   and amount 

of reduction voters needed to support the replication . When 

related logic is triplicated together, it likely requires fewer 

reduction voters than triplicating  scattered components. 

For this article, five different levels of coverage were 

explored. Coverage levels were 9%, 20%. 38%, 50%, and 

75%. Testing different levels of coverage provides a sense of 

benefit gained under varying const raints. All levels of coverage 

for random selection provided little to no benefit in cross 

section or sensitivity reduction. The smallest level of random 

coverage increased the cross section and sensitivity by 30%. 

This is the most negative return of any selection , a very 

large increase for a very small coverage. The cross sections 

of higher levels of coverage largely overlapped that of the 

baseline design, suggesting no change in cross section. Fault 

injection results suggest an increase in sensitivity for random 

selection. These results suggest that methodical selection in 

partial TMR is necessary in order for it to provide benefit 

and that randomly scattered clusters of triplicated logic is not 

helpful overall. 

 
C. Maximi;.e Triplicated Edges , Minimi ze Reduction \'rJters 

This selection strives to triplicate as many edges as 

possible (i.e. , single-bit connections between components) 

while using fewer reduction voters. It has been found in 

several studies [20], [21J that more than half of all utilized 

CRAM bits pertain to routing configuration and that a 

majority of SEU-induced failures result from SEUs in routing 

CRAM bits. Triplicating as many connections as possible 

 

may disproportionately improve the overall reliahility of the 

design based on the number of components triplicated. 

This selection approach solved a set of constraints to min­ 

imize the cost of selection based on a cost function. The cost 

function was set to be the sum of required reduction voters less 

the sum of triplicated edges. A directed graph of connectivity 

was generated from the B13 design. Each vertex in the graph 

represented a component in the design. Each edge in the graph 

represented a connection in the design. Constraints were set 

so that a component could be either included or ex.eluded 

from TMR. Subsequent constraints were set to indicate the 

need for a reduction of voters and the inclusion of an edge 

in TMR. An optimizer was used to identify a selection with 

the minimum cost for the given levels of allowahle coverage. 

Five different coverage levels a.re included in this article for 

maximizing protected routes and minimizing reduction voters. 

The coverage levels are the same as they are for random 

selection. These selections require far few reduction voters 

and triplicate far more edges than the random selection for 

comparable coverage levels. All of the components in test 

selections are connected to each other and reduction voters 

are only needed on the peripheral of the selection. 

All of the selections prove beneficial in reducing the neutron 

cross section. The selection with 9% coverage had the highest 

benefit-cost ratio return of any selection for neutron cross 

section benefit; however. fault injection results  were much 

less optimistic for this selection . Reduction for neutron cross 

section and fault injection sensitivity improve as more com­ 

ponents are included in TMR. 

 

H. Feedback Based 

This selection approach chooses components for TMR 

based on feedback relationships hetween components. Feed­ 

hack occurs when the future output of a component is depen­ 

dent on its current output. Previous research has exploited 

feedback relationships to mitigate the occurrence of persistent 

errors in SRAM-based FPGAs [6], [22]. This study explores 

using feedback relationships to guide partial TMR selection 

for mitigating the occurrence of any output error. 

Two main types of feedback relationships are explored. The 

first type is associated with strongly connected components 

(SCCs).  A  directed  graph  is said  to  be strongly  connected 

if and only if every vertex is reachable from every  other 

vertex. An SCC is a maximal suhgraph that is strongly 

connected . The second type of feedback is tight feedback (TF). 

TF occurs when a signal's next state depends on its current 

or previous state within  only  a few clock cycles. TF can 

occur as nested feedback within a larger feedback structure. 

Fig. 7 presents a simple example of tight nested feedback. 

There is TF from FFI back to itself nested inside a larger , 

more loose feedback structure. Nested feedback decomposition 

(identifying feedback nesting within a circuit) can help identify 

groups of related logic components. 

The tinal two sets of selection approaches are based on 

feedback analysi s of the test design. The analysis performed 

begins with a connectivity graph. which is a mathematical 

representation of the test design where each vertex. in the graph 
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Fig. 7.   Nested feedback . 
 

represents a component  and each  directional edge represents 

a connection between two components . This graph is decom­ 

posed to aid the different selection approaches. 

The SCC-based selections use an SCC decomposition of the 

connectivity graph where each SCC in the graph is replaced 

with a single representative vertex. SCCs were identified using 

Tarjan's SCC algorithm [23]. The ''SCC Largest" selection 

applies TMR to the SCC in the graph with the greatest number 

of subcomponents . The "SCC Output" selection triplicates 

scattered logic driven by the largest SCC. 

The TF-based selections use a decomposition of the connec­ 

tivity graph that is designed to create a hierarchical organiza­ 

tion of nested feedback. This decomposition first eliminates 

non-sequential vertices hy replacing them with edges between 

associated sequential ve11ices. This creates a sequential con­ 

nectivity graph. This graph is then further decomposed using a 

modified depth-limited breadth-first search to identify groups 

of components within TF (components in a closed walk with 

a minimal number of edges). Each group of components is 

replaced with a single representative vertex. The decomposi­ 

tion continues until all TF has been folded into a hierarchical 

organization of nested feedback. The details and variants of 

this decomposition  are beyond the scope of this article. For 

the purpose of this article. the decomposition provides an 

alternative view of feedback within the test design. 

Several different selections were made based on TF relation­ 

ships. Fig. 8 depicts the "TF Counter" selection. This nested 

feedback group contains all of the sequential registers and 

combinational logic (LUTs) associated with a 7-bit counter 

used in the test design. Each hit is contained in its own 

feedback group with a return distance of one (i.e.. there exists 

a self-containing closed walk with a single edge). Each hit 

within the larger feedback group can reach at least one other 

bit with a return distance of two. The "TF Level l" selection 

contains all sequential registers with  a  return  distance  of 

one and associated combinational logic (i.e., LUTs that drive 

and are driven by the selected registers). The "TF Level 2" 

selection contains registers and associated combinational logic 

with a return distance of two. The ''TF Largest v l" selection 

contains a sizable feedback group, and the ·'TF Largest v2" 

selection contains the same feedback group with the addition 

of a nearby regi ster and LUT. The ''TF 2nd Largest" selection 

contains the next smallest sizable feedback group. The "TF In­ 

Between " selection contains sequential registers and associated 

combinational logic that are in between TF grou ps. Fin ally, 

the "TF Feed Forward" selection  contains  any  components 

not contained in a feedback group that are downstr eam from 

TF (i.e ., driven hy compone nts that are themselves contain ed 

in TF ). These selections wer e made to explore a variety of 

different selection approaches based on TF. 

Promising results were found among the sele ction s based 

on feedback. The "SCC Large st" selection provided a positive 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 8.   TF counter selecti on. 

 
return and a significant reduction . The largest " Max Edg./Min 

Vot." selection still provided better results at a marginal 

increase in coverage. The "SCC Output" selection yielded 

suhpar results. The TF set of selections yield the hest results 

when the selections include a single cluster of logic containing 

TF (as opposed to logic in between TF, etc.). Selections that 

include large clusters of feedback and selections that include 

clusters of TF show promise for reducing the overall likelihood 

of failure in a design. 

 
Vll. RELATED WORK 

Many selection app roaches have been proposed for partial 

TMR [51, [61, [24]- [26] . A mode of selection is a set of 

rules hy which a portion of the design is selected for triple 

redundancy . In general, the objective of a selection mode is 

to maximize provided henetit while maintaining some prede­ 

fined constraints. The desired benefit ranges from minimizing 

persistent errors through exploiting feedback relationships [6]. 

to limiting the percentage of clock cycles in which the 

outputs of a design are in error through iterative analy sis of 

attri bute-based selections [5], to minimizing the likelihood of 

error propagation based on logic masking probabilities [24]. 

[25], to minimizing the arithmetic severity of SEU s through 

most significant hit (MSB ) inclusion [26J. and so on. This 

study seeks to minimize the occurrence of any observable SEU-

induced output error using previou sly untested selection 

approaches. 

 

VIII. C O NC L US IO N 

Partial TMR , or the application of TMR to a subset of 

design compon ents, can provide some of the reliable benefit s 

of TMR at a reduced cost. This is helpful for situation where 

applying TMR to all design c omponents may no t be fea sib le. 

This study explores the application of partial TMR for improv­ 

ing the overall soft error reliabi lity  of an SRAM-ba sed FPGA 
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design. Twenty-five different design variants were tested, 

each with differing amounts of partial TMR and selection 

methodologies . 

It was found that the selection of components for partial 

TMR significantly impacted its effectiveness. Replicating all  

components except UO reduced the cross section by 85%. 

Replicating all combinational logic improved the cross section 

with a high return (34% reduction for 44% coverage) despite 

having a 1:i.rge number of independent TMR regions and 

inserted voters. Only replicating registers increased the cross 

section by 50%. Random selection proved to be counter­ 

produc tive. Maximizing the number of triplicated routes and 

minimizing the number of reduction voters clustered compo­ 

nent selection and performed well. Triplicating larger clusters 

of related logic tended to perform the best at improving the 

overall soft error reliability of the design. One selection, which 

included a single group of closely related feedback logic, 

reduced the neutron cross section by 21% while triplicating 

only 12% of the components in the design. 
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