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Abstract— Spoofing attacks are critical threats to modern face
recognition systems, and most common countermeasures exploit
2D texture features as they are easy to extract and deploy.
3D shape-based methods can substantially improve spoofing
prevention, but extracting the 3D shape of the face often requires
complex hardware such as a 3D scanner and expensive com-
putation. Motivated by the classical shape-from-shading model,
we propose to obtain 3D facial features that can be used to
recognize the presence of an actual 3D face, without explicit shape
reconstruction. Such shading-based 3D features are extracted
highly efficiently from a pair of images captured under different
illumination, e.g., two images captured with and without flash.
Thus the proposed method provides a rich 3D geometrical
representation at negligible computational cost and minimal to
none additional hardware. A theoretical analysis is provided to
support why such simple 3D features can effectively describe
the presence of an actual 3D shape while avoiding complicated
calibration steps or hardware setup. Experimental validation
shows that the proposed method can produce state-of-the-art
spoofing prevention and enhance existing texture-based solutions.

Index Terms— Liveness detection, spoofing attack, face
recognition, active light, flash, 3D facial features.

I. INTRODUCTION
ACE recognition became one of the most extended
and popular biometric techniques. In particular, 2D face
recognition algorithms have been ubiquitously deployed in
the past years, e.g., at airports, ATMs, and personal devices.
However, fake facial images can be deployed to spoof auto-
matic face recognition systems.

Spoofing attacks proved to be a critical threats to modern
face recognition systems. Various hacking methods have been
developed to achieve illegal access to systems guarded with
face recognition technology [1]. One of the most popular and
simple hacking techniques consists of printing or replaying
by some media a high quality picture of the target subject
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Fig. 1. [Ilustration of some of the challenges in identifying photos of
real (live) subjects from a single image. From left to right, the second and
fourth pictures correspond to a photo of the (live) suhject. The first picture is
a photo of a computer screen where the face of the test subject is displayed.
The third and fifth pictures are taken by photographing a printed portrait of
the test subject.

[2], [3]. A single image contains limited information to dis-
tinguish between a high quality replica of a subject and the
subject itself, as is illustrated in Fig. 1. Systems that attempt to
distinguish among 2D images as those in Fig. 1 are relatively
easy to overcome, as we demonstrate in the following sections.
Fortunately, spoofing detection can be substantially improved
by extracting 3D information of the scene. but the main
caveat is that pursuing a 3D reconstruction of the scene is
a challenging task and typically requires complex hardware
and expensive computation.

Shape-from-shading (SFS) is a classic computer vision
theory that allows the extraction of the 3D shape of the scene
from a few images of it. But the canonical SFS formulation
is impractical for spoofing detection as it requires knowing
the illumination conditions and involves solving non-trivial
partial differential equations. By generalizing a Lambertian
model and bypassing typical requirements of SFS, we arrive
at extremely efficient shading-based 3D features with high
discriminative power for the detection of spoofing attacks.
We provide a (heoretical analysis to show that such features
capturc actual depth information with invariant propertics
that make them calibration-free and suitable for real-world
applications.

The main contributions of this article can be summarized as:

« We rethink shape-from-shading ideas and propose a
simple and effective feature representation design for
spoofing detection.

» We provide a theoretical analysis of the proposed features
and show that they capture actual depth information
while they present invariant properties that make them
suitable for practical applications (with no need for cali-
bration or a sensitive set up of the hardware).

» We show that texture-based spoofing strategics provide
good results in specific circumstances, but they do not
generalize well. Finally, we show that depth information
can greatly improve generalization, e.g., making solutions
less dependent on the resolution of the input images.
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