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programs (LPs). Traditional IPMs typically use Newton’s method to
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barrier penalty function at each iteration. Due its connection to New- homogeneous self-dual
ton’s method, IPM is often classified as second-order method - a genre embedding; interior-point
that is attached with stability and accuracy at the expense of scalabil- method; central path
ity. Indeed, computing a Newton step amounts to solving a large sys- following; ADMM; iteration

tem of linear equations, which can be efficiently implemented if the complexity
input data are reasonably sized and/or sparse and/or well-structured.
However, in case the above premises fail, then the challenge still
stands on the way for a traditional IPM. To deal with this challenge,
one approach is to apply the iterative procedure, such as precon-
ditioned conjugate gradient method, to solve the system of linear
equations. Since the linear system is different in each iteration, it is
difficult to find good pre-conditioner to achieve the overall solution
efficiency. In this paper, an alternative approach is proposed. Instead
of applying Newton’s method, we resort to the alternating direction
method of multipliers (ADMM) to approximately minimize the log-
barrier penalty function at each iteration, under the framework of
primal-dual path-following for a homogeneous self-dual embedded
LP model. The resulting algorithm is an ADMM-Based Interior Point
Method, abbreviated as ABIP in this paper. The new method inherits
stability from IPM and scalability from ADMM. Because of its self-dual
embedding structure, ABIP is set to solve any LP without requiring
prior knowledge about its feasibility. We conduct extensive numer-
ical experiments testing ABIP with large-scale LPs from NETLIB and
machine learning applications. The results demonstrate that ABIP
compares favourably with other LP solvers including SDPT3, MOSEK,
DSDP-CG and SCS.
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1. Introduction

By and large, traditional interior point method (IPM) for linear program (LP) is
based on solving a sequence of log-barrier penalty subproblems using Newton’s method
[29,35,40,53]. It turns out that with a suitable penalty-parameter choice scheme, one step of
Newton's method usually yields a very good initial solution for the next log-barrier penalty
subproblem. As a result, the crux of IPMs boils down to the computation of Newton steps,
which requires to solve system of linear equations (e.g.[20,29,40,54]). On the surface of
it, computing Newton’s direction then amounts to the Cholesky decomposition of a large
(often ill-conditioned) matrix or even computing its inverse, which can be done when the
dimensions are not exceedingly high, or the input data are sparse and/or well-structured.
In general, however, computing Newton’s direction is computationally expensive. Because
of this connection to Newton’s method, IPM is often classified as a second-order approach.
Typical to the second-order methods, IPM is known to be stable and accurate, but com-
puting Newton’s direction remains a challenge when the problem is dense and large scale.
On the other hand, recently there has been considerable research attention paid on the
so-called first-order methods, in that no Newton direction is needed. One very successful
first-order method is called alternating direction method of multipliers (ADMM), which
is essentially a gradient-based algorithm for the dual of a linearly constrained optimization
model; see, for example, [16,19,21,22,31] and the recent survey papers [7,15]. It turns out
that the ADMM is highly scalable; however, it may suffer from numerical instability and it
may take overly many iterations to compute an accurate solution. A natural question thus
arises: Can we combine the benefits from both campuses? This paper aims to provide an
affirmative answer to the afore question.

Before moving further to that question, let us first mention a beautiful technique which
resolved a difficulty that baffled researchers in the early days of the IPM. The difficulty is
that an IPM requires an interior feasible solution to begin with, but an LP may not even
be feasible let alone availability of an interior feasible solution. To tackle this, Ye et al. [55]
proposed a homogeneous self-dual (HSD) reformulation of the original LP, which contains
all the information that one may possibly care to obtain: an optimal solution if it exists; or,
if the problem is infeasible or unbounded, a certificate that proves the case. Interestingly,
the HSD has a ready interior feasible solution, while an optimal solution is guaranteed to
exist. A central path following algorithm was subsequently proposed in [55] to solve the
HSD. Later, Xu et al. [48] proposed a simplified homogeneous self-dual model. However,
in either cases computing the Newton directions remains to be the chore. In this paper, we
propose to apply the ADMM to approximately solve the log-barrier penalty subproblems
from the path-following scheme for the HSD. The resulting algorithm, ADMM-based IPM
(abbreviated as ABIP henceforth), inherits advantages of both IPM and ADMM. It turns
out that ABIP is robust, highly scalable and achieves high accuracy. Moreover, as a bene-
fit inherited from HSD, ABIP finds both primal and dual optimal solutions if they exist;
otherwise it finds a certificate proving primal or dual infeasibility.

There have been lots of efforts to efficiently compute Newton’s step in IPMs. Exist-
ing approaches adopted in IPM for computing Newton’s step include sparse matrix
factorization, Krylov subspace method and preconditioned conjugate gradient method
(cf. [6,10,13,18,25,26]). Very recently, Cui et al. [10] proposed a novel inner-iteration
preconditioned Krylov subspace method which overcomes the severe ill-conditioning of
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linear equations solved in the final phase of interior-point iterations. Despite several pro-
gresses along this direction, the performance of these methods still highly depends on the
structure of the problem and the input data and suffers from the curse of dimensionality.
For example, the system of linear equation data of the IPM is changing every iteration and
becomes more and more ill-conditioned, so that it is typically hard to find a good pre-
conditioner for the CG method. Moreover, often we have to solve more than one system
of linear equations with different right-hand-side vectors. By investigating the structure
of the problem in HSD, we discover that ADMM can be used to approximately solve the
log-barrier penalty problems very efficiently. Though connected with the classical operator
splitting methods in [16,17,19], renaissance of ADMM in recent years was due to its suc-
cess in signal processing [9,50], image processing [23,51] and machine learning problems;
see a recent survey paper [7] and the references therein. An interesting and positive dis-
covery through our study reported in this paper is twofold: (1) we find that the overall IPM
strategy such as central-path following greatly improve the stability and robustness of the
variable-splitting approach; (2) it turns out that the log-barrier penalty subproblem under
the central path following scheme for the HSD is well-structured and can be efficiently
solved by ADMM.

Recently, there are several attempts on designing first-order methods for solving LPs
(and conic programs); see [45,47,52,56]. Without an HSD framework, such methods are
not suited for primal or dual infeasible problems. More recently, the ADMM-based solvers
for LP have been explored prior to our method, e.g. a split conic solver (SCS) developed by
O’Donoghue et al. [36], which applies ADMM to solve the homogeneous self-dual embed-
ding of the original LP. Therefore, ABIP is similar to SCS in that they are both based on
ADMM and HSD. However, conceptually ABIP is built within the IPM framework, so that
it can be used as an optional solver when the data is large and dense for any existing IPM
solver. It is our hope that, by combining ADMM with interior-point strength, the solver
would have an additional machinery to improve its solution robustness. For example, the
scheme of ABIP can easily incorporate the notion of step-sizes and wide neighbourhoods of
the central path (cf. [43]). The efficacy of ABIP is confirmed by our extensive numerical tests
on large-scale LPs from NETLIB and machine learning applications. Finally, we remark
that extending ABIP to a more general convex conic optimization setting is straightforward.

1.1. Notation and organization

Throughout this paper, we denote vectors by bold lower case letters, e.g. X, and matrices
by regular upper case letters, e.g. X. The transpose of a real vector x is denoted as x . For a
vector X, and a matrix X, | x|| and [|X]| denote the £, norm and the matrix spectral norm,
respectively. For two symmetric matrices A and B, A > B indicates that A—B is symmetric
positive semi-definite. The superscript, e.g. x’, denotes iteration counter. log(x) denotes
the natural logarithm of x. e denotes the vector of all ones. ¢; denotes the coordinate vector
with jth entry being 1. I is an identity matrix with appropriate dimension. For two vectors
x and y, the Hadamard product is denoted as x o y = (x1y1,. . ., XnVn)-

The rest of the paper is organized as follows. In Section 2, we discuss some background of
homogeneous self-dual embedding. In Section 3, we propose our ABIP method for solving
the homogeneous self-dual embedding with log barrier functions. We also discuss how
ABIP can be simplified and reduced to a matrix-free algorithm. The iteration complexity
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of ABIP is also analysed. In Section 4, we propose several techniques that help improve the
performance of ABIP in practice. In Section 5, we present extensive numerical results on
large-scale LPs from NETLIB and machine learning applications and compare with several
existing LP solvers. We make some concluding remarks in Section 6.

2. Homogeneous and self-dual linear programming

We are interested in solving the following primal-dual pair of linear programs (LP):

min ¢'x max b'y
(P) st. Ax=D, (D) st ATy +s=gc (1)
x>0, s >0,

where x € R" is the primal variable,y € R™ and s € R” are the dual variables, the problem
data are A € R"™*", b € R™ and ¢ € R" with m < n, and without loss of generality, we
assume that A is of full row rank. The primal and dual optimal objective values are denoted
as p* and d* respectively.

In addition to the celebrated simplex method of Dantzig [11] in 1940s, the interior
point method (IPM), which was pioneered by Karmarkar [30] and intensively developed
by many researchers in the 1980s and 1990s, has been a standard approach to solve lin-
ear program (1). In the early years of IPM, initial feasible interior solutions were assumed
to be available at hand. Clearly, this assumption can be restrictive. To address this issue
specifically, Ye et al. [55] proposed to solve the following homogeneous and self-dual linear
programming with arbitrary initial points x° > 0, s® > 0 and y:

(HSD) min ((x°)"s" + 1)6
st. Ax—br +bd =0,
—ATy+ter—s—ch =0,

(2)
b'ly—c'x—«k+120 =0,
- l_)Ty +elx—zr = —(xo)Ts0 -1,
yfree, x>0, 7>0,s>0, k >0, 0 free,
where
b=b—-Ax", t=c—-ATy'—s" z=c"x"4+1-Db"y" (3)

The HSD (2) has many nice properties. In the following, we give a partial list (cf. [55]).

Theorem 2.1 (Theorem 2 in [55]): The following holds for (2):

(i) The optimal value of (2) is zero, and for any feasible point (y,X, T,6,s, k), it holds
(Ts"+1)-60 =x"s+ k.
(ii) There is a feasible solution (y, X, T,0,s,«) to (2) such that

y=y, x=x, =1, 06=1, s:so, Kk =1.
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(iii) There is an optimal solution (y*,x*,t*,0* = 0,s*, k™) such that x* 4+ s* > 0 and
% 4+ k* > 0, which is called a strictly complementary solution.

Theorem 2.2 (Theorem 3 in [55]): Let (y*,x*, t*,0* = 0,s*, k™) be a strictly complemen-
tary solution for (2). Then:

(i) (P) has a solution (feasible and bounded) if and only if T* > 0. In this case, X*/t* is an
optimal solution for (P) and (y*/t*,s*/t*) is an optimal solution for (D).

(i) Ift* =0, then k* > 0, which implies that ¢'x* —b'y* < 0, i.e. at least one of ¢' x*
and —bTy* is strictly less than zero. If ¢' x* < 0, then (D) is infeasible; if —bTy* <
0, then (P) is infeasible; and if both c'x* <0and —bTy*, then both (P) and (D) are
infeasible.

Theorem 2.3 (Corollary 4 in [55]): Let (,%, 7,0 = 0,5,i) be any optimal solution for (2).

Ific > 0, then either (P) or (D) is infeasible.

3. An ADMM-based interior-point method

In [55], Ye et al. proposed an O(\/ﬁlog(%))—iteration and O(n? log(%))—arithmetic oper-
ation interior point algorithm to solve (2). However, like all interior-point methods, it
requires solving a linear system at each iteration and therefore does not scale well for dense
data. In this section, we propose our ABIP method which uses ADMM to solve the log-
barrier penalty subproblems for HSD, and we show that the procedures of ABIP can be
simplified. In this section, we also provide an iteration complexity analysis for ABIP.

3.1. The ABIP method

For ease of presentation, we choose yO = 0,x? = eand s° = e, where e denotes the vector
of all ones. By introducing a constant parameter 8 > 0 and constant variables r = 0 and
£ =—x%"s"—1=—n—1,(2) can be rewritten as

min f(n+1)0+1(xr=0)+1E =—n—-1)
st. Qu=v, (4)
y free, x>0, T > 0, 0 free, s > 0, k > 0,

where
0 A —b b y r
Q= —AT 0 c - u— X v = S
o b:r - 0 z |’ AN Tk’
-b" ¢ -z 0 6 £
b=b—Ae, c=c—e, i:cTe—l—l, (5)

and the indicator function 1(C) equals zero if the constraint C is satisfied, and equals +00
otherwise. The reason that we introduce a parameter 8 in the objective is completely for
ease of presentation. It does not change the solution of the problem.
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One classical way to solve (4) is to use log-barrier penalty to penalize the variables with
non-negativity constraints, which results in a primal-dual interior-point method. The new
formulation with log-barrier penalty is

min B(u,v, 1©),

st. Qu=v, (©)
where B(u, v, 1) is a barrier function defined as follows:
Bw,v, 1) = B(n+ 10+ Lr=0)+1( = —n—1)—p »_log(x)
i
— 11y _log(si) — 1tlog(r) — plog(k), (7)
i

and p > 0is the penalty parameter. In the kth iteration of IPM, one uses Newton’s method
to solve the KKT system of (6) with u = u¥. One then reduces u* to u**! for the next
iteration. When X — 0, the solution of (6) approaches that of (4). The computational
bottleneck of IPM is that one has to assemble a Newton’s direction, which can be expensive
when the problem is large and data are dense.

Observing the structure of (6), we propose to use the Alternating Direction Method of
Multipliers (ADMM) to solve it inexactly. To do so, we first rewrite (6) as the following
problem by introducing auxiliary variables (1, v):

min  1(Qu = V) + B(u, v, uk),
st.  (w,v) = (w,v).

(8)

By associating (scaled) Lagrange multipliers p to constraint 1 = u and q to constraint v =
v, the augmented Lagrangian function for (8) can be written as

Lp(@ ¥, u,v, 15, p,q) = 1(QA = ¥) + B(w,v, ") — (B(p, @), (1,%) — (w, V)
+ gll(flﬂ’) — v

where 8 > 0 is the same parameter as in (4). The ith iteration of ADMM for solving (8) is
as follows:

(8,1, 950 = argmin L5 @ ¥, uf,vE 15 pfah) = [ af +phvi+d), )
wv Qu=v

k k . ~k ~k k k _k
(i1, Vi) = argmin Lg (@, Vi1, WV, L5 P Q)s (10)
wyv

(P a5 = (P a)) — @5, ¥, ) + (ufy 1, vE ), (11)

where [ [ g(x) denotes the Euclidean projection of x onto the set S. A generic description
of our proposed approach — ABIP - is sketched as Algorithm 1.

3.2. Implementing ABIP

In this section, we discuss the detailed implementation of ABIP. In particular, we show
that the dual variables p and q in (9)-(11) can be eliminated using a proper initialization.
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Algorithm 1 The Basic Algorithmic Framework of ABIP for Linear Programming

1: Given parameters 8 > 0 and y € (0,1). Set initial points (ug,vg), (pg, q8) and
u > 0.

2. fork=0,1,2,...do

3 fori=0,1,2,...do

4 if the termination criterion is satisfied then

5 break.

6: end if

7 Update (@, |, %5, ) by (9);

8 Update (uf-‘H,vf-‘H) by (10);

9 Update (pﬁrl, qﬁrl) by (11).

10.  end for

k+1 _k+1 ko ok k+1  _k+1 ko k
1: - Set(uy vy ) = (wi v ) and (py T qy ) = (P> 9iy1)s

12: Set uftl =y puk.
13: end for

The framework of our analysis is similar to the one in [36], but the techniques we use are
quite different because the Moreau decomposition cannot be directly applied to (u, v) when
the log-barrier penalty function is used. The main technical result is summarized in the
following theorem.

Theorem 3.1: For the kth outer iteration of Algorithm 1, we initialize p’(§ = Vlg and qlg = u’é
with
k k
xlgoslgzu—e, ré‘/c(l)‘z'u—, r'(§=0, Sé‘:—n—l.
B B
It then holds, for all iterations i > 0, that
k _ ok ok ok kM kk_ M k
Pi=Vi, q =1u;, X;08; =Fe, T K; =F, r; =0, & =-n-1 (12)

Proof: We shall prove the result by induction. Indeed, the proof is based on the following
steps: (i) Iteration j = 0: the result holds true since we can initialize the variables accord-
ingly. (ii) The result holds true for iteration j = i+ 1 given that it holds true for iteration
j = i. We prove the desired result in two steps:

Step 1: We claim that

uf v =0+ (13)

Indeed, we rewrite (9) as

@, Vi) = [ [f + v uf + v, (14)
Q

where Q = {(u,v) : Qu = v}. Moreover, it follows from Q being skew-symmetric that the
orthogonal complement of Q is ot = {(v,u) : Qu = v}. Therefore, we conclude that,

(v,u) = l_[(z, z), if (u,v) = l—l(z, z),
ol Q
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because the two projections are identical for reversed output arguments. This implies that

(‘7{‘{+1>‘~1§+1) = ]_[(uf-( + Vf-c, uf-c + vf-‘). (15)
QL

Therefore, combining (14) and (15) yields the desired result.
Step 2: We proceed to proving that

Pi'(+1 = Vf'c+1’ ‘lf‘{+1 = “5'(+1> Xf'(—t-l °© S5‘{+1 = er’ ti]firl"ikﬂ = %k’ EilfH =-n—1
given
pi=v qf=uf (16)
and
xﬁ‘ o sf-‘ = %ke, ‘c,-k/cik = %k, éik =-n—1. (17)
Indeed, we partition p and q as
Py qr
SIS
Po 9

and the optimality conditions of (10) are given by

ko ok k
0=yi1 — Y1 + (Pyi> (18)
k
% 1 -
0= TRk + Xﬁrl - Xf'{+1 + (Px)f'c’ (19)
i1
pto k k k
0= Bk + T — T + (Po)is (20)
i1
0= (n+1)+65, — 65, + (po)k, (21)
0=rf, (22)
k
I 1 -
0= g+ sk =85+ @k, (23)
i1
pko k k k
0= Bk + Kip — ki1 + (@i (24)
i1

0=¢gk, +n+1. (25)
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First, we show that

,+1 (Py);—H =0, Yf‘c+1 = (ql‘)é{—H'
Indeed, from (11), (18) and (22) we have that

k k ~k k k
(Py)iv1 = Py)i — Yig1 TVipn =0=134,.

Furthermore, we have

() @) & (13 kL ok <
(qr)z+1 = (qf - 1+1+r5<+1 = (qo)f - {(+1 (@)f — (F +] = Yit1)
(18) (16)

@)f — (0 +yF —yi — P = yi — (0 +yf —yi — 1) =¥
Second, we shall prove

1

k k
z+1 (‘ls)1+1’ z+1 (Px)z+1’ Xit108i41 = ? h
Indeed, from (11) and (16) we have

(P = (P =Xy +xfy = sf — &y + 2,
and
(qS)f'(-i-l = (‘ls)f‘c - gng + Si'(-i-l = Xf‘{ - §5‘<+1 + S5‘{+1-
Combining the above two equations with (13) yields
(PO + (@F 1 =X + 85 (26)

Besides, from (19) and (11) we have

k
" -
F €= xf'<+1 © (Xf‘{+1 - X{'(-H + (Px)f'c) = Xf‘(+1 © (Px)ﬁrl’ (27)
and from (23) and (11) we have
" k k k k k k
BT S e (siy1 = Sip1 + (@s);) = 8iy1 © (Q)igy- (28)

Therefore, we obtain

(27),(28) i k k k
0 = "x70MPx)ir1 — Sit1° (@s)iyq

(26) _k k k
= Xj1 0 (X +8iyy — ((Is)l+1) 1+1 o (qs)z+1

= (Xf‘(ﬂ - (‘1s)5+1) ° (Xi+1 + Si+1)-
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Since xf-‘H + sfﬁrl > 0, we conclude that xf-‘+1 = (qs)fJrl which, combining with (28), leads
to
k
M k k
? "€ =X ©8ipy
It also directly follows from (26) that sf-‘H = (px)ffH. We use the same arguments to
conclude

k
"
z+1 (ql()z-',-l’ z+1 (pf)l—i-l’ Tilfi-l"i]ii-l = F
Finally, we show that
k k Mk
= =—n—1 0 =@k, = 5
Indeed, from (11), (21) and (25) we have
(P9)1+1 (Po)f — 1+1 + 91+1 1= 5i]3r1-
Furthermore, combining (16) and (17) we have
(Po)f =& =-n—1,
which implies that
0f1 — Ot = Po)fyr — (po) = 0. (29)
Therefore, we conclude that
(13) k
(‘lé)z+1 = (‘lé) — &L el = o —of —gF 05, +EL
(17),(25) (29) (16)
=" (q )k - 9k + 91+1 (‘lé)k 9k + 91+1 91+1
This completes the proof. |

Observe that Theorem 3.1 simplifies Algorithm 1 by eliminating the dual variables p
and q. They are replaced by v and u, respectively. Moreover, note that u and v are separable
in (10). As a result, we can update u by

uﬁ_l = arglrlnin |:1_3(u, k) + g Hu — ﬁﬁrl —i—vf»‘ 21| , (30)
where
B(u, p) := B(n+ 1)0 — ulog(x) — nlog(t), (31)
and update v by
Vf'<+1 = Vf'c - ﬁf‘(ﬂ + “{‘(H’ (32)

which follows from the update for pfﬁrl. Note that \75‘ can now be eliminated from the
algorithm. Problem (30) admits closed-form solutions given by

R N -
iy = argmin [5 Iy = 5 + ri-‘uz] =i (33)
y



OPTIMIZATION METHODS & SOFTWARE 1

k
| om 1 <
Xf.‘H = argmin |:—F log(x) + EHX — xﬁrl + sf||2i|

Ll g k <k Ky o sk ko, 4nk
2 (it —8;) + [ iy —8) 0 (X —8) + B (34)
k
. w 1
T = argmin |:—? log(7) + 5” T+ Kk||2}
L k =k ky o sk ko, Auk
T2 F =D+ [ E — ko @y — kD + B |’ (35)
01+1 - 91+1’ (36)

where the last step is from (29). By eliminating pf and qf.‘, (9) reduces to
(“z+1"’1+1) = 1—[ (“ + Vl > “' + fo)'
Qu=v

It is easy to show (by the KKT condition) that the solution is given by
i =0+ Q' Q- Qi +vH) = 1+ Q7 (uf +v)), (37)

because matrix Q is skew-symmetric. Moreover, we only need to invert (or factorize) I + Q
once at the beginning of the algorithm. In this sense, ABIP is matrix inversion free.
Therefore, we have shown that (9), (10) and (11) can be simply implemented by means
of (37), (30) and (32) respectively, and the solutions of (30) are given by (33), (34), (35)
and (36).
We use the following criterion to terminate the inner loop of Algorithm 1:

IQuf —vi|I* < p*. (38)
Finally, we present this specific implementation ABIP as Algorithm 2.

Remark 3.2: We denote (uy, v;) as the optimal solution to (6) when u = uk, which also
satisfies the following optimality conditions of (6):

Qu—v=0,
b
X008 =—7¢
B
uk
TKZE,
; (40)
o=
B
r=20,
E=—-n—1,

(x,8,7,k) > 0.
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Algorithm 2 The detailed implementation of ABIP
1: Setu® =B > 0andy € (0,1).
2: Set rg = yg =0, (xg,rg,sg,/cg) = (e, 1,e,1) > 0, 98 =1, and f;‘g = —n — 1 with xg o
sg = %e, and ‘L’(())Kg = %
3: fork=0,1,2,...do

4 fori=0,1,2,...do

5 if the inner termination criterion (38) is satisfied then
6: break.

7 end if

8 Update ﬁﬁrl by using (37);

9: Update uf-‘H by using (33), (34), (35) and (36);

10: Update Vf‘c+1 by using (32).

11: if the final termination criterion is satisfied then
12: return.

13: end if

14:  end for

15 Set uktl =y . uk;

16 Set r’é“ =0, é(l)‘“ =—-n—1and

(YISHJXISH’Sl(;+1’f(§c+1”‘k+l>9(])(+l) =V (Y§+1’X§+1:s§+1afii1’K£+1’91ﬁ1)-

(39)
17: end for

Moreover, (uy, v;) is uniquely defined. In fact, (40) defines a central path (cf. [5,32,40,42])
of the homogeneous self-dual embedded model [55].
From Theorem 3.1, we have

~k =k
Qui - Vi - 0,
k
Fosk =L e,
B
k
k=2
B
rf =0,

k k _k k
(xi,si,ri,/ci)>0,

and

ok _ g _ G+ TR+ D TE
I l £k .
_Si
k

Together with the feasibility condition that || (ﬁ{.‘,frf) - (uf,vi )|| = O0wheni— +o00 (see

Lemma 3.4), we conclude that the optimal solution to problem (8) is on the central path.
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This implies that ABIP is indeed a central path following algorithm, in view of the classical
primal-dual central path following scheme.

Corollary 3.3: Following a similar argument as in Theorem 3.1, it is easy to prove:

P> 95) = (Vi up), (41)

where (p, q;;) denotes the optimal dual solution of (8).

3.3. Iteration complexity analysis

In this section, we analyse the iteration complexity of ABIP. The following identity will be
frequently used in our analysis:

(a1 — a2) " (a3 — aq)

1
= 5 (las+ @|* = llag + aill® + llas + arl® — las + a2)|*), Yar, az, a3, as.  (42)
To prove the main result, we need several technical lemmas.

Lemma 3.4: Given k > 1, the sequence {||uf-c — u;H2 + ||Vf-‘ — v;’;||2}i20 is monotonically
decreasing and converges to 0.

Proof: We observe from the optimality condition of problem (8) that
B} Q) € 01(Qu=v[u},vi], —B(p}q}) € B}, v}, ).
By using the convexity of 1(Qu = v) and (41) we have
0= Blu} — v — Vi) T (P a) = Bl — 1, vf — Vi) T (v up),
and using the convexity of B(u, v, ) with respect to (u,v) and (41) we have
Bn+ 1O —0f)) < - —ufy,, Vi — i+1)T(P2>qD
= —Bu; — z+1’Vk i+1) (V> up),

where we have used the fact 8(n + 1)(6’1Jrl 0F) = B(uf-‘H,Vf-‘H, uky — B(uf, vy, wk) that

k k
follows from the complementarity conditions x o sf = %e and tfik = % Summing up

the above two inequalities leads to
Bln+ D)OF — 05 ) < Bl — &, viy, — Vi) T (v up). (43)
Combining (11) and the optimality conditions of (9) and (10) yield

(P ) — (W Vi) + (uf,v)) € 01(Qu = w)[af,, ¥y, (44)

- ﬂ(pg{-‘rl’ qf+1) € 8B(ui-c+1,vi+1,,u ). (45)
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From the convexity of 1(Qu = v), we have

S5 * ok T ok k Kk k k k
0 < (@ —wp, Vi —vi) (Piyr — Wiy +W5,q5 — Vi + ;)

(42) k

1
~k - Tk ok k 2 k 2 kK ~k 2
= (U — Vi — Vi) (P i) + 5(||11i —well® + lvi = v ll® = llag — 3, |

= Ik = 1D + Ol = 1 vy — ¥ =l — 2
— Vi = vil. (46)
From the convexity of B(u, v, wky with respect to (u,v), we have
p(n+ 1)(91‘111 —0) = B(“§+1’Vf+1jﬂk) - B(“;’szﬂk)
(455) —ﬂ(ufﬂ - “z"’f'cﬂ - V;)T(Pfﬂ,‘lﬁl% (47)
where the equality again follows from the complementarity conditions xff o sf-‘ = %f(e and

rl-kK-k = %k Adding (46) and (47) and using (12) yields

1
k s ko ook koNT ok ok
Bn+ 1O, —6;) < B, —wiy Vi — Vi) (Vi Wiy)
Bk 2 k 2 ko <k 2 ko <k 2
+ 2 (g —ug||* 4 vy = vill© = e = 17— (v = V5 1)

B

k ~ 2 k ord 2 k 2 k 2
+ 5 Uiy = Wi 7 4 l1vigy = Vi I1° =l — well® = lviyy — vl (48)

Further adding (43) and (48), we have
0=< (ﬁfﬂ - “f+1"~’f'€+1 - Vf‘cﬂ)T(Vfﬂ - V;cﬁ>“i'<+1 —up)
+ %(Iluﬁ-‘ — I 4 vF = v P =l — a2 =l = V)
+ %(Huf‘cﬂ - ﬁ{'(ﬂ”z + ||Vf+1 - ‘~’f'<+1||2 - ||“f'(+1 -l - ||Vf'<+1 —vil%
(112 (Vf'( - Vf‘<+1’“5'< - “f'c+1)T(Vf'{+1 - Vz’“ﬁrl —up)

1
k 2 k 2 k_ =~ 2 k& 2
+ 5l —well® v = v l® = ey — 8 1 = v = Vi 1)

1
k ~ 2 k ~k 2 k 2 k 2
+ E(”“,'.H - ui+1|| + ||V1-+1 - Vi+1|| - ||ui+1 - ui” - ||Vi+1 - V;:” )

42 1
= —(|uf

1
2 k 2 k 2 k 2 k k2
5 Ul —well” v = viell® =l —ugll® = lviy — v 9 — 2 Uy =g |

1
k k2 k 2 k 2 k__ ~ 2 k <k 2
IV =i, 19 + 5 —well® vy = Ve ll® = ey — a7 = vy = Vi 1)

1
k k2 k -k 2 k 2 k 2
+ 5(||“i+1 =g 17+ v = Vi I = gy —ug ™ = lvig, — vil). (49)
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Recall that (11) and (12) imply
k ~k 2 k ~ 2 k k 2 k k 2
iy, — @ 17+ vy — Vi 17 = 1lp; — pia 117 + 145 — Qi |l
k k 2 k k 2
= |lu; — ui+1|| + lv; _V1'+1|| . (50)
Now, we use (50) and (49) to obtain
1
k ~ 2 k ~ 2 k 2 k 2 k
E(IIU,' =g 14 v = Vi 1) < ey —we1° + [lvy = vl = gy
2 k 2
—ugl|* = v, — vill® (51)

Therefore, we conclude that {||uf'c —uy 1%+ ||va -V ?}i>0 is a monotonically decreasing
sequence. Note that {(uf,vf)}izo is a bounded sequence, there must exist a subsequence
{(uf.j, , Vg)}jzo that converges to a limit point (u, v). Since

—Bw) = —p(P}.q;) € DB, v, 1),

by letting j — 400 we have

i = pk/B,
r=20,
§ =—-n—1,

(x,8,T,k) > 0.
Furthermore, from (51) we have
luf

k2 k <k 2
i — Wi 17+ Vi, = Vi 17— 0,

which implies that (ﬁf.‘j +1,Vf§ 1) converges to (u, V). Therefore, we have Qu — v = 0 and

®'s+ik+ @'t ut

& 5
Due to the uniqueness of the central path solution, we have (,v) = (u}, v}), which implies
that

0 =

k 2 k 2 .
||u,-j —uill” + ||vij —vi[|*— 0, asj— +oo.
Therefore, we conclude that
||uf-‘—u;||2+ ||vf~‘—v;‘;||2 —> 0, asi— +oo.

This completes the proof. u
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Lemma 3.5: The sequence {||u](§ — uill2 + ||V’(§ — VZHZ}kzo is uniformly bounded, i.e. there
exists a constant C> 0 that does not depend on k or u* such that

llug — wfl* + Ivg — vil* < C. (52)
k

Moreover, the iterates {(uf-‘,vi Vhfork > 1,i=0,1,..., N, are uniformly bounded, i.e. there
exists a constant D > 0 that does not depend on k or p* such that

lufl + IVSI* <D, Vi=0,1,....Ng, (53)

where Ny denotes the number of inner iterations in the kth outer loop.

Proof: We recall an important fact (see, e.g.[55]) that the set of the central path points
{(u, vi)} with uk/B, i.e. the solution of (40), is uniformly bounded, where 0 < uk < uO.
That is, there exists a constant C; that does not depend on k or ,uk such that

lufll> + IVilI> < Ci, Yk > L. (54)

This also implies that the following inequality holds for the limiting point (u*, v*) of the
central path points {(uf,v})}, namely [[u*[|? + [[v*||*> < C;. Using Lemma 3.4 and (38)
with uk > 0, we know that Ny < +oo is well-defined for any fixed k > 0. Now we claim
that

||“§<\rk —u|* + ||V§]k —v? >0, ask— +oo. (55)

Indeed, if the claim does not hold, then there exists § > 0, and a subsequence {k; | £ =
1,2,...} withky 1+ coas £ — oo and N’ > 0 such that

YY) ke %2 /
||uNkl u’| +”VNk£ vi|“ =34, foralld > N'.

Using the property of central path, we have ||u; — u* 1>+ v —v* > > 0ask — +o0.
Thus there exists N > 0 such that

ke * 12 ke * 12 1
||uNkl - “kg“ + ”kaz _ng” >4§/2, forallf > N".

This contradicts with (38). Thus (55) holds and there exists a constant D; > 0 that does
not depend on k or i such that

luk, 112 + VK, I < Dy, forallk > o. (56)

Now we prove (52). For k = 0, since we choose ul = B, the initial point we choose
in Algorithm 2 satisfies (40) automatically, i.e. (ug,vy) = (ug,vg), and (38), i.e. ||Qu8 -
v8||2 < u% and Ny = 0. Thus we have

lug — ugll* + [Ivg — v II* = .
For k > 0, by the definition of u and v, we have

k+1 2 k+1 2
[lug _“i+1” + llvg _V;ck+1||
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k1 1 2 k+1 2
Ty l? +IIxg" —xig P+ @ =g

= llyo
+ (9k+1 _ 9k+1) _|_ ||sk+1 _ sk+1|| + (Kk+l _ K;:_;’_l)2~
Recall that (cf. (39)) the following equation holds true,

k+1 k+1 k+1 _k+1  k+1 pk+1y _ ko ko k _k _k gk
(Yo »Xg 58y »Tg 5Ky sbp )—\/_(YNk’XNk’SNk’TNk’KNk’eNk)'

This implies that

||yk+1|| + ||Xk+1||2 4 ('Ck+1)2 4 (9k+1)2 + “sk+1“2 4 (K.k+1)2

(56)
=y (llyk, I” + %K, 1> + (T8)% + OF)* + lIsk, I* + «§)D = yDi.
Putting these pieces together yields that

k+1 k41

g™ — w12+ v ™ = Vi, 17 < 2yDy +2C1.

Therefore, letting C = 2y D; + 2C; proves (52).
Now we prove (53). Note that (52) leads to (53) immediately. To see this, note that
combining (52) and Lemma 3.4 yields

ok — w2+ VE—viP<C Vi=0,1,...,N;
which together with (54) implies
[k )? + |v12 <2C+2C;, Vi=0,1,...,Nk

proving (53) with D = 2C + 2C;. [

Lemma 3.6: The number of iterations (denoted by Ny) needed in the inner loop of
Algorithm 2 is

2001 + 1QIP) e N
Ny <log (T) |:log (1 + min {C—3, IDCF }):| , (57)

where Cs is defined as

oo [ 1zxmax(ATA)
T (44T)

_ 6
-max{1,||c||2,||c||2}][ +W max{|/b|, ||A||2}] > 1

mm

(58)

Proof: 1t follows from Lemma 3.5 that B(ul »V; k uk) is strongly convex with respect to
(x,s, T, k). More specifically, we have

k k
VZB(u,,Vl,,u,k)zDiag kM . EM—'H,
X, ok X D
k k
2ok ok ok : ® w
VSB(ui,V,-,M)=D1ag<k k>3_.}1’

S *§



18 (& T.LINETAL

k k
1% uw
V2B(uk, vk, ik = - =,
T ( 1 1 M) (‘L'l.k)z - D
k k
% nw
V2B(uk, vk, k) = e
K ( i> Vi M) (Kik)Z - D

Therefore, (48) is changed to
k p* k 2 k 2 k 2 k 2
Bn+ 10, — 0) + E(”XH—I —xl° + lIsip, — sell” + (Tiy1 — )+ G Kg)%)
N - B
< ﬂ(ui‘:ul - “5'(+1,Vf'c+1 - Vf'{+1)T(Vf'c+1’“i‘<+1) + 5(”“? —ugl® + ||Vf’c = vil?

k ~k 2 k =k 2
— [Juj — ui+1|| —||v; _Vi+1|| )

B

k ~ 2 k ~ 2 k 2 k 2
+ 5(||“i+1 — i 17+ Vi — Vi 7 = ey — wg ™ = (v — vel9). (59)

By summing (43) and (59), using (50) and observing
(“5'(+1 - ﬁ§+1’vf+l - ‘~’5F+1)T(VZ’“Z) + (ﬁ;iFl - “5'(+1>‘~’5€+1 - V5F+1)T(Vf'€+1’“f'c+1)
= (@ — w1 Vi — VD T O — Vi uf —u)
= (pf — P qf — a5 ) OV — ViUl —up)
= (fo - Vf'c+1’“f‘{ - “§+1)T(Vf+1 - VZ>“5'C+1 —w)
= 3 (luf — i |® + Ivf = vEIP = llufy, — ugl® = v, — Vi)
— (I} — w17+ v = vEL 1),
we obtain

uk

k 2 k 2 k 2 k 2
ﬁ(“xi-H - XZ” + lIsip; — Sz“ + (14 — T}j) + (ki — Klf) )

5l — a1 = )
< luf —wf 1 + IvF = viI2 = lufy — ufl? = vE, — viIi% (60)
Moreover, from (45) we have
0 < B(u,v, u¥) — B(uﬁrpvﬁrp 1)+ B — uf+1,v - V5F+1)T(P§+1»‘lf+1) (61)
and

0 < B(u,v, ,uk) — B(uf,vf-c, Mk) + B(u— uf,v — Vf)T(pf,q;‘). (62)

Letting (u,v) = (uf, vf-‘) in (61) and (u,v) = (uf-‘H,Vf-‘H) in (62), and adding them up lead
to

k ok ok k NTok ok k_k
0<—(uy —wi v —vipy) (P — Pt — Qiy1)
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ok k k k T,k ~k k ~k
=(uy —w v — Vi) (W — W Vi — Vi)

k ~k 2 k k 2
_(”u - u,+1|| ||u1-+1 - ui+1|| - ||ui - ui+1|| )

k ~ 2 k = 2 k k 2
+ 5(”"1 - V,‘+1|| - ||Vi+1 - Vi+1|| — vy — Vi+1|| )s
which implies that
k ~k 2 k
||u,-+1 - ui+1|| + ||V,'+1 1|| = ||u - u 1” + ||V _V,+1|| (63)

Combining (60) and (63) yields

k ~ 2 k = 2
E(”ui—H — U 17+ Vi = Vi 19

k
n
+ 555 It = XCI7 sk = SEI7 + (el = 5007 + (el = )%)
< Juf —wf > + IvF = vEI2 = ufy — wgl? = IvE, — vl (64)
Furthermore, we have (by denoting Cy := 6Amax(A T A) max{1, ||c|1?, |2} /A2, (AAT))

Ik = ¥el? < 20y = Fial? + 155 - il
=20y, — 5 12+ 20aaD) Al T, - ATy
=2llyky — T I+ 20(AAD) AR, -8
—S0f — et + st + DI
< C4(||§5‘(+1 sill® + (Tz+1 )’ + (91+1 — 60 + 2||Yf‘(+1 — Vil
= 2C4(||Si+1 —§al* + (Ti+1 — 750+ ||Si'<+1 —sill> + (Tiljrl - 7))
+ Ca(05, — 09 +20yF — ¥ (65)
and (by denoting Cs := 3 max{||b||, | A[*}/[b]|?)
Ok =0 = Gl = 000" = s IbELy — ARG +E — b+ A — P
< Gy — 17 + Gl — o) + IE — 1P
= Cs(IR}, — xf 17> + Ey — )2 + 17 — i D)
< 2Cs(Ixfyy — X I + (efyy — 750 + Ixfy — X012
+ (T = T + GllEy — il (66)
By summing up (65) and (66), we have

Iyfr — yell> + 0, — 67)°
< 2(Cy + Cs)(llulpy — &5 117 + IvE, — 95,17
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+2Ca(Isty — sEIP + (7fr — 707 + 0 — 6D
+2Cs(IxE — X1 + (2E - 9P

L 20y + Gl — & 1P+ IV — D)

+2Ca(lskyy — s¢I2 + (2 — 1))
+2Cs(lIxf, = xEI + (zfy — 1)) +4CCs(IxF, — % 17 + (7f, — T D)D)
+4CsCs Iy — X117 + (51 — 7)) + 2CaCs Iy — v 117

(58)

k ~ 2 k =~ 2 k 2 k
< Gy — iy 17+ Iviy = Vi 19) + Calixipy — X1 + llsiyy
2 k 2
- Sz“ + ('5,‘_9_1 - T]j) ) (67)

Noting that ||rf-‘+1 — r:||2 (ng_l gi‘)z = 0, we have

. 1 2 k 2
min {2C3 4DCﬁ}(” ,+1—llz|| + Ivig, — vill©)

< ipcsg W =507 4 Iy = S0P o (el = 007 + ey =)
1 Mk k 2
+ min { —, —— : + (0F , — 65
{2C3 IDC3p } (yis —vil? + 05, — 697
Mk 2 k 2 k 2 k 2
< ﬂ<||x,+1 XEI2 4 sk — sEI? + (2f — 192 + by — 1P
k
+ Lt — w1 Ve — LD+
2 1 1 i 4Dl3
(I = X7+ sk — sl + (o, — 1))
1 " -
= SOy = & 12+ v = 9517
Mk k 2 k 2 k 2 k 2
+ ﬁ(ﬂxm =X 17+ NIy — spll® + (T — 7)™ + (ki — k1))

©y 2 k 2 k 2 k 2
< g — w4 vy = vill® = g — ug i — v, — vl

where the second inequality is due to C3 > 1 and (67). Therefore, we obtain that

luf, — wpl® + [Ivh, — viII?
—Ng
1 Mk k 2 k 2
< |14+ min{—, ug —ui||c + ||vh — v
_< {ZQ 4Dc3ﬂ}> (l[u§ — wil)> + [vg — vil1%)

k N
. 1 %
<Cl|l+min{—7— .
2C3 4DCsp
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On the other hand, we have
k k 2 k k 2 211k 2 k 2
[Quy, — vy, I° = IQuy, —up) — (v, — vOI© < 21QII% luy, —uill® + 2llvy, — vill*

Therefore, the number of iterations (denoted by Ni) needed in the inner loop of
Algorithm 2 should satisfy that

k —Ni
200+ QP 1+ min | —, 2 <k
2C3° 4DC3p -0

which proves (57). |
Now we are ready to present the main result of the iteration complexity of Algorithm 2.

Theorem 3.7: Suppose that the ABIP is terminated when u* < &, wheree > 0 is a pre-given
tolerance. The total IPM and ADMM iteration complexities of ABIP are respectively

1 211QI1? 1
Trpm = O (log <g>> , Tapmm = O (KA”SQ” log (E)) ,

where kg = Amax(ATA)/Amin(AAT).

Proof: Note that ABIP consists of two types of loops: inner loops and outer loops. In the
outer loop, a log-barrier penalty problem is formed with a penalty parameter 1¥, and in the
inner loop, this log-barrier penalty problem is solved by a two-block ADMM. The outer
loop is terminated when u* < &, with a pre-given tolerance & > 0. It is then easy to see
that the number of outer loops, i.e. the number of interior point iterations, is

o _ [ log/e)
M og/n) |

For the total number of ADMM steps (rather than the ADMM steps between two IPM
outer loops), we have the following estimate:

Tipm Tipm k -1
2C(1 + [1QlI%) 1 2
Tapmm = ;Nk Zl (—) |: og (1 + min { C3 4DC3p }):|
g (2e0t 1o\ [ [ ot N
Y = yF o8 G’ 4DG;B

2 2
Y (KAIIQII log (1)) '
& &

This completes the proof. |
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Corollary 3.8: Assume that m = O(n), the total arithmetic operation complexity of ABIP is

IIQII2 1
ol )

Proof: ABIP can be divided into two parts. In the first part, we decompose the matrix which
requires O(n?) arithmetic operations. In the second part, we perform several matrix-vector
and vector-vector operations where each ADMM iteration requires O(n?) arithmetic
operations. So Theorem 3.7 implies the desired result. This completes the proof. |

4. Implementation details
4.1. Termination criteria

So far we have not discussed how to terminate the outer loop of ABIP yet. In our implemen-
tation, we chose the one that is used in SCS [36]. Specifically, we run the algorithm until
it finds a primal-dual optimal solution or a certificate of primal or dual infeasibility of the
original LP pair (1), up to some tolerance. The detailed procedure is as follows. If ‘c,-k >0
in u¥, then let

k k k
<_ls_iy_i>
k> _k’> _k
1 ri

be the candidate solution which is guaranteed to satisfy the feasibility condition. It thus
suffices to check if the residuals

AxF ATyk c'xk  blyk
presk = —L _b, dres = Z’ ! %i

sk B
1 —_ —_
k + %~ 6 doap; = — K

T Ti T T Ti

are small. More specifically, we terminate the algorithm if
||pre55'(|| < &pres(1 + IbID, ||dre55‘(|| < &dres(1 + [Ic|D,
|dgapfll < eagap(1 + ¢ x| + bTyl),

are met. The quantities epres, £dres and £qgap are the primal residual, dual residual and
duality gap tolerances, respectively.
On the other hand, if the current iterates satisfy that

Tk k TYk
lA"y; + 871l < €pinfeas ||b|| (68)
yE
then bT_lyk is an approximate certificate for the primal infeasibility with the tolerance
Epinfeas; OF if the current iterates satisfy that
Tk
k —C X
IAX; || < &dinfeas <”T”l) > (69)

chx!‘ is an approximate certificate for the dual infeasibility with the tolerance eginfeas-
1
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4.2. Over relaxation

In practice, we implemented some techniques that can accelerate the algorithm. One of
them is to incorporate a relaxation parameter inthe ADMM [16]. Specifically, when applied
to Algorithm 2, we replace all u;, ; in the u- and v-updates with

ocﬁf»ﬁrl +(1- a)uf",

where o € [0,2] is a relaxation parameter. In that case, (32), (33), (34), (35) and (36)
become
vf-‘+1 = vf - ozﬁﬁl -1 - oz)uf-‘ + ufﬂrl
and
k ~k k
Yiy1 = ¥y + (1 —)y;,

(@xf, | + (1 — a)xf —sf) o (axk,,

L] <k k_ ok
X<, = X 1 —a)x: —s; k
i1 =5 | @iy + (1 —o)x; —sp) + (1 — a)xk — sy + 4Z

(oz‘fik+1 + (1 - a)rik - Kik) o (afilfH

1
k -k k_ k
T =5 | (@ + (0 -7 — 1) + (1 — )tk — ik +
i K B

0f | = abip1 + (1 — @)6f.

When « = 1, this reduces to the corresponding update in Algorithm 2 given above; when
o > 1,thisis known as over-relaxation; when @ < 1, thisis known as under-relaxation. Pre-
vious works [14,37] suggest that the performance of ADMM can be improved significantly
if one sets @ & 1.5.

4.3. Barzilai-Borwein spectral method for selecting 8

The performance of ADMM highly depends on the choice of . One way to accelerate
ADMM is to adaptively adjust B (see also [28,47]). In practice, we generated a sequence of
(84 k>0, where kis only used in the kth outer iteration. Intuitively, the speed of travelling
along the central path is determined by u* and 8, implying that adjusting $ in each outer
iteration based on the iterates is equivalent to a predictor-corrector method [33]. The way
we adaptively adjust 8 is based on the Barzilai-Borwein spectral method [4,49], which is
proven to be superior than the residue balancing approach [47]. Indeed, for each k > 0, we
select B* using spectral stepsize estimation and safeguarding at the beginning of the kth
outer iteration.

Spectral stepsize estimation: We calculate the ﬁrst three iterates, i.e. (ﬁ o usmg
a fixed ,Bk > 0 and an initial point (yk,xlg, s](;, té‘, Kg» 0 k) obtained by (39) and r0 =0, EO =
—n — 1. Then we estimate the curvature, i.e.

k)z

v’f —Vé —ozu1 -1 —a)uo —|—au1, \712‘ =Vlf —ozﬁlzc -1 —a)ulf —f—ozu]z‘

and

AR =9k -9k AwF = a@h — @ + (1 - o) f —u).
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As is typical in Barzilai-Borwein stepsize gradient methods [4], the spectral stepsizes §0]S<D
and go,’\‘AG have the closed-form solutions as

(AVK, AVK) (AVF, AR
P = s PG = et
DT (AVK, AR TME T ATk, ATK)’

where SD and MG refer to steepest descent and minimum gradient, respectively, and go’gD >
(p,’\‘AG due to the Cauchy-Schwarz inequality. We then consider the hybrid stepsize rule
proposed in [57],

k ook ‘
k “me if 2006 > Psp>
LA I (70)
®sp — ¥mc/2>  otherwise.
Similarly, we calculate
Au* = —(u§ — up),

and the spectral stepsizes wé‘D and w,’\le as

= (AVK, AVK) s (AVF, Auk)
DT Ak Ak MO T (Auk, AUk
and consider the hybrid stepsize rule again,
Ve if 2 > Visp»
k= (71)

wé[) - wl\kAG/ 2, otherwise.

Safeguarding: We suggest a safeguarding heuristic by accessing the quality of the curva-
ture estimates, i.e. only update the stepsize if the curvature estimates satisfy a reliability
criterion. More specifically, we consider the following quantities defined in [49]

(AVF, Auk)
| AVK][ | Auk]|”

' (AVK, ATF)

_ ko _
Peor = T rrvn A=kl wcor -

IAF] || Awk]’

The spectral stepsizes are updated only if the estimation is sufficiently reliable, i.e.

(Pkwk, lf (pécor > ECOT and wgor > Scor’

B\k q)k’ lf (pécor > Ecor and wécor S Ecors (72)
‘//ky if §0§Or < &cor and ‘/fé(or > Ecors
B, otherwise,

where ecor > 0is a quality threshold for the curvature estimates. Notice that B k — ,Bk when
both curvature estimates are deemed inaccurate while g¥ £ g but gk ~ gk implies that
B* and B¥ are both suitable to be used in the kth outer iteration.

A heuristic selection: We select a threshold epenaity > 0 and set

n N k. gk
(1) If g* # pkand |gx — B¥| < Epenalty> then b erﬁ will be used in the kth outer iteration.
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(2) If gk # Bk and |BF — B¥| > Epenalty> then Bk = B* and we redo the spectral step-size
estimation and safeguarding with the same initial point.

(3) If % = K, then the spectral step-size estimation and safeguarding will be continued
based on the subsequent iterates.

4.4. Linear system solver

In this section, we discuss how to efficiently compute the projection onto the subspace
Q = {(u,v) : Qu=v}in (37). This requires solving the linear system (I + Q)u = w for
somew € RM"+2 e

Wy [M h} Uy

Wx | = “nT o1 Uy |
Wr ur
where
I A -b
el 3] 2]
This implies that

u, =w; +h' [“‘/] , [“Y} =M +hh")™! <[WY} — wth> ,
Uy Uy Wx

where M + hh' is the Schur complement of the lower right block 1 in I 4+ Q. Therefore, we
can apply the Sherman-Morrison-Woodbury formula [39] to (M + hh")~! and obtain

—hh T A—1
uy . M'hhTM wy
= (M o2 _w.h
|:ux:| ( 1+hTM'h we| F

U =wy +¢lug — bTuy.

and

Therefore, (37) reduces to
¥k —1 Tasr—1 k k
Virt o, MT'hhM s
|:if'<+1i| < 1+h"M~1h Xf‘—l—sf (T + ;) (73)

and

th = Fuf ', bR (74)

Remark 4.1: Inview of practical implementation, we can calculate and cache M ~'h before
the first iteration. In the subsequent iterations, the main computational cost lies in the

calculation of
k k
|:Zy:| :M_l Yi +ri
S

while the other simple vector operations using cached quantities are cheap.



26 (&) T.LINETAL

To solve the linear system of the form

— k —+ 1'1.<
AR A ™

1 1
we follow [36] and propose two approaches. The first approach is to compute a sparse per-
muted LDL T factorization [13] of the matrix in (75) before the first iteration and use this
cached factorization to solve the system in the subsequent steps. When the factorization
cost dominates, this technique is very effective since only one factorization is necessary and
all iterations after that can be carried out quickly. The second approach is to approximately
solve the system, involves first reformulate (75) and then solve it with the conjugate gradi-
ent method (CG) [41,46]. Each iteration of conjugate gradient requires multiplying once
by A and once by AT, each of which can be parallelized. I A is very sparse, then these mul-
tiplications can be performed especially quickly; when A is dense, it may be better to first
form G = I 4+ AAT in the setup phase. We terminate the CG iterations using the standard

same criterion; see [36] for the details.

4.5. Presolving and postsolving

Now we discuss issues in analysing large and sparse LPs prior to solving them with ABIP.
First, we remove several computational expensive subprocedures, e.g.forcing, dominated
and duplicate rows and columns procedures, as used in [3,24,27,34]. Second, we use Dul-
mage-Mendelsohn decomposition [38] to remove all the dependent rows in A and
reformulate the original problem in the form of problem (1).

We consider LPs formulated in the following form:

T

min ¢ x
s.t. Ax=Db,
l<x<w,

where A has some linearly dependent rows. Before solving them with ABIP, we run a simple
presolve procedure. More specifically, we detect and remove empty rows, singleton rows,
fixed variables and empty columns, together with removing all the linearly dependent rows,
ie.

(P1) Anempty row: 3i: a;; = 0, Vj. Either the ith constraint is redundant or infeasible.

(P2) Anempty column: 3j: a; = 0, Vi. x; is fixed at one of its bounds or the problem is
unbounded.

(P3) Aninfeasible variable: 3j : [; > w;. The problem is trivially infeasible.

(P4) Afixed variable: 3j: [; = w;. xj can be substituted out of the problem.

(P5) A free variable: 3j: [; = —o0, wj = 00. xj can be substituted by two nonnegative
variables x;” and x; .

(P6) A Sinbgleton row: 3(i, k) : a;; = 0, Vj # k, ajx # 0. The ith constraint fixes variable

] T ag
(P7) Dulmgge—MendeIsohn decomposition. All the linearly dependent rows are
detected and removed.
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Then we have a reduced LP problem as follows:

min ¢'x
s.t. Ax=Db,
I<x<w,

where %,1,w € R" and A € R have full row rank. The last step is to reformulate the
above problem as in the form of problem (1). After the presolving, it is guaranteed that
1> —o0. Now we can define U = {j : wj < +00} and x = x — 1, and obtain the desired
LP problem,

min ¢

st. Ax=b— Ai,

After the presolve procedure, the reduced problem is ready to be solved by ABIP. A post-
solve procedure is used to convert the solution to the reduced problem back to the solution
to the original problem.

Remark 4.2: Since our algorithm is a purely first-order algorithm, we also conduct the
scale procedure after the presolve procedure to make the problems more well-conditioned.
We refer to [36] for more details.

5. Numerical experiments

In this section, we report experimental results of ABIP on solving randomly generated LPs
and 6 instances from UCI collection.! We also report the results on 114 instances from
NETLIB collection? in the online supplementary materials due to the space limits. To make
the comparison fair, we compare the direct and indirect ABIP with different group of state-
of-the-art solvers. More specifically, we compare the direct ABIP with SDPT3 [44], MOSEK
[2] and the direct SCS [36] and the indirect ABIP with DSDP-CG [6] and the indirect SCS
[36].

Our ABIP code is written in C with a MATLAB interface. It has multi-threaded and
single-threaded versions. The direct ABIP computes the (approximate) projections onto
the subspace using a direct method based on a single-threaded sparse permuted LDL T
decomposition from the SuiteSparse package [1,12,13], and the indirect ABIP using a pre-
conditioned conjugate gradient method (denoted by ABIP-CG). For a fair comparison, we
compare ABIP with SCS (v2.0.0) where the direct solver is single-threaded.

In the experimental results reported below, we use the termination criteria for ABIP in
Section 4.1 with default values

€pres = €dres = €dgap = €pinfeas = €dinfeas = 10"%0r1077, (76)
and that for Barzilai-Borwein spectral method in Section 4.3 with default values

€cor = 0.2, épenah:y - 0.1.
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For the scaling update in (39), a better heuristic update for x, s, T and « is available in
practice and we used it in our software package.’ Indeed, we used

k k ook k
(), (8H1)) = (X5 )p v - (S, i (x5)5 > (85,)js i=12..m

(v - (D ), i 6l = ()

and
(@Y, (eHy) = oy ki), ity = el
V& Tilfw"ikﬂ)’ if "ik+1 z T:‘IEH-
The over-relaxation parameter is set to @ = 1.8. Moreover, we set the maximum number
of ADMM steps of ABIP to 10°. If the target accuracy in (76) is not achieved in 10° ADMM
steps, we terminate the code and claim that ABIP fails to solve this instance and use ‘- in
the table to indicate the failure.

The decreasing ratio y is adjusted according to the value of the barrier parameter u,
primal/dual feasibility violations and the duality gap. More specifically, we increase y as the
iterate approaches the optimal solution. The objective value reported for all methods in the
experiments below is the one after postsolving. The time required to do any preprocessing,
i.e. presolving, postsolving, do/undo scaling and matrix factorization are included in the
total solve times. All the experiments were carried out on a laptop with Linux system and
8 2.60GHz cores and 16Gb of RAM.

For other four solvers, we use the following stopping criteria. For SCS, we change the
default & from 1.5 to 1.8, use the tolerance in the stopping tolerance as 103 or 10—, and
set the maximum number ADMM steps to 10. These changes are made to ensure a more
fair comparison, because we found that the default parameter setting needs much longer
time to converge. Moreover, we use SCS-CG to denote SCS with a preconditiond conjugate
gradient method computing the projections onto the subspaces. For SDPT3 and DSDP-CG,
the maximum number of interior point steps are both set as the default value 100. For
MOSEK, we use the default settings. For all these solvers, we claim that they fail to solve
an instance (denoted by ‘- in the tables) if after the codes terminate, the target accuracy
in (76) is not achieved.

5.1. Random LP instances

In this section, we test the five solvers on randomly generated dense LPs. First, we generate
a Gaussian random vector x € R” and split its entries randomly into three groups. The first
group consists 60% of entries and their values are set to zero. The second group consists of
10% entries and their values are zoom in for 10 times larger. The rest of the entries are in the
third group and their values are zoomed out for 10 times smaller. We then generate vector
s € R" such that x;s; = 0 for all i, and nonzero entries of s follow standard normal distri-
bution. This ensures the complementary slackness and zero duality gap. We generate the
data matrix A = UTDV € R™*" where D = diag(randn(m, 1)), U = sprandn(m, m, 0.2)
and V = sprandn(m, n,0.2). We generate the dual solution y € R with entries follow-
ing standard normal distribution. Finally, we setb = Ax and ¢ = ATy + s, which ensures
primal and dual feasibility. The solution to the problem is not necessarily unique, but the
optimal value is given by c'x = b Ty.
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Table 1. Performance of four direct solvers on randomly generated LPs. CPU times are in seconds.

(m,n) Solver obj pres dres dgap time
(500, 5000) ABIP 1.01e+04 1.10e—04 6.82e—04 9.56e—04 1.06e+-01
SCS 1.01e+4-04 5.98e—04 4.28e—04 3.06e—04 1.42e+-01
SDPT3 1.01e+4-04 1.22e—08 2.72e—05 2.20e—05 4.74e4-01
MOSEK 1.01e+4-04 1.70e—12 4.51e—-14 1.15e—12 1.22e+00
(500, 10000) ABIP —2.65e+04 6.88e—05 3.84e—04 9.60e—04 2.57e+01
SCS —2.65e+-04 8.71e—04 4.37e—04 3.47e—04 2.21e+02
SDPT3 —2.65e+4-04 1.83e—08 4.81e—05 3.99e—-05 8.22e4-01
MOSEK —2.65e+04 1.03e—09 1.31e—09 2.07e—12 2.36e+-00
(500, 20000) ABIP 3.41e+04 7.99e—05 2.28e—04 9.75e—04 6.16e+01
SCS 3.41e+04 791e—04 3.24e—-04 3.10e—04 1.19e+4-02
SDPT3 3.41e+04 1.15e—08 9.55e—05 5.62e—05 1.73e+4-02
MOSEK 3.41e+04 4.55e—12 2.76e—14 6.15e—12 5.97e+00
(1000, 5000) ABIP —1.35e+04 7.12e—05 4.28e—04 8.83e—04 3.99e+01
SCS —1.35e+4-04 9.57e—04 9.11e—-04 6.36e—04 1.57e+4-02
SDPT3 —1.35e4-04 4.02e—09 7.22e—06 6.31e—06 2.62e+-02
MOSEK —1.35e+04 6.00e—10 4.97e—11 8.72e—10 3.90e+-00
(1000, 10000) ABIP 1.57e+4-05 9.27e—05 6.73e—04 9.73e—04 5.60e+01
SCS 1.57e4-05 9.97e—04 7.49e—04 2.15e—05 2.49e+-02
SDPT3 1.57e4-05 6.34e—08 3.80e—05 3.15e—-05 3.33e+02
MOSEK 1.57e+05 5.01e—10 2.05e—13 1.03e—10 7.04e+00
(1000, 20000) ABIP 1.47e+4-05 5.96e—05 4.56e—04 9.97e—04 1.22e+4-02
SCS 1.46e4-05 9.68e—04 5.10e—04 3.36e—05 5.01e+02
SDPT3 1.46e4-05 591e—-08 1.10e—04 6.97e—05 8.34e+-02
MOSEK 1.46e+05 2.54e—11 1.23e—13 6.39e—12 1.40e+01
(2000, 10000) ABIP —5.32e+4-04 3.76e—05 2.64e—04 9.85e—04 8.89e+02
SCS —5.32e+4-04 9.02e—04 8.35e—04 1.62e—04 9.94e+-02
SDPT3 —5.34e4-04 1.03e—08 5.81e—06 5.69e—06 2.29e+-03
MOSEK —5.34e+4-04 5.52e—11 5.74e—11 7.22e—12 2.14e+-01
(2000, 20000) ABIP —7.40e+-04 3.36e—05 2.15e—04 9.92e—04 4.04e+4-03
SCS —7.40e4-04 9.18e—04 7.06e—04 5.26e—04 5.47e+-03
SDPT3 —7.42e+04 4.93e—08 1.79e—04 2.22e—04 3.37e+403
MOSEK —7.42e+4-04 1.97e—10 7.70e—12 1.14e—10 3.62e+-01
(4000, 20000) ABIP —3.50e+-05 2.88e—05 2.54e—04 1.00e—03 5.67e+03
SCS —3.50e4-05 9.55e—04 8.84e—04 4.09e—04 6.72e+-03
SDPT3 —3.50e+-05 1.09e—08 9.06e—06 9.75e—06 1.64e+04
MOSEK —3.50e+-05 5.04e—10 2.92e—10 1.95e—11 9.06e+-01

Results: We report the comparison results of the four direct solvers in Table 1 and the
three indirect solvers in Table 2. The results in Table 1 show that ABIP compares favourably
to SCS and SDPT3, though it is inferior to the commercial solver MOSEK. For results in
Table 2, our ABIP-CG compares favourably to SCS-CG and DSDP-CG.

5.2. Sparse inverse covariance estimation

In this section, we compare the five solvers on solving the following problem which arises
from machine learning applications:

min  [[©2[;
QeRdxd (77)
st. ¥R —Ijlleo <A,

where © € R?*4 denotes a sample covariance matrix, and A > 0 denotes some noisy tol-
erance. This problem, known as sparse inverse covariance estimation (SICE), is widely
studied in high-dimensional statistics and machine learning [8]. For given X, SICE (77)
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Table 2. Performance of three indirect solvers on randomly generated LPs. CPU times are in seconds.

(m,n) Solver obj pres dres dgap time
(500, 5000) ABIP-CG —9.32e+02 1.75e—05 2.01e—04 9.66e—04 1.34e+403
SCS-CG —9.33e+02 6.00e—04 5.13e—04 9.22e—04 3.45e+03
DSDP-CG —9.32e+02 1.03e—10 - 2.45e—04 6.53e+01
(500, 10000) ABIP-CG 1.08e+-04 4.70e—05 3.21e—04 9.95e—04 8.73e+02
SCS-CG 1.07e+04 8.38e—04 4.95e—04 3.85e—04 2.43e+03
DSDP-CG 1.07e+-04 9.88e—11 - 1.25e—04 7.60e+01
(500, 20000) ABIP-CG 1.93e+4-04 2.82e—05 1.22e—04 9.94e—04 2.44e+03
SCS-CG 1.93e+4-04 8.66e—04 3.62e—04 9.99e—04 3.05e+03
DSDP-CG 1.93e+-04 2.13e—11 - 5.32e—05 1.52e+402
(1000, 5000) ABIP-CG 7.73e+04 1.23e—04 7.69e—04 9.99e—04 8.53e+02
SCS-CG 7.71e+04 9.00e—04 8.12e—04 1.65e—04 4.59e+-03
DSDP-CG 7.71e+04 1.24e—09 - 4.45e—04 3.28e+02
(1000, 10000) ABIP-CG —5.41e+04 6.38e—05 2.83e—04 9.93e—04 2.80e+-03
SCS-CG —5.44e+04 9.97e—04 8.01e—04 4.20e—05 8.82e+03
DSDP-CG —5.43e+04 2.51e—11 - 3.68e—05 4.72e4-02
(1000, 20000) ABIP-CG —1.70e+-05 7.15e—05 3.32e—04 9.77e—04 4.53e+03
SCS-CG —1.71e+05 8.78e—04 7.34e—04 1.10e—04 3.34e+04
DSDP-CG —1.71e+05 6.39e—12 - 2.17e—04 5.86e+02
(2000, 10000) ABIP-CG 1.16e+4-05 491e—05 3.70e—04 9.86e—04 9.47e+03
SCS-CG 1.15e+05 9.38e—04 8.16e—04 8.01e—05 3.19e+-04
DSDP-CG 1.15e+4-05 1.19e—09 - 4.43e—04 3.01e+03

Note: DSDP-CG does not provide the dual residuals.

aims to find a perturbed inverse convariance matrix which is also sparse. Note that SICE
(77) is separable for columns of Q2 = (81, B2, . . ., B4), and thus can be decomposed to d
problems as follows:
min {16l
FieR (78)
s.t. ”213] — e]||oo <A

Problem (78) can be written as a standard LP as follows:
min eTﬁ+ + eTﬂ_
st. T — 2B +wh =2e+e;,
wh +w™ =22xe,

Bt B, wh, w™ >0,

(79)

where the number of variables is # = 4d and the number of constraints is m = 2d. In our

experiment, we set A = %\/@ where N is the number of sampled data in the original
data.

Problem instances: We obtained ¥ from the UCI Machine Learning Repository.* The
statistics of the six selected instances is summarized in Table 3.

Results: Detailed numerical results are reported in Tables 4 and 5. From Table 4, we see
that MOSEK is the best among all the direct solvers possibly because of its preprocessing
procedure of detecting dependent columns. ABIP and SCS are comparable and the speedup
over SDPT3 is more significant as the problem size increases. ABIP is more robust than SCS
and SDPT3 as SCS fails on ucihapt and SDPT3 fail on gisette. From Table 5, ABIP-CG is more
robust than SCS-CG and DSDP-CG as SCS-CG fails on ucihapt and ucihar and DSDP-CG fail
on gisette.
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Problem statistics

Name Samples (N) Variables (d) Threshold (1) Rows (m) Cols (n) Nonzeros Sparsity
gisette 13,500 5000 0.0377 10,000 20,000 50,015,000 0.2501
isolet 7797 618 0.0431 1236 2472 765,702 0.2506
SEMG 1800 3000 0.1000 6000 12,000 18,009,000 0.2501
sEMGday 3600 2500 0.0699 5000 10,000 12,507,500 0.2501
ucihapt 10,929 561 0.0361 1122 2244 631,125 0.2507
ucihar 10,299 561 0.0372 1122 2244 631,125 0.2507
Table 4. Performance of four direct solvers on UCI. CPU times are in seconds.
Name Method obj pres dres dgap time
gisette ABIP 1.25e—05 1.00e—03 1.16e—04 6.47e—06 1.03e+4-03
SCS 1.25e—05 8.89e—04 9.54e—04 4.13e—08 2.31e+03
SDPT3 - - - - -
MOSEK 1.25e—05 7.11e—13 4.63e—15 2.89e—13 7.46e+01
isolet ABIP 6.37e+02 1.56e—04 9.99e—04 2.77e—08 1.89e+-02
SCS 6.37e+02 7.34e—04 8.85e—04 1.28e—05 8.68e+02
SDPT3 6.37e+02 1.67e—08 1.45e—06 4.62e—08 2.89%e+01
MOSEK 6.37e+02 2.89e—08 1.92e—10 243e—10 6.95e—01
SEMG ABIP 1.06e+-02 9.68e—04 6.21e—04 3.19e—04 2.61e+02
SCS 1.07e+4-02 9.48e—04 8.61e—04 5.27e—05 2.85e+02
SDPT3 1.07e+4-02 2.35e—08 5.38e—06 4.06e—06 3.52e+03
MOSEK 1.07e+-02 3.05e—09 5.76e—15 9.95e-10 2.99e+01
SsEMGday ABIP 1.89e+-02 4.04e—04 9.93e-04 4.55e—05 1.67e+402
SCS 1.89e+-02 4.18e—04 9.99e—04 1.70e—05 2.43e+02
SDPT3 1.89e+-02 1.23e—08 2.43e—06 1.21e—06 2.04e+03
MOSEK 1.89e+-02 1.85e—09 1.10e—13 1.03e—09 1.76e+-01
ucihapt ABIP 3.64e+03 2.23e—05 1.00e—03 4.65e—07 8.44e+-02
SCS - - - - -
SDPT3 3.63e+03 7.73e—07 3.79e-07 4.25e—08 4.20e+-01
MOSEK 3.63e+03 1.06e—10 1.56e—11 3.17e—14 7.46e—01
ucihar ABIP 2.05e+03 1.51e—04 1.00e—03 6.30e—07 1.42e+4-02
SCS 2.05e+03 3.55e—04 9.99e—04 1.88e—06 1.00e+4-03
SDPT3 2.05e+03 3.99e—08 1.67e—09 1.08e—13 4.65e+-01
MOSEK 2.05e+03 2.16e—08 6.57e—10 5.77e—11 5.87e—01

5.3. NETLIB LP collections

In this section, we report the performance of all five solvers on 114 feasible instances from
NETLIB collection.” NETLIB is a collection of LPs from real applications. It has been rec-
ognized as the standard testing data set for LP. Due to the space constraint, the detailed
numerical results on NETLIB are given in the online supplementary materials. Here we
give a brief discussion on our observations from the numerical results.

We observe that neither SCS nor SCS-CG is as robust as other solvers. To be more spe-
cific, SCS only successfully solved 89 and 63 problems when the target accuracy is set to
1073 and 107> respectively, while SCS-CG only successfully solved 86 problems. MOSEK
is the most robust one while ABIP, ABIP-CG, SDPT3 and DSDP-CG are comparable, and
they all significantly outperform SCS and SCS-CG. This phenomenon can be explained by
the superior robustness of the interior-point methods over the pure first-order methods.
Furthermore, ABIP and ABIP-CG are also more efficient than SCS and SCS-CG on the col-
lection of problem instances that can be solved by all the solvers. Promising performances
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Table 5. Performance of three indirect solvers on UCI. CPU times are in seconds.

Name Method obj pres dres dgap time
gisette ABIP-CG 1.23e—05 9.87e—04 1.21e—04 4.48e—06 1.42e+04
SCS-CG 1.23e—05 9.93e—04 6.35e—04 1.85e—07 6.11e+04
DSDP-CG - - - - -
isolet ABIP-CG 6.37e+02 1.55e—04 9.98e—04 3.78e—07 2.18e+03
SCS-CG 6.37e+02 9.36e—04 9.52e—04 1.30e—06 1.20e+-04
DSDP-CG 6.37e+02 3.70e—10 - 1.65e—04 4.24e4-01
SEMG ABIP-CG 1.06e+4-02 9.95e—04 6.66e—04 241e—04 1.80e+-03
SCS-CG 1.07e+402 9.56e—04 7.92e—04 1.07e—04 2.81e+03
DSDP-CG 1.07e+02 2.38e—12 - 3.18e—04 6.15e+03
sEMGday ABIP-CG 1.8%e+-02 4.07e—04 9.98e—04 3.76e—05 1.13e+4-03
SCS-CG 1.8%e4-02 4.72e—04 9.62e—04 3.49e—05 2.10e+03
DSDP-CG 1.89e+02 6.63e—11 - 2.76e—04 3.32e+03
ucihapt ABIP-CG 3.64e+03 2.36e—05 1.00e—03 4.73e—07 1.12e+04
SCS-CG - - - - -
DSDP-CG 3.63e+03 1.58e—07 - 1.82e—04 3.57e+01
ucihar ABIP-CG 2.05e+03 1.46e—04 1.00e—03 5.68e—07 2.24e+03
SCS-CG - - - - -
DSDP-CG 2.05e+03 4.42e—08 - 3.95e—04 3.27e+01

of ABIP and ABIP-CG strongly support the use of the first-order interior-point method on
very large LP problems.

Remark 5.1: From the numerical results presented here and the ones in the online
appendix, we have the following observations. (i) The second-order IPM is still the best
option either when the dataset is of small or medium size, or when solution with high accu-
racy is desired. (ii) The first-order IPM (ABIP) is better than the vanilla first-order method
(ADMM) when the dataset is extremely large. (iii) We only focused on LP in this paper;
how to design general first-order IPM for other convex optimization problems remains a
future research topic.

6. Conclusion

In this paper, we present a novel implementation of the primal-dual interior point method
to solve linear programs via self-dual embedding. In our approach, we use the ADMM to
track the central path. Therefore, the new approach is an implementation of first-order inte-
rior point method (IPM). As such, it inherits intrinsic properties of the IPM. We present
a theoretical analysis showing that the overall complexity of ADMM steps is O(% log(%)),
and the extensive numerical experiments demonstrate that the new algorithm is stable in
performance and scalable in size. For the future research, we are interested in improving
the numerical stability by incorporating advanced iterative methods, and the numerical
efficiency by incorporating distributed computing environment.

Notes

1. https://archive.ics.uci.edu/ml/datasets.html

2. http://users.clas.ufl.edu/hager/coap/format.html

3. We sincerely thank an anonymous reviewer for suggesting this scaling strategy, which signifi-
cantly improved the efficiency of the algorithm.

4. https://archive.ics.uci.edu/ml/datasets.html

5. http://www.netlib.org/Ip/
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