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Abstract

Ni coarsening in the Ni/yttria-stabilized zirconia (YSZ) fuel electrode of solid oxide cells (SOCs) is
a major cause of long-term performance degradation. Phase-field modeling is a powerful tool for
studying Ni coarsening in the complex 3D structures of SOC fuel electrodes. In this work, we present
a study aimed at validating a phase-field model, comparing simulation results with time-dependent
ex-situ tomographic data. Three equilibrium Ni/YSZ contact angles are examined: 97°, 120°, and
150°. Simulated microstructures are characterized through quantities such as the Ni mean radius,
triple-phase boundaries, and interface shape distribution. The phase-field model reproduces the
improved pore connectivity in the first stage of Ni coarsening observed in the tomography data. This
model also indicates that the contact angle plays a key role in the microstructural evolution during Ni
coarsening, and the best match to the experiment was obtained with the equilibrium contact angle of

120°, close to a measured value in literature. Finally, the limitations of the model are discussed.

1. Introduction

Solid oxide cells (SOCs) are electrochemical devices used for converting between chemical energy
and electrical energy [1, 2]. This technology is attractive due to its high efficiency, low cost of
constituent materials, and the ability to operate with different hydrocarbons via internal reforming.
Furthermore, SOCs can operate reversibly, storing energy as chemical fuel and producing electricity
on demand, and therefore offer a technology for the integration of renewable intermittent energy

sources into future energy systems.

Despite these advantages, several degradation phenomena impede the widespread commercialization
of SOC technology. A SOC is composed of three layers: an oxygen electrode, a thin solid electrolyte,
and a fuel electrode [1, 2]. State-of-the-art fuel electrodes are porous composite cermets fabricated
by sintering nickel oxide (NiO) and yttria-stabilized zirconia (YSZ) together to form a complex 3D

structure [2]. Prior to first use, NiO is reduced to Ni by feeding H> over the composite at an elevated
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temperature (700 — 1000°C), resulting in a cermet rich in electrochemically active triple-phase
boundaries (TPBs) between the gas, YSZ, and Ni. Among the degradation mechanisms, Ni coarsening
has been suggested as a major cause of performance degradation [3-7]. Due to the SOC’s high
operating temperatures, Ni particles tend to coarsen, reducing the triple-phase boundaries and
affecting the Ni and pore connectivity required for the transport of reactants, products, ions, and
electrons [3-5]. Therefore, a deeper understanding of the mechanisms of Ni coarsening and their

effects on the overall Ni/Y SZ microstructure is crucial.

Elucidating the morphological evolution of a given Ni/YSZ cermet structure through accurate
microstructural modeling will enable the prediction of performance degradation. The resulting
insights may form a foundation for the design of the microstructure that would improve the lifetime
of future fuel electrodes. In the past decade, Ni coarsening has been simulated using a variety of
approaches, ranging from particle-size-distribution-based models [8-11] to fully resolved 3D models
[12-16]. Ni particle growth has been described with power laws [8], diffusion-based models for two-
particle coarsening [9, 10], and “charging capacitor models” [11]. However, these models are based
on the assumption of spherical Ni particles and cannot fully capture the morphological changes

occurring in the real 3D Ni/YSZ microstructures.

Phase-field modeling is a valuable tool for simulating Ni coarsening in SOCs. Using this approach,
Davis et al. [16] simulated the evolution of the Ni/YSZ electrode microstructure digitally generated
as randomly close-packed spherical particles. Moreover, both the artificial SOC microstructure
evolution and electrochemical performance were simulated by Jiao and Lei [13, 17]. Three-
dimensional reconstructions of real Ni/YSZ electrodes can be obtained by tomographic techniques
[6,7, 8,12, 18-25] such as focused ion beam milling with scanning electron microscopy (FIB-SEM)
[6, 12-14, 26-28] and X-ray nanotomography [8, 20-25]. Using this approach, Chen et al. [12]
simulated the evolution of an experimentally obtained Ni/YSZ microstructure varying the Ni/YSZ

interfacial energy, while Jiao et al. also included crystallographic information in their phase-field

3
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simulations [13, 14]. However, a direct comparison between experimental and simulated
microstructural changes is still lacking in the existing literature. To date, the comparisons have been
limited to overall microstructural characteristics (e.g., the surface area per unit volume as well as the

triple-phase boundary density) [12, 13, 15, 16].

In this paper, simulation results are compared with experimental data [25], where the evolution of the
same microstructure is observed via time-resolved X-ray tomography. Morphological changes, in
addition to the evolution of microstructure parameters, are directly compared with experimental

results, providing a stringent test of the phase-field model.

2. Experimental

2.1 X-ray ex-situ tomographic ptychography

Details of the sample preparation and ex-situ tomography experiments were previously reported in
Ref. [25]. The sample was prepared from a Ni/YSZ anode-supported SOC half-cell. Details of the
cell fabrication can be found in Ref. [29]. The sample was extracted from the functional layer using
precision polishing and FIB milling (CrossBeam X1540, Zeiss) to obtain a final cylindrical pillar ~14
pm in diameter and ~15 um in height. The composition of the cell in its pristine state (before
performing the annealing experiment) was 29 vol.% of Ni, 41 vol.% of YSZ, and 30 vol.% of porosity.
These values change only marginally upon annealing (+ ~1%), which is within the uncertainty of the

image analysis.

The ptychographic tomography experiment was performed at the X12SA (cSAXS) beamline at the
Swiss Light Source, Paul Scherrer Institut, Switzerland, using the instrumentation described in Ref.

[30].
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The sample was initially imaged in the pristine state and then characterized after three hours at 850°C
in a gas mixture of 4 % Hz and 96 % N». The treatment was conducted in a small custom-made tube

furnace with a flow rate of 5 1/h. The ramping rate was 10°C/min for both heating and cooling [25].

2.2 Segmentation, registration and microstructure quantification

The acquired datasets were registered to the pristine dataset, which was first rotated to orient the
normal of the electrode-electrolyte interface to the x-axis, where positive direction points toward the
electrolyte. The registration was performed using points from the YSZ (assumed stationary), and a
rigid transformation was carried out by the iterative closest point method [31]. Subsequently, the 3D
datasets were segmented using a 2D histogram thresholding procedure, which involves the
determination of segmentation thresholds based on the intensity and the magnitude of the intensity

gradient [25].

Microstructures were quantitatively characterized by the average particle radius, interfacial areas, and
connectivity. The particle size distribution (PSD) was computed using the continuous particle size
distribution approach [26]. In addition, the connectivity of each phase network was analyzed by
labeling each unconnected region. More details on the methods for calculating these quantities are
described elsewhere [26, 32]. To accurately calculate interfacial curvatures required to compute the
interface shape distribution (ISD) [33], the Ni phase field was produced by a combination of diffusion
smoothing and evolution via level-set equation [34]. First, the segmented binary 3D image of Ni with
sharp interface, with cubic voxels of uniform size was smoothed with 30 steps of evolution using the
diffusion equation, with a grid size of 1 and a time step size of 0.1, which produced a Ni phase-field
with a gradual transition between 0 and 1 over the interface. This smoothing procedure was required
to increase the accuracy of the computed surface curvature from the experimental voxelated
structures. Second, the level-set distancing equation was used to produce a distance function across

approximately 8 points (4 points on each side) in the vicinity of interfaces by setting the maximum
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of the function to be 6 times the grid spacing. All of these numerical parameters were adopted from
Ref. [34], which provides the details of the method and extensive error analysis. The same procedure
was applied for simulated microstructural data after it was binarized. A regular triangulated mesh was
then generated for the interface using Interactive Data Language (IDL®) [33] for the level set at 0.5.
To compute the interfacial areas, the areas of the polygons generated were summed. The mean and
Gaussian curvatures were calculated on this grid using a level-set-method-based approach [34]. The

results were then interpolated to the interface mesh [33], and the principal curvatures (k1 and k2) were

(k1 +K3)

calculated using the relationships H = and K = k;k,, where the convention k, = k; was

taken. The probability distribution of the curvatures was then computed and is plotted in the ISD
diagram presented in Sec. 4.4. Additionally, the contact angles were determined based on the same
phase fields using the relationship —cos8, = (Vi/|Vy|) - (Vc/|Vc]) in the region where both 0.1 <

P < 0.9 and 0.1 < ¢ < 0.9, and the average value is reported in Sec. 4.1.

3. Phase-Field Modeling

3.1 Model formulation

The phase-field model is based on a diffuse interface description of multiphase systems, which is
widely employed in simulating phase transformations and microstructural evolutions in multiphase
materials [12, 35, 36]. In this model, the constituent phases of a multiphase system are described by
one or more fields known as order parameters (OPs). The OPs assume a constant value in the bulk
phases (typically 1 or 0) and vary smoothly across the interfaces. Phase-field modeling is particularly
suited for simulating the evolution of the complex SOC microstructures due to its ability to naturally
describe topological changes that occur during Ni coarsening, such as merging and splitting of

domains [12 - 16].
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Similarly to previous work [12-16], four main assumptions are made to simplify the model while

capturing the key physical mechanisms:

1. The mass and volume of Ni are assumed to be constant during coarsening since the evaporation

of Ni is negligible at typical SOC operating temperatures (500-1000°C) [37].

2. The ceramic phase (YSZ) is considered stationary. This assumption is motivated by previous

experimental observations [38, 39] and by the dataset used in the current study [25].

3. The interfacial energy is assumed to be isotropic and constant. Therefore, the effect of crystal

orientation on the Ni surface tension is neglected.

4. The contribution of Ni bulk diffusion to the transport of Ni is neglected, and thus, only the
contribution of Ni surface diffusion is considered. This assumption is justified by the difference
in magnitude between the Ni bulk diffusivity (~107' m?/s) and the Ni surface diffusivity

(~1.4x10711m? /) [40].

An OP, c(x,t), is used to track the Ni phase, where x is the position and t is time. In this work,
c(x,t) equals 1 within the Ni phase and 0 elsewhere, and it varies smoothly across the interface
between Ni and other phases (YSZ or pore). Its time evolution is described by the conserved Cahn-

Hilliard equation:

dc
5= VMV, ()

where M is a mobility function and u is the chemical potential. Following the Ginzburg—Landau
formalism [41, 42], the chemical potential u can be expressed as the functional derivative of the free

energy functional F with respect to ¢ [12]:

_O6F _Oof  o2u2
= 5= 7 e“V-c, (2)
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2
where F is given by F = fV [%IVCIZ + f (c)] dV, € is the gradient energy coefficient, f(c) =
%02(1 — ¢)? is a fourth-order Landau polynomial for the homogeneous free energy of the system,

and 7 is the system volume. In f(c), Q represents the height of the energy barrier between the two
minimum energy states, and it sets the energy scale. The gradient energy coefficient €, together with

Q, determines the Ni-YSZ interfacial energy; the two are linked to the interface thickness & through

the relationship § = &./2/Q [12]. In this work, the interface thickness § was chosen to be 90 nm,
numerically resolved by 5 grid spacings, to limit the error arising from the effect of the diffuse-
interface approach while maintaining an adequate numerical resolution and reasonable computational

cost.

To account for the presence of stationary YSZ, no-flux boundary conditions (BCs) must be applied
at the N1/YSZ interface, and the equilibrium contact angle prescribed by Young’s condition, 8.,
should be imposed at the triple junctions (where the Ni/YSZ, Ni-pore, and YSZ-pore interfaces all
meet). The no-flux BCs for Eq. 1 ensure mass conservation, while the contact angle BCs account for
the interaction between the Ni and YSZ phases. Using the smooth boundary method (SBM) [43], the
YSZ phase is described by a domain parameter, 1 (x), which takes the value 0 inside the YSZ (and 1

elsewhere) and varies smoothly across the YSZ interfaces. Note that with this description, the

. . . v .
normalized gradient of the domain parameter, %, gives the outward normal vector of the contour

level sets of Y [43] of the YSZ phase boundary. The phase-field equation can then be reformulated
as in [43], which reduces to the Cahn-Hilliard equation in the regions where i = 1, while imposing
the BCs in the interfacial region where 0 < 1 < 1. The contact angle 8, between Ni and YSZ at the
junction can be numerically evaluated in terms of ¥ and ¢ according to (Vi/|Vy|) - (Vc/|Vc|) =
—cos6,., which must be set to the equilibrium value. Thus, the following equation can be derived

[12, 43]:
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Vi - Ve = —|Vy| cosb, @ 3)

Following Refs. [12] and [43], by multiplying Eq. 2 by ¥ and substituting Eq. 3 into Eq. 2, the Cahn-

Hilliard equation that includes no-flux and contact angle BCs is obtained [12, 43]:

p=4 (v ve) + % coso, )

SR "’

Note that a small number (10°¢) is added to ¥ to avoid division by zero in the calculation of the right-
hand side of the equations. Finally, we employ the mobility function proposed by Davis et al. [16]

for the surface mobility M, expressed by

M= M, {al [1 — tanh (lvzlz)] tanh (lvf)lz) + a, tanh (lvzlz) tanh (chl ) + as [1

tanh (W:)lz)] tanh (%)} (5)

where M, is the mobility prefactor. The first term inside the curly brackets on the right-hand side of

Eq. 5 accounts for the mobility at the Ni-pore interface, the second term accounts for the mobility of
Ni on Ni-YSZ interface, and the last term accounts for the mobility of Ni at the YSZ-pore interface.
The prefactors a4, a,, and a; control the weight of each term [16]. As a note, a polynomial form of
a mobility function was also considered. We found that the better agreement between the simulation
and experiment was obtained using Eq. 5. The simulation time required for the implementation of Eq.
5 is approximately double as compared to when using the polynomial mobility function; however,

the extra computational expense was acceptable, given the better match with the experimental results.

3.2 Numerical implementation

The following dimensionless parameters are introduced in Eq. 6 to obtain dimensionless equations

[16]:
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where L, and 7 are the characteristic length (chosen to be equal to the voxel size of 18 nm) and the
characteristic time, respectively, and E is a reference energy density [16]. The mobility prefactor M,

2.1
can be expressed as a function of the diffusion coefficient as My, = D (ZT];) . Using the

dimensionless parameters in Eq. 6, an estimation of the characteristic time is given by:

a%f
44" facz)
o acz Ceq _ E2LY

K EDg6% = Dg6%’ (7)

where Dy is the surface diffusion coefficient of Ni on Ni surface, experimentally measured to be in
the range of 8x1072 to 1.4x107*1 m? /s at 800°C, depending on the impurity concentration [40].
In this work, we take the average between these values to set D, = 1.1x10711m? /s. The physical
interface thickness J5, used for computing the characteristic time (Eq. 7), is assumed to be equal to
the lattice constant of Ni, which equals to 3.5x1071% m [40]. The characteristic time obtained for this
parameter set is approximately 8.56 x10~* s. The prefactors a,, a,, and a5 are set to 1.0, 0.1, and
0.1, respectively, in accordance with the values used by Davis et al. [16], who assumed metallic
surface diffusion to be the dominant mechanism for Ni transport. This choice sets the Ni surface
diffusion (on Ni-pore interface) to be the primary transport mechanism, while leaving Ni transport
via Ni-YSZ interface and pore-YSZ surface to have marginal roles in the microstructure evolution.
The parameters used for the simulations and for the computation of the characteristic time are

summarized in Table 1.

10
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Table 1: Parameters used for the simulations and experimental values used for the calculation of the
characteristic time.

) Ly | My | € Q ) a, a, as D, 8
90 nm -1 -10
Geid | B 1001 |002] 01 | 10 | 01 | o1 | LIxI0T 3510
- nm m*/s m
spacings)

Spatial discretization was performed with the central difference method, and time discretization was
performed with the explicit forward-Euler scheme. The grid spacing was chosen to be 4x = Ay =

Az = 1.0L,, while we set At = 1.257. The von Neumann analysis [44] of the linearized version of

. . - . Ax* .
Eq. 4 was used to define the time step to ensure numerical stability given by At < Jm; the time

step obtained with this relation did not cause any numerical instabilities. Neumann BCs were applied
at the boundaries of the computational domain for both p and c to set zero flux at these boundaries.
These BCs ensure that the mass within the volume remains constant within the numerical accuracy

throughout the simulation.

The initial condition for the simulations was set by a subvolume of the 3D reconstruction obtained
for the cell before annealing. The size of the subvolume selected for the simulations is 301 x 301 x
301 voxels, corresponding to approximately 5.4 x 5.4 x 5.4 um?. The initialization of the order
parameter and domain parameter was performed as described by Yu et al. [43]; the sharp interfaces
between the three phases in the segmented volumes were smoothed for both the evolving order
parameter ¢ and the stationary domain parameter i in this step. This step involved generating a
corresponding signed distance function and evaluating its hyperbolic tangent function [43]. Only the
order parameter for the Ni phase was allowed to evolve during the simulation, while the domain

parameter for the YSZ was fixed.

For comparison with the experimental microstructure, each simulated volume was segmented using

the order parameter ¢ and the domain parameter i as follows:
11
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c>05n yP>05 Ni phase
P <05 YSZ phase. (8)
c<05 n yY>05 Pore phase

Microstructural characteristics, such as the specific surface and interfacial area per unit volume, TPB
density, and phase connectivity, were computed every 10° iterations on the segmented volumes. The

Ni PSD was evaluated every 10° iterations.

The simulation code was written in C++ and was parallelized using the Message Passing Interface
(MPI) protocol to expedite the run time. The 3D domains for the different simulations performed in
this work were decomposed into nearly cubic subdomains, which were distributed among the

Pprocessors.

3.3 Contact angle validation

To validate the simulation code with the selected parameter set, a droplet placed on a surface of
another material was simulated to ensure that the contact angle and no-flux BCs were accurately
imposed. The simulated volume sizes were L, = L, = L, = 100, with 4x = Ay = A4z = 1. A flat
horizontal domain interface was defined via a hyperbolic tangent function such that ) = 0.5 at z =
30. The domain parameter 1 range was 10 to 0.5 for z < 30 (the small value avoids division by
zero) and 0.5 to 1 for z > 30, varying smoothly in the interfacial region. The computational domain
was initialized with a cube having an edge length of 30 grid points and was centered at x = 50, y =

50, and z = 45. The order parameter was set to 1 inside it and 0 outside.

12
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Figure 1. Simulation of a droplet on a flat surface with different equilibrium contact angles. The contact angle
value set in the simulation (8) is also reported in the picture for the three simulations performed: (a) 8.=120°,

(b) 6,=90°, and (c) 8.=60°.

The system was simulated with the mobility function in Eq. 5 using My = 1, £ = 0.1 and Q = 0.02.
Simulations were run with three equilibrium contact angles, .= 60° (Figure 1a), 90° (Figure 1b), and
120° (Figure 1c) to observe mostly wetting, neutral, and mostly non-wetting behavior, respectively.

The cosine of the contact angle, cos 8, from the simulation was estimated by obtaining the average

vy-Vc
[vllvel

of

in the region where both 0.1 < 3 < 0.9 and 0.1 < ¢ < 0.9 [43]. The error between the

cosf—cosf,

angle reached at equilibrium and the angle imposed as a BC was computed as , where the

factor 2 takes into account the total variation in the cosine function magnitude [43].

In the SBM, errors in the equilibrium contact angle may arise from the diffuse nature of interfaces.
To reduce this error, the width of the interfaces (represented by the domain parameter and OPs) should
be chosen to be sufficiently small compared to the natural length scales of the system (e.g., the radius
of curvature), which in turn must be resolved by the discretized grid to ensure sufficient numerical
accuracy [43]. The results show that the maximum error was obtained for an imposed angle of 120°,
and the error in the cosine was less than 3 %, corresponding to a maximum angle variation of 5°. The
complexity of the real Ni/YSZ microstructure makes the computation of the contact angle

challenging, increasing the uncertainty in the quantification. Therefore, the error analysis on the
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contact angle was performed only for the simplified droplet structure illustrated in Figure 1. Higher
accuracy can be achieved by decreasing the thickness of the diffuse interface &, but this decrease will
lead to a significantly larger computational cost; the selected parameter set provides a suitable

compromise between accuracy and computational efficiency.

Furthermore, the accuracy of the no-flux BCs imposed at the interior boundaries (Vi # 0) was
examined by numerically computing the volume integral of ¢, which reflects the total volume of the

[e(te)do

droplet in the system. In particular, the volume ratio, Twettoan’

where t, is the time required to reach

near equilibrium state and ¢t is the initial time of the simulation, was computed over the region where
1 > 0.5 [43], which should remain unity when the volume is constant. In all validation simulations,
the error was within 1 %, indicating that the no-flux BC imposed by the SBM sufficiently ensures

mass conservation in the simulation.

4. Results

4.1 Nickel particle size and specific surface and interfacial areas

Figure 2 shows the simulated time evolution of the Ni mean particle radius for different 6.. The
equilibrium contact angles of .= 97°, 120°, and 150° between Ni and YSZ were examined to observe
their impact on the morphological evolution. Although the exact equilibrium contact angle between
Ni and YSZ is unknown, dewetting behavior of Ni on YSZ was experimentally observed [45] and
thus wetting and mostly wetting equilibrium contact angles (less than 90°) were not considered in
this study. The contact angle was calculated on both the pristine and annealed experimental samples
using the method described in Sec. 2.2. The resulting contact angle was 83° for the pristine

microstructure and 103° for the treated microstructure.

Trends of increasing particle radius observed in all simulations are similar to the experimental

observation by Faes et al. [11] and Tanasini et al. [39]. Although the Ni mean radius increases for all

14
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the 6., the mean radius increases with increasing 6., i.e., as the Ni becomes more non-wetting. In the
experimental data, the mean particle radius increases from 300 nm in the pristine cell to 384 nm after
three hours of annealing, as shown by the black dashed line in Figure 2. The experimental value of
the Ni mean radius was reached after ~4.3 hours for 8.=150°, while for 8,=120° and 6,=97°, the Ni
mean radius was below the experimental value throughout the entire simulation. It is interesting that
the coarsening becomes extremely slow for 6.=97°, which may indicate that, if the equilibrium
contact angle could be reduced (for example, by introduction of additional chemistry), it may be

possible to nearly stabilize the Ni/YSZ microstructure.

gzmn
I e et g =97°
E 6 = 1200
,_8 350 o f§=150°
& --Annealed
g * Pristine
(]
=300

0 2 4 6

Time [h]

Figure 2: Average Ni particle radius calculated every 10° iterations (~18 minutes of physical time) for each
simulation. The horizontal dashed line represents the Ni mean radius computed for the experimental volume

annealed for three hours, indicated by the star.

The time evolutions of the specific Ni surface area and the specific Ni/YSZ interfacial area are shown
in Figures 3a and 3b, respectively. Trends of decreasing specific Ni surface area are observed for all
three equilibrium contact angles simulated. For the overall Ni surface area, the experimental value of
~1.4 pm?/um? (observed after three hours of annealing) is reached for 6,=120° and 6,=150° after ~5
and ~1.5 hours, respectively. However, the results with 8,=97° overestimate the experimental value
over the entire period simulated. The simulated specific Ni/YSZ interfacial area reached the
experimental value (0.79 um?/um?) after ~2.1 hours for 6,=120° and after ~0.1 hour for 6,=150°.
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Finally, for the case of 6.=97°, the specific Ni/YSZ interfacial area decreases only slightly, remaining

greater than the experimental value for the entire span of the simulation.

4.2 TPB and phase connectivity

Figures 3c and 3d show the time evolutions of the total and percolating TPB densities, respectively.
For 6.=97° and 6,=120°, the results show a pronounced decrease in the total TPB density during the
first two hours, reaching the experimental value of 2.54 um/um?® after ~1 hour in both cases.
Interestingly, the simulation run with 6.=150° results in the least decrease in the TPB density,
reaching the experimental value after ~4.5 hours. The percolating TPB density, Figure 3d, shows a
pronounced increase surpassing the experimental value in the first ~18 minutes for all of the
equilibrium contact angles. After this initial increase, the percolating TPB density starts decreasing,

and the experimental value (2.13 um/pum?) is reached between 1.1 and 1.7 hours in all cases.

Figure 3e shows the time evolution of the pore network connectivity. In the early stages of the
simulations, the connectivity of pores suddenly increases from ~70 % to ~95 - 99 % for all three
simulated cases. After 5.6 hours, the results show an increase in pore connectivity (with values in the
range 97-99 %, for the three values of 8, simulated), reproducing the experimental value of ~98 %,
as shown in Figure 3e. The Ni connectivity evolution results (not illustrated in Figure 3) show only

small fluctuations around the initial value of ~97.8 % for all simulations. The connected Ni fraction
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after three hours of annealing was computed to be 97.4 % in the experimental data, while the values

obtained at the end of all simulations were in the range of 97.3-97.9 % for all the 6, simulated.
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Figure 3: Time evolutions of (a) the specific Ni surface area, (b) specific Ni/YSZ interfacial area, (c) total TPB

density, (d) percolating TPB density, and (e) pore connectivity for all equilibrium contact angles 0,

0 and a dashed line, respectively.

4.3 Local morphological changes in the Ni/YSZ microstructure

considered. The experimental values for pristine and annealed samples are indicated by the circle at time of
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Figures 4a and 4b illustrate selected slices extracted from the pristine and annealed microstructures
from experiments, while Figures 4c¢ - 4e show the same cross-sections obtained from the simulated

datasets for different 6.

Pristine 3 h Annealed
a) N b) '
m g

0c = 150°

0c =97° 0c = 120°

Figure 4: Representative two-dimensional slices of the segmented three-dimensional volume for the cell (a) in
the pristine state and (b) after three hours of annealing, along with the corresponding simulation results of

three-hour coarsening for the three 8, employed: (c) 97°, (d) 120°, and (e) 150°. The light gray is Ni, the

darker gray is YSZ, and black is the pore region. Decreases in curvature during coarsening (green circle) and

Ni dewetting from the YSZ scaffold (red and blue circles) are illustrated.

From visual inspection, a reduction in surface curvatures of the Ni phase (light gray) is observed
across the cermet for both the annealed structure and the simulated structure (additional examples can
be found in the supplementary materials). As an example, sharp features of the Ni network,
highlighted by the green circle, evolve towards more rounded shapes in both the experimental
structure and all simulations. However, a more pronounced curvature reduction is observed in the

simulated data, with greater effect seen with increasing 6,.

Figures 4a and 4b show that some features, characterized by well-defined facets (i.e., visually flat
surfaces) in the pristine state, preserve their shape in the three-hour annealed structure in experiments.
For instance, focusing on the blue circles, only minor morphological changes are observed in the

experimental data. On the other hand, the simulation results show the evolution of the well-defined
18
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facets to an almost rounded shape. The same trend can be observed for the features in the green and
red circles. This discrepancy may be either due to the surface energy anisotropy that is not taken into
account in the simulation or due to the mobility of the interface, which may be overestimated in the

simulation.

The red circles in Figure 4 highlight an example of Ni dewetting. At this location, the experimental
data show that Ni, attached to the YSZ (dark gray) in the pristine microstructure (Figure 4a), detaches
after three hours of annealing (Figure 4b). In the simulated structures, this phenomenon is not

observed for 8,=97° while both simulations with 8,=120° and 6,=150° (Figures 4d and 4e) show Ni

dewetting (more instances are provided in the supplementary materials).

After three hours, the simulation with 8.=97° leads to the least pronounced microstructural changes,
while a more pronounced Ni dewetting and curvature reduction compared to the experimental data
are observed for 6,=150°. Finally, based on visual inspection, the best agreement between the

experiment and simulations is obtained for 6,=120°.

4.4 Nickel network interface shape distribution

Calculating the local curvature for the Ni network and plotting the probability distribution of the
principal curvatures (k1 and k2) in the form of ISD gives an indication of the morphology of the

features present in the volume.

Figure 5 shows ISD plots for the pristine and annealed microstructures, as well as simulated
microstructures at the simulation time equivalent to three hours of annealing. The probability
distribution of the surface curvature for the pristine microstructure (Figure 5a) appears to contain two
populations of Ni surfaces, one with an even distribution of concave and convex surface features
(with almost symmetrical distribution around the line where k1 = - k> (zero mean curvature line)),

and the other having cylindrical shapes (along k1 = 0). After three hours of annealing, the ISD peak
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shows a shift from quadrant II towards quadrant I, indicating an increase in convex features after

coarsening.

Figure 5c (6,=97°) shows a high probability for features characterized by k> ~ 0 and ki < O,
corresponding to a tube-like shape of the Ni phase, as shown by the red region highlighted by the
purple arrow in Figure 5c. This result indicates the presence of many concave features in the Ni
network where Ni wets convex YSZ areas. The rest of the features have curvature values almost

equally distributed around the zero mean curvature line, reminiscent of the pristine dataset.

Figure 5d shows the ISD plot for 6,=120°, with the high-intensity region located around k2 = - k1,
which is less intense than the peak at x> ~ 0 in the 8, = 97° result. The probability distribution of the
interface shapes in Figure 5d shifts towards quadrant I, indicating that the number of concave features
decreases while the number of convex features increases. The shift towards more convex shapes is
even more pronounced for 6,=150° (Figure 5e), where we observe a region of high intensity in

quadrant I and very small population where k2 < 0, which corresponds to concave Ni shapes.
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Figure 5: ISD plots of the Ni phase for the experimental data of (a) the pristine state and (b) after three hours
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of annealing, together with the ISD plots for the three-hour annealed simulated microstructure with different

6. (c) 97° (d) 120° (), and (e) 150°.

5. Discussions

5.1 Physical interpretation of the evolution of the statistical characteristics of the microstructure

The Ni coarsening process is driven by curvature reduction and the accompanying interfacial area
reduction [5, 9, 10, 12, 16]; this phenomenon promotes the formation of smoother and larger Ni
particles, resulting in an increase in the Ni mean particle radius, as observed in Figure 2. This
particular trend was previously reported in several experimental studies [9-11, 39, 46], where
different cells were analyzed after tests. Vallen et al. [9] found a mathematical correlation for Ni
particles growth in a Ni/YSZ electrode annealed at 1000°C for 4000 hours. Faes et al. [11] computed
the size of Ni particles in cells tested as part of different stacks in the rage of 700-800°C from

approximately 150 to more than 1000 hours. The cells tested from Tanasini et al. [39] were operated
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at 850°C and the particles size was computed at the beginning of the test and after 24, 200, and 1000
hours. Chen-Wiegart et al. found the same trend for Ni particles size when examining Ni coarsening
via ex-situ X-ray nanotomography [46] in the first 92 hours of the cell aged at 1050°C. The trends
are also in agreement with other modeling works, such as that of Davis et al. [16], which was
initialized with artificially constructed geometries. Despite the difference in the structure, the
qualitative agreement is perhaps not surprising since the excess interfacial energy, which is

proportional to the interfacial area, drives the evolution.

Figure 2 shows a more pronounced increase in the Ni mean radius as 6, increases. This increase is
explained by the enhanced tendency of Ni particles to dewet and coarsen with increasing contact
angles, instead of wetting the YSZ [12, 16, 47]. The large equilibrium contact angle drives the system
to evolve to reduce the Ni/YSZ interface. Indeed, Figure 3b shows lower specific Ni/YSZ interfacial
areas with increasing 6,.. This is in agreement with the results reported by Kennouche et al. [48]

obtained via postmortem X-ray tomography.

In comparison to these findings, the overall TPB density (Figure 3c) shows somewhat unintuitive
results. Specifically, the overall TPB density for the 8,.=150° case decreases more slowly compared
to the simulations with 8,=97° and 6,=120°. A similar trend was observed by Davis et al. [16] in Ni
coarsening simulations starting from artificially constructed structures. They suggested that, with low

wettability, the Ni network can form closed TPB loops, thus increasing the total TPB density.

Finally, based on the ISD in Figure 5, it is evident that the probability of finding convex elliptic
surfaces increases as the contact angle increases. The high prevalence of concave Ni features for
6.=97°, as shown in Figure 5c, results from the tendency of Ni to wet convex YSZ features, thus
increasing the integrated probability lying in quadrant II of the ISD plots. When the wettability

decreases (i.e., the equilibrium contact angle increases), this effect is hindered, and therefore more
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convex features develop in the microstructure. Similar results were obtained for the artificially

constructed Ni/YSZ geometries studied by Davis et al. [16].

Generally, the least amount of microstructure evolution is observed for 8,=97°, suggesting that one
possible strategy for limiting Ni coarsening is to increase the Ni/YSZ wettability, as also suggested
in [12, 16, 49]. Furthermore, the simulation results for 6,=120° gives the best overall match with the
experimental results. This value is in line with contact-angle measurements performed by Tsoga et
al. [45], in which a minimum contact angle of ~117° was found for Ni on YSZ at 1500°C. Mantzouris
et al. [50] suggest that the linear relationship between interfacial energies holds approximately for
both a liquid and solid metal on ceramic. Assuming this, the contact angle between Ni and YSZ at

850°C can be expected to be in the same range as the one measured by Tsoga et al. at 1500 °C.

Additionally, Table 2 shows the contact angle values computed on the simulated geometries at
different time steps. It can be observed that after three hours the simulations with 6,=120° and
0.=150° have not reached the equilibrium contact angle set and are still evolving. We can notice that,
in the case of 6,=120°, for the majority of the simulation time, the contact angle assumes values
between 105-109°. Among the cases examined in this work, these values are the closest to the one
measured in the experimental data (6,=120°), likely explaining the best match observed for the

imposed 6,.=120°.

Table 2: Contact angle values computed on the simulated geometries at different time steps

Contact angle values | Contact angle values | Contact angle values
Time for the simulation for the simulation for the simulation
with 8,=97° with 6,=120° with 8,.=150°
18 minutes 95° 105° 124°
36 minutes 95° 106° 128°
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54 minutes 95° 107° 130°

1.2 hours 95° 107° 131°
2.4 hours 96° 109° 134°
3 hours 96° 111° 135°

5.2 Direct comparison between experimental and simulation results

Figure 6 shows a comparison between subvolumes of the experimentally reconstructed Ni networks
and the corresponding simulation results taken at the simulation time equivalent to three hours of
coarsening. Figure 6b shows how the feature highlighted by the blue arrow evolves from a concave
shape in the pristine state towards a more convex shape after three hours of treatment. Magnifications
of the regions highlighted by the blue arrows are also included in Figure 6a and Figure 6b to better
show the Ni surface morphology. The simulation with 6,=97° (Figure 6¢) shows that the concave
shape is mostly preserved. While we present only one example here, the same phenomenon is
observed throughout the entire Ni network, as shown by the ISD plot in Figure 5c. In fact, the ISD
diagram for 6.=97° presents a peak in the probability distribution in quadrant III, meaning that the
structure contains many concave shapes. For 6.=120° (Figure 6d), the evolution of the feature
highlighted by the blue arrow towards a more convex shape is observed; this effect is more
pronounced for 8,=150° (Figure 6¢). This observation is in line with the ISD diagrams in Figures 5d
and 5Se, where the local curvature probability distribution shifts towards quadrant I, indicating the

presence of more convex shapes.
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Figure 6: Three-dimensional renderings of the Ni phase for the (a) pristine and (b) three-hour annealed states

and the simulation results for 8.= (a) 97° (b) 120°, and (c) 150° at the simulation time (t=3 hours).

The blue arrow in Figure 6a and 6b points to an example location in the experimental data where the
preservation of flat Ni surfaces during coarsening can be observed. In Figure 6b, the blue arrow also
hints at the presence of grain boundaries, which also seems to be preserved during coarsening. In
contrast, in all simulations, the flat surfaces in the pristine microstructure disappear in favor of more

rounded and smoother surfaces.

The phase-field model employed here does not account for anisotropy in the interfacial energy and
mobility, and it also ignores the polycrystalline nature of the Ni network. However, there has been
evidence that the anisotropy in Ni surface energy [15] and surface diffusion coefficient [12], as well
as the presence of grain boundaries, do have an effect on the morphological evolution of Ni during
coarsening [13, 14, 15, 17]. The comparison of our simulation and experimental results indicates that

these effects may be indeed significant under typical SOCs operating conditions.
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In phase-field modeling, multiple OPs, each of which tracks one or more grains in a polycrystalline
structure, can be used to include crystallographic information [14, 15]. Such a phase-field model is
expected to produce results that better match the experimental data. Interfacial anisotropy can also be
incorporated [15]. However, obtaining 3D microstructures that contain the crystallographic
information needed for the validation of a phase-field model for polycrystalline materials, is an open
challenge and cannot be achieved by tomographic techniques such as FIB-SEM or standard X-ray
tomography. 3D X-ray diffraction (3D-XRD) offers the potential to obtain 3D structures containing
crystallographic information [51] but currently lacks the spatial resolution needed for typical Ni/YSZ

electrodes.

5.3 Pore connectivity

The SOC performance is strongly influenced by the pore connectivity, as it is necessary for the pore
network to provide the transport paths to TPBs in order to keep them electrochemically active. In our
previous work [25], a significant increase in pore connectivity after three hours of annealing was
observed. Figure 3e shows that the evolution of the pore connectivity, mainly at the beginning of
each simulation, is not strongly affected by the imposed 6.. Therefore, only the results for 8,.=120°
are presented, which generally provides best match to the experiment (see above) and also supported

by the experimental measurement by Tsoga et al. [45].

Figure 7 shows the 3D evolution of the pore connectivity for the system simulated with 8,=120°. In
this analysis, which follows the approach in Ref. [52], any region of the pore network not in contact
with any of the faces of the analyzed volume is considered “disconnected” (0-side contact). In
contrast, a “connected” (6-side contact) region is connected to all the faces, and “unknown” (from 1-
to 5-side contact) connectivity is assigned to regions in contact with only one or some of the faces.

To facilitate the analysis, only regions characterized by unknown connectivity (yellow) and

26



510

511

512

513

514

515

516

517

518

519

520

521

522

523

524

525

526

527

528

529

530

531

disconnected pores (red) are presented for both the experimental data (Figures 7a and 7b) and

simulation results (Figures 7c-7e).

The experimental results in Figures 7a and 7b show a significant increase in pore connectivity after
three hours of annealing, indicated by the decrease in pores with “unknown” connectivity, without
changes in the isolated porosity. Figure 3e shows that in the first 1.5 min of the simulation, the pore
connectivity rapidly increases from ~70 % to ~95 % for 6,=120°. In this study, a stepwise increase
in pore connectivity is observed as large chunks of the pore network become connected in discrete
events. However, the three-hour coarsening simulation (Figure 7f) shows a small underestimation of
pores with unknown connectivity, while almost no change in isolated pores is in line with the

experimental results (Figure 7b).

Figures 7c-7e show the pore connectivity in the early stages of the annealing process between 0 and
~1.5 min. The three time steps shown represent the instants where a variation in the connectivity was
detected: 10 s (Figure 7c), 14 s (Figure 7d), and 88 s (Figure 7e). The connectivity after a simulated
time of three hours is shown in Figure 7f. Linking the early connection of pores (Figures 7c-7¢) with
the fast early disappearance of features characterized by high curvature that cannot be resolved due
to the thickness of the smooth interface is not trivial (discussed further in Section 5.4). However,
since the pore connection occurs after the interface is relaxed, the simulation results are likely not
artifacts due to the relaxation of the interface. Moreover, the early evolution of the pore connectivity
is highly sensitive to small variations in the Ni network. In fact, small changes in the Ni morphology,
causing Ni dewetting or domain splitting, can suddenly open new pathways, connecting previously
disconnected pore regions. Further in situ tomographic studies with high time resolution is needed to

provide further insights into the mechanism of pore connectivity evolution.
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Figure 7: Three-dimensional renderings of the unknown and disconnected porosity for the (a) pristine and (b)
three-hour annealed microstructures, along with simulation results with 8.=120° after (c) 10 s, (d) 14 s, (e)

88 s, and (f) three hours. Unknown porosity is shown in yellow, and isolated porosity is shown in red.

5.4 Sources of errors

Several sources of errors affect the quantitative accuracy of the simulation predictions and must be
discussed. First, we employ a diffuse interface approach, wherein a diffuse interface with a finite
thickness is used to represent an interface between two phases. Consequently, features comparable or
smaller than the interface thickness cannot be represented [35, 49] and also affects the accuracy of
the simulated evolution of small features. While the model is expected to be accurate when the feature
sizes are sufficiently larger than the width of the diffuse interface (90 nm in this work), the evolution

of small particles (comparable to a few times this thickness) could be significantly overestimated.
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Nevertheless, such small particles tend to be absorbed into nearby larger particles quickly and

therefore are expected to have little influence on the overall evolution.

Uncertainties in important experimental parameters, such as the surface diffusion coefficient,
interfacial energy, and physical interface width, leads to a compounded uncertainty in the
characteristic time of the simulations, making comparisons with experimental data challenging.
Moreover, the mobility function implemented and the 6, value set in the model has a strong impact
on the morphological evolution of the Ni coarsening; thus, we selected a mobility function yielded
results that matched the experimental results best. The accuracy of image segmentation is important
in comparing experimental and simulation results; in particular, the segmentation error of the pristine
microstructure can influence the simulated evolution of the microstructure, especially for pore
connectivity, which is highly sensitive to the initial microstructure as discussed above. In addition,
segmentation error close to TPBs results in incorrect Ni/YSZ contact angles, which may affect the

subsequent evolution.

The prefactors a,, a,, and a; that set the relative values of surface/interfacial diffusivities are set such
that accounting for the higher surface diffusion coefficient at the Ni/pore interface compared to the
coefficient at the Ni/YSZ and YSZ/pore interfaces. The simulation results may depend on the choice
of the prefactors; for example, if Ni surface diffusion on YSZ surface is important, the additional Ni
transport paths would accelerate the coarsening process. Such an investigation is out of the scope of
this paper and additional studies, as well as experimental determinations of relevant diffusivities,

would be needed to increase the accuracy of the model.

Finally, to achieve a precise comparison between experiments and simulations, the model
assumptions and BCs should be consistent with the experimental ones. Particularly, for what concern
BCs it is worth mentioning that the use of experimentally determined microstructures for the

simulation prevents to set fully consistent boundary conditions regardless of the choice of the
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boundary conditions. In particularly, the choice of periodic BCs show two main problems: a)
discontinuity in order parameter values when the same-sized domain is used, and b) discontinuity in
the gradients of the order parameter values when the domain is mirrored to make the order parameter
values to be continuous. The former is problematic, and the latter is computationally expensive. For
what concerns the ex-situ experiments, such as the one presented here, it must be considered that it
might not be optimal since the sample is heated and cooled between different scans, which could
induce microstructural changes due to the thermal history not considered in the model. Therefore, for

a more precise comparison, in-situ experiments performed under a constant temperature are desirable.

6. Conclusions

The first validation of a three-dimensional phase-field model for Ni coarsening in a typical Ni/YSZ
electrode was presented, comparing simulation results with time-dependent ex-situ tomography data.
A pristine geometry was used as input for the phase-field simulations, and its evolution was discussed
in comparison with the same structure experimentally reconstructed after three hours of annealing in

H> at 850°C.

A phase-field model with a surface mobility function and the smoothed boundary method was
employed. Three different equilibrium Ni/YSZ contact angles were simulated, and the effect of this
parameter on the Ni coarsening was discussed. Microstructural characteristics, such as the mean Ni
radius, specific surface area, TPB density, and interface shape distribution, were computed for both
the experimental microstructures and simulation results. In both the direct comparison between the
experimental and simulated 3D structures and the interface shape distribution, it was observed that
initially concave surfaces of Ni phase become more convex. The analysis of the pore network
connectivity reveals that the model can reproduce the final improved connection between pore

regions, in line with experimental observations. These simulation results agree qualitatively with
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previous experimental observations and modeling results. Furthermore, the equilibrium contact angle
of 120° provided the overall best match to the experimental data. The discrepancy between simulation
and experimental results is likely due to effects that are not considered in the model, including surface
energy anisotropy, as well as due to the uncertainties in input parameters. In particular, the
assumptions of isotropic interfacial energy and surface diffusion coefficient appear to have a notable

impact on the results.
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