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FRACTIONAL MOMENTS OF THE STOCHASTIC HEAT EQUATION

SAYAN DAS AND LI-CHENG TSAI

Abstract. Consider the solution Z(t, x) of the one-dimensional stochastic heat equation, with a multiplica-
tive spacetime white noise, and with the delta initial data Z(0, x) = δ(x). For any real p > 0, we obtained

detailed estimates of the p-th moment of et/12Z(2t, 0), as t → ∞, and from these estimates establish the
one-point upper-tail large deviation principle of the Kardar–Parisi–Zhang equation. The deviations have
speed t and rate function Φ+(y) = 4

3
y3/2. Our result confirms the existing physics predictions [55] and also

[42].

1. Introduction

In this article we study the Stochastic Heat Equation (SHE) in one spatial dimension

∂tZ = 1
2∂xxZ + ξZ, Z = Z(t, x), (t, x) ∈ [0,∞)× R, (1.1)

where ξ = ξ(t, x) is the Gaussian spacetime white noise. Via the Feynman–Kac formula, solutions of the SHE
gives the partition function of the directed polymer in a continuum random environment [39, 16]. On the
other hand, the logarithm H(t, x) := logZ(t, x) formally solves the Kardar–Parisi–Zhang (KPZ) equation

∂tH = 1
2∂xxH + 1

2 (∂xH)2 + ξ. (1.2)

Introduced in [44], the KPZ equation is a paradigm for random surface growth. It connects to many physical
systems including directed polymers, last passage percolation, random fluids, interacting particle systems,
and exhibits statistical behaviors similar to certain random matrices. We refer to [27, 60, 18, 61, 11, 23] and
the references therein for the mathematical study of and related to the KPZ equation.

Throughout this paper we will consider the solution Z(t, x) of the SHE (1.1) with the initial data

Z(0, x) = δ(x), (1.3)

the Dirac delta function at the origin. The SHE (1.1) enjoys a well-developed solution theory based on Itô
integral and chaos expansion [69, 4], also [60, 18]. In particular, there exists a unique C((0,∞),R)-valued
process Z that solves (1.1) with the delta initial data (1.3) in the mild sense, i.e.,

Z(t, x) = p(t, x) +

∫ t

0

∫

R

p(t− s, x− y)Z(s, y)ξ(s, y) dsdy,

where p(t, x) := (2πt)−1/2 exp(−x2/(2t)) denotes the standard heat kernel.
The solution Z of the SHE can be transformed into a solution of the KPZ equation. For a nonzero

initial data Z(0, ·) that is bounded, nonnegative, and has a compact support, [58] showed that almost
surely Z(t, x) > 0 for all (t, x) ∈ (0,∞) × R. For the delta initial data (1.3) considered here, the same
positivity result was established in [28]. The logarithm H(t, x) := logZ(t, x) is defined to be Hopf–Cole
solution of the KPZ equation. This is the notion of solutions that we will be working with throughout
this paper. The motivation is, as mentioned previously, that non-rigorously taking logarithm in (1.1) yields
the KPZ equation (1.2). The KPZ equation (1.2) itself is ill-posed due to the roughness of the solution
and the presence of the quadratic term. New theories have been developed for making sense of the KPZ
equation and constructing the corresponding solution process. This includes regularity structures [36, 37],
paracontrolled distributions [33, 34], and energy solutions [32, 35]. The Hopf–Cole formulation bypasses
the ill-posedness issue, and arises in several discrete or regularized version of the KPZ equation, e.g., [4, 5].
Further, other notions of solutions from the aforementioned theories have been shown to coincide with the
Hopf–Cole solution within the class of initial datas the theory applies.
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Of interest is the large time behaviors of H(t, x) := logZ(t, x). Simultaneously and independently, the
physics works [9, 25, 62] and mathematics work [1] gave the following large t asymptotic fluctuation result
of H(t, x), and [1] provided a rigorous proof:

1
t1/3

(
H(2t, 0) + t

12

)
=⇒ GUE Tracy–Widom distribution.

This result asserts that, for large t, the height H(2t, 0) concentrates around − t
12 , has typical deviations of

order t1/3, and after being scaled by t−1/3 the fluctuations converge to the GUE Tracy–Widom distribution
[66].

A natural question that follows the fluctuation result is establishing a Large Deviation Principle (LDP),
namely questions about tails of the distribution of H(2t, 0)+ t

12 . We seek to find the probability of the rare

events when the height H(2t, 0)+ t
12 has a deviation of order t. Interestingly the lower- and upper-tail LDPs

have different speeds. The lower-tail deviations occurs at speed t2 while the upper-tail deviations occurs at
speed t.

P[H(2t, 0) + t
12 < ty] ≈ e−t2Φ−(y), (y < 0) (1.4)

P[H(2t, 0) + t
12 > ty] ≈ e−tΦ+(y). (y > 0) (1.5)

Such distinct speeds can be heuristically explained by directed polymers. For a discrete polymer on an N×N
grid with i.i.d. site weights, we consider the point to point partition function. It can be made anomalously
large by increasing the weights along any single path. The cost of changing the weights of N such sites
amounts to exp(−O(N)). However, smaller partition function can be realized only when the weights along
most of the paths are decreased jointly. This can occur with probability exp(−O(N2)) by decreasing the
weights of most of the sites, c.f., Remark 1.1. For the KPZ equation, recall that the Feynman–Kac formula
identifies solution of the SHE as the partition function of the directed polymer in a continuum random
environment. This is analogous to discrete polymers, with Brownian motion replacing random walks and
space-time white noise replacing site weights. In the continuum setting t plays the analogous role as N , since
both t and N parametrize the polymer length. Identifying t with N , we should expect the t2 vs t speeds
in (1.4) and (1.5). These speeds were predicted in the physics work [55], where the prescribed polymer
argument was given.

Remark 1.1. The speed of lower-tail deviations is in fact not universal when the random environment
is unbounded. Specifically, [3] showed that the lower-tail speed of the directed polymer with a Gaussian
environment is N2/ logN instead of N2.

Recently there has been much development around the large deviations of the KPZ equation in the
mathematics and physics communities. Employing the optimal fluctuation theory, the physics works [47, 48,
57] predicted various tail behaviors of the KPZ equation. These predictions were further supported by the
analysis of exact formulae in the physics works [54, 49, 50]. In mathematics terms, the optimal fluctuation
theory corresponds to Fredilin–Wentzell type large deviations of stochastic PDEs with a small noise. There
has been rigorous treatment [38, 10] of such large deviations for certain nonlinear stochastic PDEs.

Under the same initial data as this paper, the physics works [63, 21, 52] each employed a different method
to derive the same explicit rate function for the lower-tail deviations of H(2t, 0)+ t

12 . The work [20] provides

detailed, rigorous bounds on tails of H(2t, 0) + t
12 , which are valid for all t > 0 and capture a crossover

behavior predicted in [48, 57]. The lower-tail LDP with the exact rate function was later proven in [68],
and more recently in [8]. The four different routes [63, 21, 52, 68] of deriving the lower-tail LDP were later
shown to be closely related [51]. Two new routes have been recently obtained in the rigorous work [8] and
physics work [53].

In this paper we focus on the upper tail — the complement of the aforementioned results. Since Z(t, x) =
exp(H(t, x)), the upper tail is closely related to positive moments of Z. The moments of SHE and its
connection to intermittency property [30, 29] has been previously studied in [17, 12, 14, 45]. These works
established finite time estimates of tails or moments of Z(t, x) and solutions of related stochastic PDEs.
The work [13] studied a class of equations that includes the SHE with the delta initial data considered here.
With the aim of establishing the existence of the smooth density, the work obtained finite time tail estimates
of the solution.

For the large time regime considered here, the form Φ+(y) =
4
3y

3/2 was predicted in [55] by analyzing an
exact formula. The analysis also yields subdominant corrections; see [56, Supp. Mat.]. We note that, for
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the short time regime, [42] predicted the same 3
2 -power law. A priori, the optimal fluctuation theory used

therein works only for short time, although the validity in large time was argued therein. For the large time
regime, [22] gave a bound on of the upper tail of Z(t, x) (with a different initial data). The bound exhibits
the predicted 3

2 -power for small y but not large y. Extracting information from positive integer moments of
Z, [19] provided detail bounds on the upper-tail probability. The upper and lower bounds therein capture
the aforementioned 3

2 -power law but do not match as t → ∞.

In this paper we present the first rigorous proof of the upper-tail LDP of H(2t, 0)+ t
12 with the predicted

Φ+(y) = 4
3y

3/2 rate function. Interestingly, this matches exactly with the upper-tail rate function for the
Tracy-Widom distribution [66]. Our main result gives both the t → ∞ asymptotic of the p-th moment of
Z(2t, 0), for any real p > 0, and the upper-tail LDP of the KPZ equation.

Theorem 1.2. Let Z(t, x) be the solution of the SHE (1.1) with the delta initial data (1.3), and let H(t, x) :=
logZ(t, x) be the Hopf–Cole solution of the KPZ equation (1.2).

(a) For any p ∈ (0,∞), we have

lim
t→∞

1

t
logE

[
ep(H(2t,0)+ t

12 )
]
= lim

t→∞
1

t
logE

[(
Z(2t, 0)e

t
12

)p]
=

p3

12
. (1.6)

(b) For any y ∈ (0,∞), we have

lim
t→∞

1

t
logP

[
H(2t, 0) + t

12 ≥ ty
]
= −Φ+(y) := −4

3
y3/2. (1.7)

Remark 1.3. The results in Theorem 1.2 immediately generalize to x 6= 0. This is so because, under
the delta initial data (1.3), the random variables Z(2t, 0) and Z(2t, x) exp(x2/4t) have the same law. This
fact can be verified from either the Feynman–Kac formula or the chaos expansion. Hence, the results in

Theorem 1.2 hold with Z(2t, x) exp(x2/4t) replacing Z(t, 0) and H(2t, x) + x2

4t replacing H(2t, 0).

Our method is based on a perturbative analysis of Fredholm determinants, and the major input is the
formula (1.10) that expresses the Laplace transform of Z(2t, 0) as a Fredholm determinant. We emphasize
that our method differs from existing methods used in the same context. The work [55] postulates a form of
the upper tail and verifies a posteriori the consistency with the formula (1.10); see [56, Supp. Mat.]. There
are, however, infinitely many postulated forms that are consistent with (1.10). We explain this phenomenon
in Section 1.1. There we reprint the consistency check as a variational problem (1.14), which has infinitely
many solutions given in (1.15). The work [22] utilizes an formula of the tail probabilty of H(2t, 0)+ t

12 , under
the Brownian initial data. Such a formula can be viewed as the inverse Laplace transform of (1.10). By
analyzing the inverse Laplace transform formula, it was shown [22, Corollary 14] that there exists constants
c1, c2, c3 such that for all y > 0 and large enough t

P
[
H(2t, 0) + t

12 ≥ ty
]
≤ c1t

1/2e−c2yt + c1t
1/2e−c3y

3/2t.

This bound exhibits the 3
2 -power law for small y but becomes linear in y (in the exponent) for large y. In

this paper we employ a new way of utilizing the formula (1.10), by applying it for getting the p-moment
growth of Z(2t, 0).

The main body of our proof is devoted to proving Theorem 1.2(a), or more precisely its refined version
Theorem 1.2(a)* stated in the following. From Theorem 1.2(a) standard argument produces Theorem 1.2(b),

with the rate function − 4
3y

3/2 being the Legendre transform of p3

12 . The first indication of Theorem 1.2(a)
being true came form the study of positive integer moments of (1.6). The mixed joint moment of Z solves
the delta Bose gas, and the delta Bose operator can be diagonalized by the Bethe ansatz. The work [43]
carried out such analysis and pointed out that (1.6) should hold for positive integers, i.e.,

lim
t→∞

1

t
logE

[
en(H(2t,0)+ t

12 )
]
=

n3

12
, for n ∈ Z>0. (1.6-int)

This assertion (1.6-int) was proven in [14] for function-valued, bounded initial data, and in [19, Lemma 4.5]
for the delta initial data considered here. It has long been speculated and conjectured that (1.6-int) should
extend to all positive real p. However, the connection to the delta Bose gas only gave access to integer
moments. Here, by utilizing a known formula but in an unconventional way, we bridge the gap between
integers. In the same spirit as [19, Lemma 4.5], we provide a quantitative bound on the p-th moment of Z
that holds for all t and p away from 0. This is stated as a refined version of Theorem 1.2(a) as
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Theorem 1.2(a)*. Let Z be as in Theorem 1.2. We have a decomposition

E
[(
Z(2t, 0)e

t
12

)p]
= Ap(t) + Bp(t)

of the p-th moment of Z(2t, 0)e
t
12 into a leading term Ap(t) and remainder term Bp(t). For any t0, p0 > 0,

there exists a constant C = C(t0, p0) > 0 that depends only on t0, p0, such that for all t ≥ t0 and p ≥ p0,

1

C
p−

3
2Γ(p+ 1) t−

1
2 e

p3t
12 ≤Ap(t) ≤ Cp−

3
2Γ(p+ 1) t−

1
2 e

p3t
12 , (1.8)

and for n := ⌊p⌋+ 1 ∈ Z>0 and κp := min{ 1
6 ,

p3

16},

|Bp(t)| ≤ n · (n!)2 (nC)n t 1
2 e

p3t
12 −κpt. (1.9)

From the bounds (1.8) and (1.9), one see that Ap(t) dominates as t → ∞, uniformly over any close intervals
in (0,∞) ∋ p. Theorem 1.2(a)* immediately implies Theorem 1.2(a).

The upper tail problem has also been studied for several other models in the class of integrable systems
starting from the fluctuation results and LDP for the longest increasing subsequence [46, 64, 24, 2]. There
are also analogous results on upper-tail LDP for integrable polymer models [31, 40], and also for last passage
percolation in Bernoulli and white noise environments [15, 41] and inhomogeneous corner growth models
[26].

The main input of our proof is the known formula (1.10) that express the Laplace transform of Z(2t, 0) as
a Fredholm determinant. There are multiple equivalent ways to define Fredholm determinants [65]. We will

work with the exterior algebra definition: for a trace-class operator T on a Hilbert space, consider
∧L

i=1 H
and the operator T∧L defined by T∧L(v1 ∧ · · · ∧ vL) := (Tv1) ∧ · · · ∧ (TvL). The operator T∧L is trace-class

on
∧L

i=1 H . We then define the Fredholm determant as

det(I − T ) := 1 +
∞∑

L=1

(−1)Ltr(T∧L).

The following formula is known thanks to the integrability of the SHE and related models:

E
[
exp(−sZ(2t, 0)e

t
12

)]
= det(I −Ks,t) = 1 +

∞∑

L=1

(−1)Ltr(K∧L
s,t ), (1.10)

where Ks,t is an integral operator L2(R≥0) with the kernel

Ks,t(x, y) :=

∫

R

Ai(x+ r)Ai(y + r)

1 + 1
se

−t1/3r
dr, (1.11)

and Ai(x) is the Airy function. It is standard to check that Ks,t is a positive operator via the square-root
trick, c.f., Lemma 2.1. The formula (1.10) or its closely related forms was first derived simultaneously and
independently in [1, 9, 25, 62], with a rigorous proof given in [1] based on results of [67]. In particular, the
formula (1.10) can be obtained by taking Laplace transform of [1, Eq. (1.13)]. A direct derivation of (1.10)
with a rigorous proof can be found in [6]; see Theorem 1.10 (a) and Eq. (1.7) therein.

A standard way to extract tail information from (1.10) is to parameterize s = e−ty and substitute in
Z(2t, 0) = exp(H(2t, 0)) to get

E
[
exp(−eH(2t,0)+ t

12−ty)
]
= 1− tr(Ks,t) +

∞∑

L=2

(−1)Ltr(K∧L
s,t ). (1.12)

The double exponential function exp(−e·) on the l.h.s. of (1.12) may be deemed as a good proxy of
the indicator function 1(−∞,0), and hence analyzing the r.h.s. of (1.12) could produce information on

P[H(2t, 0) + t
12 < ty]. This approximation procedure has been successfully implemented in getting the

limiting fluctuations and lower-tail LDP (but using different representations of the r.h.s. than the Fredholm
determinant).
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1.1. An issue of nonuniqueness. However, for the upper tail, the preceding procedure would not produce
the full LDP. To see this, rewrite (1.12) as

E
[
1− exp(−eH(2t,0)+ t

12−ty)
]
=

∞∑

L=1

(−1)L−1tr(K∧L
e−ty,t). (1.13)

For y > 0, it is possible to show that the r.h.s. of (1.13) is dominated by the L = 1 term as t → ∞, and
analyzing the trace of Ks,t from the formula (1.11) should yield

lim
t→∞

1

t
log

(
r.h.s. of (1.13)

)
= I(y) :=

{
− 4

3y
3/2, y ∈ (0, 14 ],

1
12 − y , y ∈ (14 ,∞).

For the left hand side, if we assume the existence of the upper-tail LDP but with an unknown rate function,
i.e., limt→∞

1
t logP[H(2t, 0) + t

12 > ty] = −Φ+(y), for y ∈ (0,∞), using the fact that 1 − exp(−etξ) ≈
exp(tmin{ξ, 0}), as t → ∞, we should have

lim
t→∞

1

t
logE

[
1− exp(−eH(2t,0)+ t

12−ty)
]
= sup

ξ>0

{
min{ξ − y, 0} − Φ+(ξ)

}
.

Putting these two sides together suggests the variational problem

sup
ξ>0

{
min{ξ − y, 0} − Φ+(ξ)

}
=

{
− 4

3y
3/2, y ∈ (0, 14 ],

1
12 − y , y ∈ (14 ,∞).

(1.14)

The function Φ+(y) =
4
3y

3/2 does solve this variational problem. However, the solution is not unique. Any
function that satisfies

Φ+(y) = − 4
3y

3/2, for y ∈ (0, 14 ],
1
12 − y ≤ Φ+(y) ≤ 4

3y
3/2, for y ∈ (14 ,∞) (1.15)

solves the preceding variational problem.
The preceding calculations strongly suggest that the conventional scheme (1.12) and (1.13) of using the

Fredholm determinant would not produce the exact rate function.

1.2. Our solution. To circumvent the aforementioned issue, we provide a new way of using the for-
mula (1.10). The start point is the following elementary identity:

Lemma 1.4. Let U be a nonnegative random variable with a finite n-th moment, where n ∈ Z>0. Let
α ∈ [0, 1) Then the (n− 1 + α)-th moment of U is given by

E[Un−1+α] =
1

Γ(1− α)

∫ ∞

0

s−αE[Une−sU ] ds =
(−1)n

Γ(1− α)

∫ ∞

0

s−α dn

dsn
E[e−sU ] ds. (1.16)

The proof of this lemma follows by an interchange of measure via Fubini’s theorem. We will apply this
lemma with U = Z(2t, 0)e

t
12 and with n := ⌊p⌋+ 1 ∈ Z>0 and α := p− ⌊p⌋ ∈ [0, 1) so that p = n− 1 + α.

Utilizing the formula (1.10) for E[e−sU ] = E[e−sZ(2t,0)e
t
12 ] in (1.16), we will then be able to express the

p-th moment of Z(2t, 0)e
t
12 as a series. From this series we identify the leading term and higher order terms.

This eventually leads to the desired estimate in Theorem 1.2(a)*.
It seems possible to directly analyze the inverse Laplace transform formula in [1, Theorem 1.1]. Doing so

may provide an alternative proof of Theorem 1.2(b).

Outline. In Section 2 we setup the framework of the proof. Namely we introduce an expansion of the p-th
moment of Z, identify a trace term as the leading term, and establish several technical lemmas. In Section 3,
we give precise asymptotics of the leading trace term, and in Section 4 we establish bounds on the remaining
terms. Finally, in Section 5, we collect results from previous sections to give a proof of Theorem 1.2 and
Theorem 1.2(a)*.
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2. Basic framework

Throughout this paper we use C = C(a, b, c, . . .) > 0 to denote a generic deterministic positive finite
constant that may change from line to line, but dependent on the designated variables a, b, c, . . ..

As mentioned previously, we will utilize Lemma 1.4 and (1.10) to develop a series expansion forE[(Z(2t, 0)e
t
12 )p].

This, however, requires a truncation at s = 1 first. To see why, referring to (1.12), with s = e−ty, we see
that s < 1 corresponds to upper tail while s > 1 corresponds to lower tail. While we expect the later to have
minor contribution in the regime p > 0 we are probing, it is known that for s ≫ 1 the Fredholm determinant
(1.12) behaves in an oscillatory fashion as t → ∞. With n := ⌊p⌋ + 1 ∈ Z>0 and α := p − ⌊p⌋ ∈ [0, 1), we
truncate

E
[
(Z(2t, 0)e

t
12 )p

]
=

(−1)n

Γ(1− α)

∫ 1

0

s−α ∂n
s E[e−sZ(2t,0)e

t
12 ] ds+ Bp,1(t), (2.1)

where

Bp,1(t) :=
1

Γ(1 − α)

∫ ∞

1

s−αE[Une−sU ] ds, U := Z(2t, 0)e
t
12 . (2.2)

For this term Bp,1(t) we bound

0 ≤ Bp,1(t) =
1

Γ(1− α)

∫ ∞

1

s−n−αE[(sU)ne−sU ] ds ≤ 1

Γ(1− α)
sup
x≥0

{
xne−x

} 1

n+ α− 1
.

Recognize n+ α− 1 = p, and apply the bounds 1
Γ(1−α) ≤ C, for α ∈ [0, 1), and supx≥0{xne−x} ≤ nn.

|Bp,1(t)| ≤ C p−1 nn. (2.3)

The bound (2.3) does not grow with t, and hence Bp,1(t) will be a subdominant term.
Next, we wish to take ∂n

s in the Fredholm determinant expansion (1.10) and develop the corresponding
series. Assuming (justified later) the derivative can be passed into the sum, we have

(−1)n

Γ(1− α)

∫ 1

0

s−α ∂n
s E[e−sZ(2t,0)e

t
12 ] ds

=
(−1)n

Γ(1− α)

∫ 1

0

s−α ∂n
s

( ∞∑

L=1

(−1)Ltr(K∧L
s,t )

)
ds =

(−1)n

Γ(1− α)

∫ 1

0

s−α
∞∑

L=1

(−1)L ∂n
s tr(K∧L

s,t ) ds. (2.4)

The passing of derivatives into sums will be justified in Lemma 4.4, and in Sections 3 and 4.1, we will show
that tr(K∧L

s,t ) is infinitely differentiable in s. As it turns out, the L = 1 term dominates. We then let

Ãp(t) :=
(−1)n+1

Γ(1− α)

∫ 1

0

s−α ∂n
s tr(Ks,t) ds, (2.5)

Bp,L(t) :=
(−1)n+L

Γ(1− α)

∫ 1

0

s−α ∂n
s tr(K∧L

s,t ) ds, L ≥ 2 (2.6)

denote the leading and higher order terms.
In the following we will work with the Schatten norms of operators. Recall that, for u ∈ [1,∞] and for a

compact operator T on L2(R≥0), the u-th Schatten norm of T is defined as

‖T ‖u :=
(
tr(T ∗T )u/2

)1/u
=

( ∞∑

i=1

si(T )
u
)1/u

,
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with the convention ‖T ‖∞ := limu→∞ ‖T ‖u, where si(T ), i ∈ Z>0, are the singular values of T . In particular,
u = 1 gives the trace norm, u = 2 gives the Hilbert–Schmidt norm, and u = ∞ gives the operator norm

‖T ‖op := sup{ |Tf |
|f | : f ∈ L2(R≥0) \ {0}}, where |f | := (

∫∞
0 |f(x)|2 dx)1/2 denotes the norm on L2(R≥0).

The Schatten norm decreases in u, so the trace norm is the strongest among all u ∈ [1,∞]. We will use the
following ‘square-root trick’ to evaluate the trace norm of some operators.

Lemma 2.1. Consider a square-integrable kernel J(r, y) with
∫
R+

(
∫
R
|J(r, y)|2 dr)dy < ∞. Then the integral

operator T on L2(R≥0) with the kernel

T (x, y) :=

∫

R

J(r, x) J(r, y) dr

is positive and trace-class, with tr(T ) = ‖T ‖1 =
∫
R+

(
∫
R
|J(r, y)|2 dr)dy.

Proof. It is more convenient to embed T into operators on L2(R). We do this by setting the kernel

T (x, y) := 1R≥0
(x)1R≥0

(y)

∫

R

J(r, x) J(r, y) dr

to be zero outside (x, y) ∈ R
2
≥0. This way we have the factorization T = J∗J , where J is an operator on L2(R)

with kernel 1R≥0
(y)J(r, y). The square integrability of J(r, y) guarantees that the operator J is Hilbert–

Schmidt, and the Cauchy–Schwartz inequality ‖T1T2‖1 ≤ ‖T1‖2‖T2‖2 applied with T1 = J∗, T2 = J concludes
that T is trace-class, whence tr(T ) =

∫
R+

(
∫
R
|J(r, y)|2 dr)dy by Theorem 3.1 in [7]. The factorization

T = J∗J implies that T is positive, whence tr(T ) = ‖T ‖1. �

Lemma 2.1 applied with J(r, y) = Ai(y + r)(1 + 1
se

−t1/3r)−1/2 proves that the operatorKs,t (defined in (1.11))
is positive and trace-class.

Much of our subsequent analysis boils down to estimating integrals involving the Airy function Ai(x).
Here we prepare two technical lemmas that will be frequently used. To setup the notation, set

Φ(y) :=

∫ ∞

y

Ai2(x) dx. (2.7)

Using the Airy differential equation, one can explicitly compute the antiderivative of Ai(x)2 to get Φ(y) =
Ai′(y)2 − yAi(y)2. Using known expansions of Ai(x),Ai′(x) for |x| ≫ 1, e.g., Equation (1.07), (1.08), and
(1.09) in Chapter 11 of [59], we have that, for all y ≥ 0 and for some universal C > 0,

1

C
(
√
|y|+ 1) ≤Φ(−y) ≤ C (

√
|y|+ 1), (2.8)

1
C (y+1)e

− 4
3y

3/2 ≤Φ(y) ≤ C
y+1e

− 4
3y

3/2

. (2.9)

Also consider

Uq(x) := qx2 − 4
3x

3, (2.10)

which enjoys the property

Uq(x) increases on x ∈ [0, q2 ] and decreases on x ∈ [ q2 ,∞), Uq(
q
2 ) =

q3

12 . (2.11)

Lemma 2.2. Fix t0, q0 ∈ (0,∞). There exists a constant C(t0, q0) > 0, such that for all t ≥ t0 and q ≥ q0,

1

C(t0, q0)
t−7/6q−3/2e

q3t
12 ≤

∫

R

eqrtΦ(t2/3r) dr ≤ C(t0, q0)t
−7/6q−3/2e

q3t
12 . (2.12)

Proof. Let us first give a heuristic of the proof. The idea is to apply Laplace’s method. We seek to
approximate

∫
R
eqrtΦ(t2/3r) dr by

∫
R
etgq(r)dr, for some appropriate function gq(r), and search the maximum

of gq(r) over r ∈ R. The bounds of Φ from (2.8) and (2.9) suggest logΦ(t2/3r) ≈ − 4
3 tr

3/2
+ and gq(r) =

qr − 4
3r

3/2
+ . This function achieves a maximum of q3/12 at r = q2/4, which gives the exponential factor

exp( q
3t
12 ). The prefactor t−7/6q−3/2 can then be obtained from localizing the integral around r = q2/4 and

using (2.9) to approximate the integral as a Gaussian integral.
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We now start the proof. Fix t0, q0 > 0. To simplify notation, throughout this proof we write C =
C(t0, q0) > 0, and for positive functions f1(a, b, . . .), f2(a, b, . . .), we write f1 ∼ f2 if they bound each other
by a constant multiple, i.e.,

1
Cf2(a, b, . . .) ≤ f1(a, b, . . .) ≤ Cf2(a, b, . . .),

within the specified ranges of the variables a, b, . . .. Set ρ := q0
4 . Divide

∫
R
eqrtΦ(t2/3r) dr into three regions

and let I1, I2, and I3 denote the respective integrals:
(∫

[( q
2−ρ)2,( q

2+ρ)2]

+

∫

R−

+

∫

R≥0\[( q
2−ρ)2,( q

2+ρ)2]

)
eqrtΦ(t2/3r)dr := I1(q, t) + I2(q, t) + I3(q, t). (2.13)

As suggested by the preceding heuristics, we anticipate I1(q, t) to dominate. We begin with estimating this
term. Recall Uq(x) from (2.10). The bounds from (2.9) gives, for all r, t ∈ R≥0,

eqrtΦ(t2/3r) ∼ etUq(
√
r)

1 + t2/3r
. (2.14)

The function Uq(x) attains a maximum of q3

12 at x = q
2 and Uq(x)− q3

12 = −(x− q
2 )

2(43 (x− q
2 ) + q). Integrate

both sides of (2.14) over [( q2 − ρ)2, ( q2 + ρ)2] and make a change of variable
√
r − q

2 7→ x. We get, for all
q, t ∈ R≥0,

I1(q, t) ∼ e
q3t
12

∫ ρ

−ρ

2(x+ q
2 )e

−tx2( 4
3x+q)

1 + t2/3(x+ q
2 )

2
dx.

The choice ρ = q0
4 guarantees that for all x ∈ [−ρ, ρ] and for all q ≥ q0, we have q

C ≤ 4
3x + q, x + q

2 ≤ Cq.
Then for all t ≥ t0 and q ≥ q0, there exists C > 0 such that for x ∈ [−ρ, ρ],

1

Ct2/3q
e−Cqtx2 ≤ 2(x+ q

2 )e
−tx2( 4

3x+q)

1 + t2/3(x+ q
2 )

2
≤ C

t2/3q
e−

1
C qtx2

. (2.15)

Integrate (2.15) over [−ρ, ρ] and use
∫ ρ

−ρ e
−qx2t dx ∼ (tq)−1/2, for all t ≥ t0 and q ≥ q0. We now obtain, for

t ≥ t0 and q ≥ q0,

I1(q, t) ∼ t−7/6q−3/2e
q3t
12 . (2.16)

Having settled the asymptotics of I1(q, t), we now turn to I2(q, t), I3(q, t). For I2(q, t), use (2.8) to get

0 ≤ I2(q, t) ≤ C

∫ 0

−∞
eqrt(

√
t2/3|r| + 1)dr ≤ Cq−3/2t−7/6 +Cq−1t−1. (2.17)

As for I3(q, t), integrate both sides of (2.14) over R≥0 \ [( q2 − ρ)2, ( q2 + ρ)2] and then make the change of
variable

√
r 7→ x to get

0 ≤ I3(q, t) ≤ Ce
q3t
12

∫

R≥0\[( q
2−ρ),( q

2+ρ)]

2xe−
t
3 (x−

q
2 )

2(4x+q)

1 + t2/3x2
dx. (2.18)

For x ∈ R≥0 \ [( q2 − ρ), ( q2 + ρ)], we have (x− q
2 )

2 ≥ ρ2. The AM-GM inequality inequality gives 1+ t2/3x2 ≥
2t1/3x, and equivalently 2x

1+t2/3x2 ≤ t−1/3. Applying these bounds on the r.h.s. of (2.18) and then releasing

the region of integration to R≥0, we get that

I3(q, t) ≤ Ce
q3t
12 t−4/3ρ−2e−

qtρ2

3 . (2.19)

It is straightforward to check that the r.h.s. of (2.17) and (2.19) can be further bounded by C t−7/6q−3/2e
q3t
12 ,

for all t ≥ t0 and q ≥ q0. Hence

0 ≤ I2(q, t) + I3(q, t) ≤ C t−7/6q−3/2e
q3t
12 .

This together with (2.16) gives the desired result (2.12). �
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Lemma 2.3. Recall Uq from (2.10). There exists a constant C = C(t0, q0) > 0 such that for all t ≥ t0,
q ≥ q0, and y ∈ [0,∞],

∫ y

−∞
eqrtΦ(t2/3r)dr ≤ C(t0, q0) t

−5/6 exp
(
tUq(min{√y, q

2} )
)
. (2.20)

Remark 2.4. The prefactor t−5/6 in (2.12) is likely suboptimal, but suffices for our subsequent analysis.

Proof. When y ∈ [ q
2

4 ,∞], we release the range of integration of the l.h.s. of (2.20) to R and use the upper

bound in Lemma 2.2. Observe that Uq

(
min{√y, q

2}
)
= q3

12 and t and q are bounded below by t0 and q0.

Absorb t−1/3 and q−3/2 in the constant C(t0, q0) to get the desired bound in (2.20).

Moving onto y ∈ [0, q2/4), from (2.17) we already have a bound on
∫ 0

−∞ eqrtΦ(t2/3r)dr of the desired

form. Hence, it suffices to bound for
∫ y

0
eqrtΦ(t2/3r)dr. From (2.14), make a change of variable

√
r 7→ x,

and in the result bound 2x
1+t2/3x2 ≤ t−1/3. We have

∫ y

0

eqrtΦ(t2/3r)dr ≤ C

∫ y

0

etUq(
√
r)

1 + t2/3r
dr = C

∫ √
y

0

2xetUq(x)

1 + t2/3x2
dx ≤ Ct−1/3

∫ √
y

0

etUq(x)dx. (2.21)

We next bound the last expression in (2.21) in two cases.

Case 1. 0 ≤ y ≤ q2

16 . Since U ′′
q (x) = 2q − 8x is positive for x ∈ [0, q

4 ), the derivative U ′
q(x) = 2x(q − 2x) is

increasing in x ∈ [0, q
4 ]. Hence, for any z ∈ [0, q4 ], U

′
q(z) ≤ U ′

q(
q
4 ) =

q2

4 . Thus, for any x ∈ [0,
√
y], we have

z∗ ∈ [x,
√
y] for which

Uq(
√
y)− Uq(x) = U ′

q(z∗)(
√
y − x) ≤ U ′

q(
q
4 )(

√
y − x) = q2

4 (
√
y − x). (2.22)

Using (2.22) to bound exp(tUq(x)) and integrating the result over x ∈ [0,
√
y] gives

∫ √
y

0

etUq(x)dx ≤
∫ √

y

0

etUq(
√
y)− 1

4 q
2t(

√
y−x)dx ≤

∫ √
y

−∞
etUq(

√
y)− 1

4 q
2t(

√
y−x)dx ≤ 4

q2t
etUq(

√
y). (2.23)

Case 2. q2

16 ≤ y ≤ q2

4 . In this case we have q ≥ 2
√
y, which gives

Uq(
√
y)− Uq(x) = q(y − x2)− 4

3 (y
3/2 − x3) ≥ 2

√
y(y − x2)− 4

3 (y
3/2 − x3) = 2

3 (
√
y − x)2(

√
y + 2x).

In the last expression, further use
√
y + 2x ≥ √

y ≥ q
4 to get

Uq(
√
y)− Uq(x) ≥ q

6 (
√
y − x)2. (2.24)

Using (2.24) to bound exp(tUq(x)) and integrate the result over x ∈ [0,
√
y] gives

∫ √
y

0

etUq(x)dx ≤
∫ √

y

0

etUq(
√
y)− 1

6 qt(
√
y−x)2dx ≤

∫ √
y

−∞
etUq(

√
y)− 1

6 qt(
√
y−x)2dx ≤

√
C

qt
etUq(

√
y). (2.25)

Combining (2.23) and (2.25) and inserting the bounds into (2.21) gives the desired result. �

3. Estimates for the leading term

The goal of this section is to obtain the t → ∞ asymptotics of Ãp(t) defined in (2.5), accurate up to
constant multiples.

Let us first settle the differentiability in s of the operator Ks,t, defined in (1.11). Recall Ks,t(x, y) from

(1.11), then perform a change of variable r 7→ t2/3r to get

Ks,t(x, y) = t2/3
∫

R

Ai(x+ t2/3r)Ai(y + t2/3r)v(s, t, r)dr, (3.1)

v(s, t, r) :=
1

1 + 1
se

−rt
. (3.2)

Formally differentiating the kernel Ks,t(x, y) in (1.11) in s suggests that the n-th derivative of Ks,t should
have kernel

K
(n)
s,t (x, y) := t2/3

∫

R

Ai(x+ t2/3r)Ai(y + t2/3r)∂n
s v(s, t, r) dr, (3.3)
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with the convention K
(0)
s,t (x, y) := Ks,t(x, y). Differentiating (3.2) with respect to s we get

∂n
s v(s, t, r) =

(−1)n−1n!e−rt

(s+ e−rt)n+1
. (3.4)

Since (−1)n−1∂n
s v(s, t, r) > 0, Lemma 2.1 applied with J(r, y) = Ai(y + t2/3r)((−1)n−1∂n

s v(s, t, r))
1/2 gives

that (−1)n−1K
(n)
s,t defines a positive trace-class operator on L2(R≥0).

Lemma 3.1. For any n ∈ Z≥0, u ∈ [1,∞] and t > 0, the operator K
(n)
s,t is differentiable in s at each s > 0

in the u-th Schatten norm, with derivative being equal to K
(n+1)
s,t , i.e.,

lim
s′→s

∥∥∥
K

(n)
s′,t −K

(n)
s,t

s′ − s
−K

(n+1)
s,t

∥∥∥
u
= 0.

Proof. Since the Schatten norms decreases in u, without lost of generality we assume u = 1. Fix n ∈ Z≥0

and t > 0, and set Ds,s′ := 1
s′−s (K

(n)
s′,t − K

(n)
s,t ) − K

(n+1)
s,t . Use (3.3) to express the kernel of Ds,s′ as an

integral involving ∂n
s v and ∂n+1

s v, and Taylor expand ∂n
σv(σ, t, r) around σ = s up to the first order, i.e.,

∂n
σv(s

′, r)− ∂n
σv(s, t, r) − (s′ − s)∂n+1

σ v(s, t, r) = 1
2

∫ s′

s
(s′ − σ)∂n+2

σ v(σ, t, r) dσ. We then get

Ds,s′(x, y) = t2/3
∫

R

Ai(x + t2/3r)Ai(y + t2/3r)
( 1

2(s′ − s)

∫ s′

s

(s′ − σ)∂n+2
σ v(σ, t, r) dσ

)
dr

= t2/3
∫

R≥0×R

Ai(x+ t2/3r)Ai(y + t2/3r)sign(s′ − s)1|(s,s′)|(σ)
(s′ − σ)

2(s′ − s)
∂n+2
σ v(σ, t, r) dσdr,

where |(s, s′)| := (s, s′) for s < s′ and |(s, s′)| := (s′, s) for s′ < s.
Our goal is to show that ‖Ds,s′‖1 converges to zero as s′ → s. As seen from (3.4), we have (−1)n+1∂n+2

σ v(σ, t, r) >

0. Applying Lemma 2.1 with J(r, y) = Ai(y + t2/3r)((−1)n+1∂n+2
σ v(σ, t, r))−1/2 gives

‖Ds,s′‖1 = t2/3
∫

R2
≥0

×R

Ai2(x + t2/3r)1|(s,s′)|(σ)
∣∣∣ (s

′ − σ)

2(s′ − s)
∂n+2
σ v(σ, t, r)

∣∣∣dσdxdr, (3.5)

provided that the last integral converges. To check the convergence, recognizing
∫
R≥0

Ai(x + t2/3r)2dx =

Φ(t2/3r) substituting (3.4) into (3.5), bound (σ + e−rt)n+3 ≥ e−(n+3)rt, and | s′−σ
2(s′−s) | ≤ 1

2 ,

(r.h.s. of (3.5)) ≤ 1

2
(n+ 2)!t2/3

∫

R≥0×R

e(n+2)rtΦ(t2/3r)1|(s,s′)|(σ)|dσdr. (3.6)

By Lemma 2.3 with y 7→ ∞, the r.h.s. of (3.6) is finite for each s′ ∈ R≥0. From this and the dominated
convergence theorem, we conclude the desired result ‖Ds,s′‖1 ≤ (r.h.s. of (3.6)) → 0, as s′ → s. �

Applying Lemma 3.1 with u = 1 gives ∂n
s tr(Ks,t) = tr(K

(n)
s,t ). Further, since the operator K

(n)
s,t has

a continuous kernel given in (3.3) and is a trace-class operator, the trace can be written as tr(K
(n)
s,t ) =∫∞

0
K

(n)
s,t (x, x) dx (see Corollary 3.2 in [7]). To evaluate the last integral, insert (3.2) into (3.1) and (3.4) into

(3.3) to get

tr(Ks,t) = t2/3
∫

R

1

1 + 1
s e

−rt
Φ(t2/3r) dr, (3.7)

∂n
s tr(Ks,t) = tr(K

(n)
s,t ) = t2/3

∫

R

(−1)n−1 n! e−rt

(s+ e−rt)n+1
Φ(t2/3r) dr, n ∈ Z>0, (3.8)

where Φ(y) is defined in (2.7). Armed with the expressions (3.7) and (3.8), we now proceed to establish the

desired asymptotics of Ãp(t). Recall from (2.5) Ãp(t) involves an integral over s ∈ [0, 1]. It is convention to
write it as the difference of an integral over s ∈ [0,∞) and over s ∈ [0, 1]:

Ãp(t) = Ap(t)− Âp(t), (3.9)

Ap(t) :=
(−1)n+1

Γ(1− α)

∫ ∞

0

s−α ∂n
s tr(Ks,t) ds, Âp(t) :=

(−1)n+1

Γ(1− α)

∫ ∞

1

s−α ∂n
s tr(Ks,t) ds, (3.10)

where n := ⌊p⌋+ 1 ∈ Z>0 and α := p− ⌊p⌋ ∈ [0, 1).
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Proposition 3.2. Fix any t0, p0 > 0. There exists C = C(t0, p0) > 0 such that for all t ≥ t0 and p ≥ p0,

1
Cp

− 3
2Γ(p+ 1) t−

1
2 e

p3t
12 ≤Ap(t) ≤ Cp−

3
2Γ(p+ 1) t−

1
2 e

p3t
12 , (3.11)

|Âp(t)| ≤ Γ(p+ 1)C. (3.12)

Proof. Fix t0, p0 > 0. To simplify notation, throughout this proof we assume t ≥ t0 and p ≥ p0 and write
C = C(t0, p0). Referring to (2.5) and (3.8), we set

φp,t(s) :=
n!t2/3

Γ(1 − α)
s−α

∫

R

e−rtΦ(t2/3r)

(s+ e−rt)n+1
dr (3.13)

so that Ap(t) =
∫∞
0 φp,t(s)ds and Âp(t) =

∫∞
1 φp,t(s)ds.

To estimate Ap(t) =
∫∞
0 φp,t(s)ds, integrate (3.13) over s ∈ [0,∞) to get

∫ ∞

0

φp,t(s) ds =
n!t2/3

Γ(1− α)

∫

R

e−rtΦ(t2/3r)
( ∫ ∞

0

s−αds

(s+ e−rt)n+1

)
dr.

The inner integral on the right hand side can be identified with the Beta integral. Namely the change of
variable v = s

s+e−rt yields

∫ ∞

0

s−αds

(s+ e−rt)n+1
= enrt+αrt

∫ 1

0

v−α(1 − v)n−1+αdv = enrt+αrtΓ(1− α)Γ(n+ α)

n!
. (3.14)

This then gives
∫∞
0 φp,t(s) ds = t2/3Γ(p + 1)

∫
R
eprtΦ(t2/3r)dr. The asymptotics of last integral is given by

Lemma 2.2 with q 7→ p. From this we conclude the desired estimate (3.11) of Ap(t).

Next we turn to Âp(t) =
∫∞
1 φp,t(s)ds. Integrate (3.13) over s ∈ (1,∞), divide the integral over r ∈

(−∞, 0] and r ∈ [0,∞), and for the former release the integral over s from s ∈ (1,∞) to s ∈ [0,∞). This
gives 0 ≤

∫∞
1

φp,t(s) ds ≤ A1 +A2, where

A1 :=
n!t2/3

Γ(1− α)

∫

[0,∞)×(−∞,0]

s−α e−rtΦ(t2/3r)

(s+ e−rt)n+1
dsdr, A2 :=

n!t2/3

Γ(1− α)

∫

(1,∞)×[0,∞)

s−α e−rtΦ(t2/3r)

(s+ e−rt)n+1
dsdr.

For A1 use (3.14) and then the bound from Lemma 2.3 with q 7→ p and y 7→ 0. We have

A1 = t2/3Γ(p+ 1)

∫ 0

−∞
eprtΦ(t2/3r) dr ≤ t−1/6Γ(p+ 1)C. (3.15)

For A2, use s ≥ 1 to bound s−α 1
(s+e−rt)n+1 ≤ s−n−1 and use the fact that Φ is decreasing (see (2.7)) to

bound Φ(t2/3r) ≤ Φ(0) = C. Together with 1
Γ(1−α) ≤ 1, for α ∈ [0, 1), we have

A2 ≤ C
n!t2/3

Γ(1− α)

∫ ∞

1

s−1−n ds

∫ ∞

0

e−rtdr ≤ (n− 1)!t−1/3C ≤ t−1/3Γ(p+ 1)C. (3.16)

The last inequality follows from the fact that Γ(y) is increasing for y ≥ 1 to bound (n−1)! = Γ(n) ≤ Γ(p+1).
Using t ≥ t0 to bound t−1/6, t−1/3 ≤ C, the bounds (3.15) and (3.16) together gives the desired bound for
(3.12). �

4. Bounds for higher order terms

To goal of this section is to establish bounds on the term Bp,L(t) defined in (2.6). Along the way we will
also justify passing derivatives into sums in (2.4).

Recall from (3.3) and Lemma 3.1 that K
(n)
s,t is the n-th derivative in s of Ks,t. To prepare for subsequent

analysis, we provide bounds on tr(Ks,t) and tr(K
(n)
s,t ).

Lemma 4.1. Recall Uq from (2.10). For any t0 > 0, there exists a constant C(t0) > 0 such that for all
σ ∈ [0,∞], t > t0, and n ∈ Z>0,

∣∣tr(Ke−tσ ,t)
∣∣ ≤ C(t0) exp(tU1(min{

√
σ, 1

2})− tσ), (4.1)
∣∣tr(K(n)

e−tσ ,t)
∣∣ ≤ n! C(t0) exp(tUn(min{

√
σ, n

2 })). (4.2)



12 S. DAS AND L.-C. TSAI

Proof. The starting point of the proof is the explicit expressions (3.7) and (3.8) of the traces. In (3.7), set
s = e−σt and divide the integral into r < σ and r > σ to get

tr(Ke−tσ ,t) = t2/3
( ∫ σ

−∞
+

∫ ∞

σ

)Φ(t2/3r)dr
1 + etσ−tr

:= I1 + I2. (4.3)

For I1 use 1 + etσ−tr ≥ etσ−tr and Lemma 2.3 with q = 1 and y = σ. We have, for all t ≥ t0,

I1 ≤ C(t0) exp(tU1(min{
√
σ, 1

2})− tσ). (4.4)

The second integral I2 can be calculated explicitly by using Airy differential equation, whereby

I2 =

∫ ∞

t2/3σ

Φ(r)dr := g(t2/3σ), g(y) = 1
3 (2y

2Ai(y)2 − 2yAi′(y)2 −Ai(y)Ai′(y)). (4.5)

Using the known |y| ≫ 1 asymptotics of Ai(y) and Ai′(y) (see Equations (1.07), (1.08), and (1.09) in Chapter
11 of [59] for example), we obtain g(y) ≤ Cexp(− 4

3y
3/2) for all y ≥ 0. Using (2.11) we further bound the

exponent − 4
3y

3/2 ≤ U1(min{√y, 1
2})− y for all y ≥ 0. From this we conclude (4.1).

Moving on, similarly to the preceding, in (3.7) we set s = e−σt and divide the integral into r < σ and
r > σ to get

|tr(K(n)

e−tσ ,t)| = n!t2/3
( ∫ σ

−∞
+

∫ ∞

σ

) e−rtΦ(t2/3r)dr

(e−σt + e−rt)n+1
:= J1 + J2.

For J1, use e−σt + e−rt ≥ e−rt and Lemma 2.3 with q = n to get, for t ≥ t0,

J1 ≤
∫ σ

−∞
enrtΦ(t2/3r)dr ≤ n! C(t0) t

−5/6 exp(tUn(min{
√
σ, n

2 })) ≤ n! C(t0) exp(tUn(min{
√
σ, n

2 })).

This gives the desired bound for showing (4.2). As for J2, use e−σt + e−rt ≥ e−σt and the fact that Φ is
non-increasing to get

J2 ≤ et(n+1)σΦ(t2/3σ)

∫ ∞

σ

e−rtdr = t−1etnσΦ(t2/3σ).

Further bounding Φ(y) ≤ Cexp(− 4
3y

3/2) (by (2.9)) gives J2 ≤ t−1
0 exp(tUn(

√
σ)), for all t ≥ t0. From (2.11)

we have Uq(
√
s) ≤ Uq(min{√s, q/2}), for all σ, q > 0. From this we conclude J2 ≤ t−1

0 exp(tUn(min{√s, n2 })),
for all t ≥ t0. This completes the proof of (4.2). �

4.1. Interchange of sum and derivatives. In this subsection, we show that the series
∞∑

L=1

(−1)Ltr(K∧L
s,t ) (4.6)

is infinitely differentiable in s and the derivative can be obtained by taking term-by-term differentiation. To
this end we will use the following standard criterion:

Proposition 4.2. Let fk(s), k ∈ Z>0, be (n + 1) times continuously differentiable functions on s ∈ [0, 1],
where n ∈ Z>0. If the series f(s) :=

∑∞
k=1 fk(s) converges absolutely at each s ∈ [0, 1], and if the absolute

derivative series
∑∞

k=1 | d
j

dsj fk(s)| converges uniformly over bounded intervals in [0, 1], for all j = 1, . . . , n+1,

then f is n-th differentiable for all s ∈ [0, 1] with dj

dsj f(s) =
∑∞

k=1
dj

dsj fk(s), for all j = 1, . . . , n.

The proof of this proposition is standard by applying Dini’s theorem to the sequence
∑k

ℓ=1

∫ s

0
| dj+1

dsj+1 fℓ(s)|ds.
Let us consider first the s derivative of tr(K∧L

s,t ). Recall from (3.3) and Lemma 4.4 that K
(n)
s,t denotes the

n-th s derivative of Ks,t. Fix any orthonormal basis {ei}i≥1 for L2(R≥0) and write

tr(K∧L
s,t ) =

∑

i1<...<iL

〈
ei1 ∧ . . . ∧ eiL ,Ks,tei1 ∧ . . . ∧Ks,teiL

〉
=

∑

i1<...<iL

det
(〈
eik ,Ks,teiℓ

〉)L
k,ℓ=1

. (4.7)

Formally taking ∂n
s in (4.7) and passing (without justification at the moment) the derivatives into the sum

and inner product suggest that the following should hold

∂n
s tr(K

∧L
s,t ) =

∑

i1<...<iL

∑

~m∈M(L,n)

(
n

~m

)
det

(〈
eik ,K

(mℓ)
s,t eiℓ

〉)L
k,ℓ=1

,
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where

M(L, n) :=
{
~m = (m1, . . . ,mL) ∈ (Z≥0)

L : m1 + · · ·+mL = n
}
, (4.8)

(
n

~m

)
:=

n!

m1! · · ·mL!
. (4.9)

We now proceed to justify this formal calculation. Doing so requires an inequality. Recall that ‖·‖2 denotes
the Hilbert–Schmidt norm.

Lemma 4.3. Fix any k ∈ Z>0 and any permutation π ∈ Sk. Let T1, T2, . . . , Tk be self-adjoint Hilbert–
Schmidt operators on a separable Hilbert space H, and let {ei}i≥1 be any orthonormal basis. Then

∑

i1,...,ik∈Z>0

k∏

ℓ=1

∣∣〈eiℓ , Tπ(ℓ)eiπ(ℓ)
〉
∣∣ ≤

k∏

i=1

‖Ti‖2. (4.10)

Proof. It suffices to prove (4.10) for the case when π is a cycle of length k. For general π ∈ Sk, decompose
it into cycles of smaller lengths and apply the result within each cycle. Further, since the r.h.s. of (4.10) is
symmetric in T1, . . . , Tk, we may assume without loss of generality π = (12 . . . k). Under this assumption
the l.h.s. of (4.10) becomes

∑

i1,...,ik∈Z>0

k∏

ℓ=1

∣∣〈eiℓ , Tℓ+1eiℓ+1
〉
∣∣, (4.11)

with the convention Tk+1 := T1 and eik+1
:= ei1 .

Let |·|H denote the norm of the Hilbert space H . Apply the Cauchy–Schwarz inequality in (4.11) over the
sum i2 ∈ Z>0, and within the result recognize (

∑
i2
|〈ei1 , T2ei2〉|2)1/2 = |T2ei1 |H and (

∑
i2
|〈ei2 , T3ei3〉|2)1/2 = |T3ei3 |H .

We have

l.h.s. of (4.11) ≤
∑

i1,i3,...,ik

∣∣T2ei1
∣∣
H

∣∣T3ei3
∣∣
H

k∏

ℓ=4

∣∣〈eiℓ , Tℓ+1eiℓ+1
〉
∣∣.

Next apply the Cauchy-Schwarz inequality over the sum i3 ∈ Z>0. Within the result recognize (
∑

i3
|T3ei3 |2H)1/2 =

‖T3‖2 and (
∑

i3
|〈ei3 , T4ei4〉|2)1/2 = |T4ei4 |H . We have

l.h.s. of (4.11) ≤
∑

i1,i4,...,ik

∣∣T2ei1
∣∣
H

∥∥T3ei3
∥∥
2

∣∣T4ei4
∣∣
H

L∏

ℓ=5

∣∣〈eiℓ , Tℓ+1eiℓ+1
〉
∣∣.

Continue this procedure through ij , j = 4, . . . , k. Each application of the the Cauchy-Schwarz inequality
turns the preexisting |Tjeij |H into ‖Tj‖2 and produces |Tj+1eij+1 |H . Finally, after the j = k step, an
application of the Cauchy–Schwarz inequality over i1 turns |T2ei1 |H and |T1ei1 |H into ‖T2‖2 and ‖T1‖2. �

Lemma 4.4. Let M(L, n) be in (4.8). Fix L ∈ Z>0, and fix any orthonormal basis {ei}i≥1 for L2(R≥0).
For any t > 0, the function s 7→ tr(K∧L

s,t ) is infinitely differentiable at each s ∈ [0, 1], with

∂n
s tr(K

∧L
s,t ) =

∑

i1<...<iL

∑

~m∈M(L,n)

(
n

~m

)
det

(〈
eik ,K

(mℓ)
s,t eiℓ

〉)L
k,ℓ=1

, (4.12)

where the r.h.s. converges absolutely uniformly over [0, 1] ∋ s.

Proof. First, by the product rule of calculus we have

∂n
s det

(〈
eik ,Ks,teiℓ

〉)L
k,ℓ=1

=
∑

~m∈M(L,n)

(
n

~m

)
det

(
∂mℓ
s

〈
eik ,Ks,teiℓ

〉)L
k,ℓ=1

.

By Lemma 3.1 for u = ∞, the derivatives on the r.h.s. can be passed into the inner product to give

∂n
s det

(〈
eik ,Ks,teiℓ

〉)L
k,ℓ=1

=
∑

~m∈M(L,n)

(
n

~m

)
det

(〈
eik ,K

(mℓ)
s,t eiℓ

〉)L
k,ℓ=1

. (4.13)

We wish to apply Proposition 4.2 with {fk}∞k=1 being an enumeration of {det(
〈
eik ,Ks,teiℓ

〉
)Lk,ℓ=1}i1<...<iL .

The series in (4.7) converges absolutely for each s ∈ [0, 1] (with t ∈ (0,∞) fixed) because K∧L
s,t is trace-class.
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Given the identity (4.13) for the derivative series, it suffices to prove that the r.h.s. of (4.12) converges

absolutely and uniformly over [0, 1] ∋ s. To this end, apply Lemma 4.3 with k = L and Ti = K
(mi)
s,t to get

∑

i1<...<iL

∑

~m∈M(L,n)

(
n

~m

)∣∣∣ det
(〈
eik ,K

(mℓ)
s,t eiℓ

〉)L
k,ℓ=1

∣∣∣ ≤ L!
∑

~m∈M(L,n)

(
n

~m

) L∏

ℓ=1

∥∥K(mℓ)
s,t

∥∥
2
.

Recall that (−1)m−1K
(m)
s,t is a positive trace-class operator, whereby ‖K(m)

s,t ‖2 ≤ ‖K(m)
s,t ‖1 = |tr(K(m)

s,t )| and
∑

i1<...<iL

∑

~m∈M(L,n)

(
n

~m

) ∣∣∣det
(〈
eik ,K

(mℓ)
s,t eiℓ

〉)L
k,ℓ=1

∣∣∣ ≤ L!
∑

~m∈M(L,n)

(
n

~m

) L∏

ℓ=1

∣∣tr(K(mℓ)
s,t )

∣∣. (4.14)

The bounds from Lemma 4.1 guarantee that the r.h.s. of (4.14) converges uniformly over [0, 1] ∋ s, for fixed
t > 0. �

We now consider the s derivative of the series (4.6).

Proposition 4.5. Let M(L, n) be in (4.8). For ~m ∈ M(L, n), set ~m>0 := {k : mk > 0} ⊂ {1, . . . , L} and
let |~m>0| denotes the cardinality. For any t > 0, the series (4.6) is infinitely differentiable in s ∈ [0, 1], with

∂n
s

( ∞∑

L=1

(−1)Ltr(K∧L
s,t )

)
=

∞∑

L=1

(−1)L ∂n
s tr(K∧L

s,t ), (4.15)

∣∣∂n
s tr(K

∧L
s,t )

∣∣ ≤
∑

~m∈M(L,n)

(
n

~m

)
(|~m>0|)!

(L− |~m>0|)!

L∏

k=1

∣∣tr(K(mk)
s,t )

∣∣. (4.16)

Proof. We will appeal to Proposition 4.2, with the choice fL(s) = (−1)Ltr(K∧L
s,t ). Doing so requires bounds

on the derivatives series, which we achieve by using Lemma 4.4. This lemma holds for any orthonormal
basis, and here, with Ks,t being compact and symmetric, we specialize to the eigenbasis of Ks,t. Let {vi}i≥1

be an orthonormal basis of Ks,t, with eigenvalue λi. Indeed vi and λi depend on s, t, but we omit such
dependence since in the subsequent analysis we will not vary s, t. Expand the determinant in (4.12) into a
sum of permutations, and specialize to ei = vi:

∂n
s tr(K

∧L
s,t ) =

∑

i1<...<iL

∑

~m∈M(L,n)

(
n

~m

) ∑

π∈SL

sign(π)

L∏

k=1

〈
vik ,K

(mπ(ik))

s,t viπ(ik)

〉
. (4.17)

Recall the conventionK
(0)
s,t := Ks,t. Because of the eigenrelationKs,tvi = λivi, the product in (4.17) vanishes

unless π(r) = r for all r ∈ {k : mk = 0}. Such permutations can be reduced to permutations on the set
~m>0 ⊂ {1, . . . , L}, and we let S(~m>0) denote the subgroup of all such reduced permutations. The preceding
discussion brings (4.17) to

∂n
s tr(K

∧L
s,t ) =

∑

i1<...<iL

∑

~m∈M(L,n)

(
n

~m

) ∏

k:mk=0

λik

∑

π∈S(~m>0)

sign(π)
∏

k∈~m>0

〈
vik ,K

(mπ(ik))

s,t viπ(ik)

〉
.

To bound this expression, take absolute value and pass it into the sum and products on the r.h.s., bound
the ordered sum

∑
i1<...<iL

by the symmetrized sum 1
(L−|~m>0|)!

∑
ik:mk=0

∑
iℓ:ℓ∈~m>0

, and then use
∑

i |λi| =
∑

i λi = tr(Ks,t) = tr(K
(0)
s,t ). We have

∣∣∂n
s tr(K

∧L
s,t )

∣∣ ≤
∑

~m∈M(L,n)

(
n

~m

)
1

(L− |~m>0|)!
tr(K

(0)
s,t )

L−|~m>0|
∑

π∈S(~m>0)

∑

iℓ:ℓ∈~m>0

∏

ℓ∈~m>0

∣∣〈viℓ ,K
(mπ(iℓ)

)

s,t viπ(iℓ)

〉∣∣.

Now apply Lemma 4.3 with k 7→ |~m>0| and with the Ti’s being the K
(mk)
s,t ’s, and use ‖K(m)

s,t ‖2 ≤ ‖K(m)
s,t ‖1 =

|tr(K(m)
s,t )|. We further obtain

∣∣∂n
s tr(K

∧L
s,t )

∣∣ ≤
∑

~m∈M(L,n)

(
n

~m

)
(|~m>0|)!

(L − |~m>0|)!

L∏

k=1

∣∣tr(K(mk)
s,t )

∣∣. (4.18)

This is exactly (4.16).



FRACTIONAL MOMENTS OF THE SHE 15

The bounds from Lemma 4.1 ensure that
∏L

k=1 |tr(K
(mk)
s,t )| ≤ C(t, n)L, for all s ∈ [0, 1]. Given this, it

is straightforward to verify that, when summed over L ≥ 1, the r.h.s. of (4.18) converges uniformly over
[0, 1] ∋ s, for fixed t, n. Proposition 4.2 applied with fL(s) = (−1)Ltr(K∧L

s,t ) completes the proof. �

4.2. Bounds. The goal of this subsection is to bound the term Bp,L(t), defined in (2.6). Recall M(L, n)
from (4.8). Referring to (2.6) and (4.16), we see that

|Bp,L(t)| ≤
1

Γ(1− α)

∑

~m∈M(L,n)

(
n

~m

)
(|~m>0|)!

(L− |~m>0|)!

L∏

k=1

∫ 1

0

s−α
∣∣tr(K(mk)

s,t )
∣∣ ds. (4.19)

In view of (4.19), we first establish

Proposition 4.6. Fix any t0, p0 > 0. There exists a constant C = C(t0, p0) > 0 such that for all t > t0,
p ≥ p0, L ≥ 2, and ~m = (m1, . . . ,mL) ∈ M(L, n),

1

Γ(1− α)

∫ 1

0

s−α
L∏

j=1

|tr(K(mj)
s,t )|ds ≤ n · n! CL t

1
2 e

p3t
12 −κpt. (4.20)

where n := ⌊p⌋+ 1 and α := p− ⌊p⌋ and κp := min{ 1
6 ,

p3

16}.
Proof. Fix L ≥ 2, p ≥ p0, ~m = (m1, . . . ,mL) ∈ M(L, n). To simplify notation, throughout this proof we
assume t ≥ t0 and p ≥ p0, and write C = C(t0, p0). Set

I :=
1

Γ(1− α)

∫ 1

0

s−α
L∏

j=1

|tr(K(mj)
s,t )|ds (4.21)

and |~m>0| := r. Assume without loss of generality 0 < m1, . . . ,mr and mr+1 = · · · = mL = 0. Our goal is
to bound I. In (4.21), perform a change of variable s = e−tσ, apply the bounds from Lemma 4.1, and recall
Uq from (2.10). We have, for all t ≥ t0,

I ≤ CL

Γ(1− α)

∫ ∞

0

etσα
(
CetU1(min{√σ, 12}−tσ)

)L−r

·
r∏

j=1

(mj)!e
tUmj

(min{√σ,
mj
2 }) · te−tσdσ, (4.22)

Given that m1 + . . . + mL = n we have
∏r

j=1(mj)! ≤ n!. Apply this bound in (4.22), and combine the

exponential functions in the integrand together to get exp(tM(σ)), where

M(σ) := (α− L+ r − 1)σ + (L− r)U1(min{
√
σ, 1

2}) +
r∑

j=1

Umj(min{
√
σ,

mj

2 }). (4.23)

We arrive at

I ≤ tCLn!

Γ(1− α)

∫ ∞

0

etM(σ) dσ. (4.24)

Our next step is to bound the exponent M(σ), which we do in several different cases.

(1) When σ ∈ [0, 1
4 ].

Recall from (2.10) that Uq(x) is increasing on x ∈ [0, q/2]. Hence, for σ ≤ 1
4 , the ‘min’ operators in (4.23)

always pick up
√
σ, whence M(σ) simplifies into M(σ) = pσ− 4L

3 σ3/2 := g1(σ). This function g1 achieves its

maximum p3

12L2 at σ = p2

4L2 . Further, g1(σ)− p3

12L2 = − 1
3 (
√
σ− p

2L )
2(p+4L

√
σ) ≤ − p

3 (
√
σ− p

2L )
2. This gives

M(σ) ≤ p3

12L2 − p
3 (
√
σ − p

2L)
2. (4.25)

(2) When r ≥ 2 and σ ∈ (14 ,∞).

In this case, referring to (2.10), we see U1(min{√σ, 1
2}) = U1(

1
2 ) =

1
12 . Hence M(σ) simplifies into M(σ) =

σ(α − 1) − (L − r)(σ − 1
12 ) +

∑r
j=1 Umj(min{√σ, 1

2mj}). Forgo the negative term −(L − r)(σ − 1
12 ) and

use (2.11) to bound Umj (min{√σ, 1
2mj}) ≤ 1

12m
3
j . We have

M(σ) ≤ σ(α − 1) +
∑r

j=1

1
12m

3
j . (4.26)



16 S. DAS AND L.-C. TSAI

Recall that m1 + . . .+mr = n. The cubic sum in (4.26) tends to be larger when mass concentrates on fewer
mi’s. Under the current assumption r ≥ 2, it is conceivable that the cubit sum is at most (n − 1)3 + 13.
To prove this, write m3

1 + . . . + m3
n ≤ m3

1 + (m2 + · · · + mn)
3 = m3

1 + (n − m1)
3, and note that the last

expression, as a function of m1 ∈ [1, n− 1], reaches its maximum at m1 = 1, (n − 1). Using this bound on
the cubic sum we have

M(σ) ≤ σ(α− 1) + 1
12 ((n− 1)3 + 1). (4.27)

(3) When r = 1 and σ ∈ (n
2

4 ,∞).
Under current assumptions, using (2.11) we see that

M(σ) = σ(α − L) +
n3 + L− 1

12
. (4.28)

(4) When r = 1, σ ∈ (14 ,
n2

4 ], and p > L.

When r = 1 and σ > 1
4 , the exponent M(σ) takes the form

M(σ) = σ(α− L) + 1
12 (L− 1) + Un(

√
σ) = σ(n+ α− L) + 1

12 (L − 1)− 4
3σ

3/2 =: g2(σ). (4.29)

Differentiating in σ shows that g2 reaches its maximum 1
12 (p − L + 1)3 + 1

12 (L − 1) at σ = (p − L + 1)2/4.

Further g2(σ)− (p−L+1)3

12 − L−1
12 = − 1

3 (
√
σ− p−L+1

2 )2(p−L+1+4
√
σ). Using the current assumption p > L

to bound (p− L+ 1 + 4
√
σ) ≥ 1 we get

M(σ) ≤ (p−L+1)3

12 + L−1
12 − 1

3 (
√
σ − p−L+1

2 )2. (4.30)

(5) When r = 1, σ ∈ (14 ,
n2

4 ], and p ≤ L.
Here we also have the expression (4.29) of M(σ). Under the current assumption p ≤ L. Differentiating in σ

shows that g2 is decreasing on s ∈ (14 ,
n2

4 ]. Further g2(σ)− g2(
1
4 ) = (p−L+1)(σ− 1

4 )− 4
3 (σ

3/2− 1
8 ). Use the

current assumptions to bound (p−L+1)(σ− 1
4 ) ≤ (σ− 1

4 ). We get g2(σ)− g2(
1
4 ) ≤ (σ− 1

4 )− 4
3 (σ

3/2 − 1
8 ) =

− 1
3 (1 + 4

√
σ)(

√
σ − 1

2 )
2. Further bound − 1

3 (1 + 4
√
σ) ≤ 1. Together with g2(

1
4 ) =

3p−2L
12 , we have

M(σ) ≤ 1
12 (3p− 2L)− (

√
σ − 1

2 )
2. (4.31)

Now, in each of the preceding case, use the respective bound (4.25), (4.27), (4.28), (4.30), or (4.31) to
bound the integral

∫
A etM(σ)dσ on the relevant range A. For the resulting integral,

(1) perform a change of variable
√
σ 7→ u, which introduces a factor 2u; bound this factor by 2 · 1

2 , release the

range of integration from u ∈ (0, 1
2 ) to u ∈ R, and evaluate the resulting integral.

(2) evaluate the resulting integral.
(3) evaluate the resulting integral.
(4) perform a change of variable

√
σ 7→ u, which introduces a factor 2u; bound this factor by 2u ≤ n, release

the range of integration from u ∈ (12 ,
n
2 ) to u ∈ R, and evaluate the resulting integral.

(5) perform a change of variable
√
σ 7→ u+ 1

2 , which introduces a factor 2u+ 1; release the range of integration

from u ∈ (0, n−1
2 ) to u ∈ R≥0, and evaluate the resulting integral.

This gives the following bound on
∫
A etM(σ)dσ on the relevant region A:

(1) C p−
1
2 t−

1
2 exp(t p3

12L2 ))

(2) C t−1(1− α)−1 exp(t( (n−1)3+1
12 − 1−α

4 ))

(3) C t−1(L− α)−1 exp(t( (n
3+L−1)
12 − n2(L−α)

4 ))

(4) C t−
1
2n exp( t

12 ((p− L+ 1)3 + (L− 1)))

(5) C (t−1 + t−1/2) exp( t
12 (3p− 2L))

Our goal is to have the exponent strictly less that tp
3

12 .

(1) Since L ≥ 2 we have p3

12L2 ≤ p3t
12 − p3

16 .
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(2) Under the current assumption r ≥ 2 forces n ≥ 2, and p ≥ 1 and hence

(n−1)3+1
12 − 1−α

4 = p3

12 − (p(n−1)−1)α
4 − α3

12 − 1
6 ≤ p3

12 − 1
6 .

(3) The exponent in (3) therein is decreasing in L. This gives

n3+L−1
12 − n2(L−α)

4 ≤ n3+1
12 − n2(2−α)

4 = p3

12 − (1−α)2(p+2n)
12 − 3n2−1

12 ≤ p3

12 − 1
6 .

(4) View the exponent in (4) as a function g3(x) :=
1
12 ((p− x)3 + x) of x := L− 1. Under the relevant

assumption p ≥ L and 2 ≤ L, differentiating g3 show that g3 is maximized at x = 1. This gives
1
12 ((p− L+ 1)3 + (L− 1)) ≤ g3(1) =

1
12 (p

3 − 3p2 + 3p) ≤ 1
12 (p

3 − 6).

(5) Use L ≥ 2 to bound 1
12 (3p− 2L) ≤ 1

12 (3p− 4). For p ≥ 0, the last expression is always bounded by
p3

12 − 1
6 , which gives 1

12 (3p− 2L) ≤ p3

12 − 1
6 .

Collect the preceding discussion and refer back to (4.24). We arrive at

I ≤ e
p3t
12 CL n!

Γ(1− α)

(
p−

1
2 t

1
2 e−

p3t
16 +

e−
t
6

(1− α)
+ e−

t
6 + nt

1
2 e−

t
2 + (1 + t

1
2 )e−

t
6

)
.

Further apply the bounds p−
1
2 ≤ p

− 1
2

0 = C, 1
Γ(1−α) ≤ C, and 1

(1−α)Γ(1−α) ≤ C, for all α ∈ [0, 1). We conclude

the desired result. �

Proposition 4.7. Fix any t0, p0 > 0. Recall Bp,L(t) from (2.6). There exists a constant C = C(t0, p0) > 0
such that for all t > t0 and p ≥ p0,

∑

L≥2

|Bp,L(t)| ≤ n · (n!)2 (nC)n t 1
2 e

p3t
12 −κpt, (4.32)

where n := ⌊p⌋+ 1 and α := p− ⌊p⌋, and κp := min{ 1
6 ,

p3

16}.

Proof. Multiply both sides of (4.16) by s−α, integrate the result over s ∈ [0, 1], and apply the bound (4.20).
We get, for C = C(t0, p0),

l.h.s. of (4.32) ≤ (n+ 1)! t
1
2 e

p3t
12 −κpt

∑

L≥2

∑

~m∈M(L,n)

(
n

~m

)
(|~m>0|)!CL

(L− |~m>0|)!

Within the last expression, use |~m>0| ≤ n to bound (|~m>0|)!
(L−|~m>0|)! ≤

n!
((L−n)+)! , and evaluate the sum

∑
~m∈M(L,n)

(
n
~m

)
=

Ln. This gives

l.h.s. of (4.32) ≤ n · (n!)2 t 1
2 e

p3t
12 −κpt

∑

L≥2

LnCL

((L − n)+)!
. (4.33)

In the sum in (4.33), bound Ln ≤ (2n+(L−2n)+)
n ≤ 2n(2n)n+2n((L−2n)+)

n, use ((L−2n)+)n

((L−n)+)! ≤ 1
((L−2n)+)! ,

and evaluate the resulting series. The result shows that the sum in (4.33) is bounded by (nC)n. This
completes the proof. �

5. Proof of Theorem 1.2 and Theorem 1.2(a)*

We begin with the proof of Theorem 1.2(a)*. Lemma 4.4 justifies the passing of derivatives in (2.4). Recall

the definition of Ãp(t), Bp,L(t), L ≥ 2, and Bp,1(t) from in (2.5), (2.6), and (2.2), we have E[(Z(2t, 0)e
t
12 )p] =

Ãp(t) +
∑

L≥1 Bp,L(t). Further, recall from (3.9) that Ãp(t) = Ap(t)− Âp(t), so

E
[
(Z(2t, 0)e

t
12 )p

]
= Ap(t)− Âp(t) +

∑

L≥1

Bp,L(t).

Given the bound (2.3) and the bounds from Propositions 3.2 and 4.7, Theorem 1.2(a)* now follows for

Bp(t) := −Âp(t) +
∑

L≥1 Bp,L(t).

Next, Theorem 1.2(a) follows immediately from Theorem 1.2(a)*. It now remains only to show Theo-
rem 1.2(b). We will establish the large deviation upper and lower bound separately. To simplify notation set
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Vt := H(2t, 0) + t
12 . Fix y > 0. Markov’s inequality gives P[Vt ≥ ty] ≤ e−pyE[epVt ]. Apply Theorem 1.2(a),

take logarithm, and divide by t. We obtain, for all p > 0,

lim sup
t→∞

1
t logP

[
Vt ≥ ty

]
≤ −py + 1

12p
3. (5.1)

Minimizing the right side of (5.1) over p > 0, we obtain the desired large deviation upper bound

lim sup
t→∞

1
t logP[Vt ≥ ty

]
≤ − 4

3y
3/2.

For lower bound we employ the standard change-of-measure argument and utilize the strict convexity of

the function 1
12p

3, p > 0. Fix ε > 0, set q∗ := 2(y + ε)1/2, and let Ṽt denote the random variable with the

tilted law P[Ṽt ∈ A] = 1
E[eq∗Vt ]

E[eq∗Vt1{A}(Vt)]. We write

P[Vt ≥ ty] = E[e−q∗Ṽt1{Ṽt≥ty}] ·E[eq∗Vt ] ≥ e−tq∗(y+2ε)E[eq∗Vt ]P
[
Ṽt ∈ [ty, t(y + 2ε)]

]
. (5.2)

Our goal is to show that limt→∞ P[Ṽt ∈ [ty, t(y+2ε)]] = 1. To this end, for λ ∈ (0, q∗) bound the complement
probability by Markov’s inequality as

P
[
Ṽt < ty

]
≤ eλtyE[e−λṼt ] = eλty

E[e(q∗−λ)Vt ]

E[eq∗Vt ]
,

P
[
Ṽt > t(y + 2ε)

]
≤ e−λt(y+2ε)E[eλṼt ] = e−λt(y+2ε)E[e(q∗+λ)Vt ]

E[eq∗Vt ]
.

Take log, divide the result by t, and apply Theorem 1.2(a). We obtain

lim sup
t→∞

1
t logP

[
Ṽt < ty

]
≤ yλ+ 1

12 (q∗ − λ)3 − 1
12q

3
∗, (5.3)

lim sup
t→∞

1
t logP

[
Ṽt > t(y + 2ε)

]
≤ −(y + 2ε)λ+ 1

12 (q∗ + λ)3 − 1
12q

3
∗. (5.4)

Now, view the r.h.s. of (5.3) and (5.4) as functions of λ ∈ (−q∗, q∗). It is readily checked that these functions
are strictly convex, zero at λ = 0, and has negative derivative at λ = 0. Hence there exists a small
enough λ∗ = λ∗(ε, y) > 0 such that the r.h.s. of (5.3) and (5.4) are negative for λ = λ∗. This gives

limt→∞ P[Ṽt ∈ [ty, t(y+2ε)]] = 1. Use this in (5.2), take log, divide the result by t, and apply Theorem 1.2(a)
to get

lim inf
t→∞

1
t logP[Vt ≥ ty

]
≥ −q∗(y + 2ε) + 1

12q
3
∗ = − 4

3 (y + ε)3/2 − 2ε(y + ε)1/2.

Since ε > 0 was arbitrary, sending ε → 0 gives the desired large deviation lower bound.
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