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A suite of quantum embedding methods have recently been developed where the Schmidt decomposition is
applied to the full system wavefunction to derive basis states that preserve the entanglement between the
fragment and bath. The quality of these methods can depend heavily on the quality of the initial full system
wavefunction. Most of these methods, including bootstrap embedding (BE) [J. Chem. Phys., 145, 074102,
(2016)], start from a spin-restricted mean-�eld wavefunction (call this RBE). Given that spin-unrestricted
wavefunctions can capture a signi�cant amount of strong correlation at the mean-�eld level, we suspect that
starting from a spin-unrestricted mean-�eld wavefunction will improve these embedding methods for strongly
correlated systems. In this work, BE is generalized to an unrestricted Hartree-Fock (UHF) bath (call this
UBE) and UBE is applied to model hydrogen ring systems. UBE's improved versatility over RBE is utilized
to calculate high spin symmetry states that were previously unattainable with RBE. Ionization potentials,
electron a�nities, and spin-splittings are computed using UBE with accuracy on par with spin-unrestricted
coupled cluster singles and doubles (CCSD). Even for cases where RBE is viable, UBE converges more reliably.
We discuss the limitations or weaknesses of each calculation and how improvements to RBE and DMET these
past few years can also improve UBE.

I. INTRODUCTION

The development of correlated quantum chemical
methods with su�cient accuracy and feasible e�ciency
remains an active area of research. Mean-�eld methods
such as spin-restricted1 and spin-unrestricted2 Hartree-
Fock (RHF and UHF) and density functional theory3,4

(DFT) scale favorably with system size and thus, are
popular for large systems.5 The limitations of DFT for
the exploration of materials are known,6 motivating a
need for more accurate, correlated methods. Popular
�rst principle methods that capture electron correlation
include con�guration interaction (CI)7 and coupled clus-
ter (CC),8 and the excited state variant of equation-of-
motion CC (EOM-CC),9 which has seen many applica-
tions in larger molecules10 and solids.11 However, these
methods still scale steeply with system size, motivating
the search for faster scaling methods.
An appealing compromise between the accuracy of

these methods and low computational scaling are quan-
tum embedding methods. In a quantum embedding
method, the total degrees of freedom of the system are
divided into a subset of important degrees, called the
fragment, and a subset of the remaining degrees, called
the bath. The fragment contains fewer degrees of free-
dom than the full system and can be treated with a high
level of theory in less computer time. The bath, as well
as the interaction between the fragment and bath, can be
treated at a lower level of theory. A whole suite of dif-
ferent embedding methods have been designed with this
philosophy in mind. One approach are projection based
embedding methods12 which include wavefunction the-

a)Electronic mail: tvan@mit.edu

ory (WFT)-in-DFT embedding12�14 and DFT-in-DFT
embedding.15�17

In this work, we focus on embedding methods derived
from the Schmidt decomposition.18 Seminal works on this
type of embedding were on density matrix embedding
theory (DMET) that proved to be e�ective for strongly
correlated systems.19,20 A variety of methods also based
on the Schmidt decomposition have arisen since then
including density embedding theory (DET),21,22 pro-
jected site-occupation embedding theory (P-SOET),23

and bootstrap embedding theory (BE).24,25 The philos-
ophy behind all of these theories is to derive bath states
that preserve the entanglement between fragment and
bath. These bath states are obtained from the Schmidt
decomposition of the full system wavefunction for the
electronic state of interest. Unless this wavefunction is
the true wavefunction, the derived bath states capture
less than the true entanglement between fragment and
bath. Typically, the bath states are derived from a mean-
�eld solution to the full system Hamiltonian and cannot
provide a complete description of the entanglement. Each
method has its own algorithm for improving upon the ini-
tial, approximate entanglement obtained from the system
wavefunction.

These methods have seen a wide array of successful ap-
plications. DMET in its original papers found success on
model systems and simple atomic lattices in 1D19�21,26,27

and in 2D.19,28�32 Since then, DMET has been applied
to chemical systems to study chemical reactions,32 bond
dissociation,33,34 non-equilibrium dynamics,35, and sim-
ple solids with periodic boundary conditions.22,34,36,37

While most of the literature has been focused on ground
state electronic structure calculations, excited state vari-
ants have also been explored.30,38�40 DMET methods
fragment the system into a rigid set of non-overlapping
fragments that leads to ambiguity in fragment choices
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and slow convergence with fragment size.32 BE24,25,41�44

addresses these issues by partitioning the system into a
more �exible set of overlapping fragments, which can be
chosen in a black-box manner,43 and introduces a new set
of inter-fragment matching conditions to improve con-
vergence. BE has been applied to 1D and 2D model
systems24,25,41 and molecular systems.42,43 Recently, we
have implemented a more e�cient BE scheme to apply
BE to large molecular systems with comparable accuracy
to other linear scaling electronic structure methods.44

Given the widespread success of these methods, devel-
opments have focused on improving their accuracy and
applicability. As mentioned earlier, one source of error
arises from the approximations applied to solve the sys-
tem Hamiltonian and obtain the system wavefunction
used for the Schmidt decomposition. Some work has been
done in improving the initial system wavefunction, thus
improving the approximate fragment-bath entanglement
contained in the derived bath states. A vast majority of
the literature uses RHF baths but bath states have also
been derived from Kohn-Sham determinants,23 Hartree-
Fock-Bogoliubov determinants,28 antisymmetrized gem-
inal power functions,26 and block product states.31,38

Most of these developments used spin-restricted mean-
�eld solutions, however a few works have explored spin-
unrestricted solutions, namely UHF.22,27 Ionization po-
tentials (IP) and electron a�nities (EA),45,46 as well as
spin-splittings and excited states in general,47,48 are key
properties that must be understood for the discovery and
application of many catalytic and semiconductor materi-
als, for example. It is known that spin-restricted mean-
�eld methods are inadequate to accurately calculate these
properties.47 Moreover, studies have shown that corre-
lated electronic structure methods provide signi�cant im-
provement for these calculations when compared to non-
correlated methods.48 Given this, Schmidt decomposition
based embedding methods could �nd much success in cal-
culating IPs, EAs, and spin-splittings. However, these
calculations are impossible without a spin-unrestricted
bath and have never been done for molecules.
In this work, we seek to �ll this void by adapting the

BE method to start from a spin symmetry broken UHF
solution, from which the fragment-bath entanglement can
be approximated. We denote this method as unrestricted
BE (UBE) as opposed to restricted BE (RBE), or BE
starting from an RHF solution as in all previous works.
We present here an implementation of UBE for molecules
and demonstrate its use in computing IP/EA and excited
state triplet energies in strongly correlated molecular sys-
tems.
This paper is organized as follows. Section II sum-

marizes the theory required for UBE. We brie�y re-
view the Schmidt decomposition for unrestricted deter-
minants, which has been covered in more detail in pre-
vious literature.22,27 The BE procedure is also summa-
rized, emphasizing key di�erences between UBE and
RBE and the remaining details can be found in previ-
ous literature.24 In Section III, we detail the H12 sym-

metric hydrogen ring system used for the calculations.
We suspect UBE to be most applicable to strongly corre-
lated systems and this system in a minimal basis serves
as a model molecular system for this limit. In Section
IV, we highlight the improved functionality of UBE cal-
culations by computing the IP/EA and triplet energies
of H12, which were previously unattainable with RHF
based Schmidt decomposition embedding methods. We
also calculate the singlet energies of the neutral, dica-
tionic, and dianionic species to contrast RBE and UBE.
We compare our results against RBE (whenever possible)
and unrestricted CC with single and double excitations
(CCSD). We �nd that even for cases where RBE cal-
culations are possible, UBE converges where RBE fails.
Moreover, UBE consistently performs on par with CCSD.
In Section V, we summarize our �ndings and discuss po-
tential directions to improve UBE in terms of applica-
bility and e�ciency, many of which have already been
implemented for DMET and RBE.

II. THEORY

The Schmidt decomposition of unrestricted
determinants22,27 and BE24,25,42�44 have been cov-
ered in previous works and the reader should refer to
those works for more detail. In this section, we provide a
brief review of these elements. We emphasize di�erences
between UBE and RBE.

A. Schmidt Decomposition for Unrestricted Determinants

For a chemical system we have the following Hamilto-
nian.

Ĥ =
∑
σ

N∑
µν

hσµν ĉ
σ†
µ ĉ

σ
ν +

1

2

∑
στ

N∑
µνλη

V στµνλη ĉ
σ†
µ ĉ

τ†
λ ĉ

τ
η ĉ
σ
ν (1)

where µ, ν, λ, η iterate over all N spatial orbitals and σ, τ
iterate over α and β spins. hσµν and V στµνλη are the one
and two electron integrals respectively. ĉσ†µ (ĉσµ) is the
creation (annihilation) operator for spatial orbital µ with
spin σ.
The Schmidt decomposition49 in the context of a

site basis (such as local and orthonormal orbitals for
molecules) allows us to take a Hilbert space divided into
a fragment subspace (call it A) and corresponding bath
subspace and write the system wavefunction, which can
be any general wavefunction not limited to mean-�eld
wavefunctions, as

|Ψ〉 =
NA∑
p=1

λAp
∣∣fAp 〉⊗ ∣∣bAp 〉 (2)

where
∣∣fAp 〉 are states that span the Hilbert space of the

fragment, denoted as fragment states, and
∣∣bAp 〉 are states
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within the Hilbert space of the corresponding bath, de-
noted as bath states. The advantage of the Schmidt de-
composition is that the sum only goes up to the smaller
number between the number of fragment and bath states,
which is usually the number of fragment states and we
denote it NA. Only states in the bath space with entan-
glement (λp 6= 0, 1) are kept in this decomposition.
Although the Schmidt decomposition can be applied

to any state, the Schmidt decomposition for a correlated
wavefunction must be written in terms of many electron
states, which is a great computational burden. In the spe-
ci�c case of a mean-�eld determinant though, the states
spanning the fragment and bath can be simpli�ed from a
many electron state to a set of one electron states derived
from the mean �eld determinant.
Solving the full system Hamiltonian in Equation (1)

at the UHF level yields the spin-unrestricted determi-
nant |ΨUHF〉 with N×N coe�cient matrices Cα and Cβ

representing the transformation of the starting basis, in
our case a set of orthonormal local orbitals (LOs) ob-
tained from symmetrically orthogonalizing56 the atomic
orbitals, into the molecular orbitals (MOs) for each spin
component. We can divide the coe�cient matrices into
an occupied and virtual component.

Cσ =

[
Cσ

occ

∣∣∣∣∣Cσ
vir

]
(3)

In what follows, we will perform the Schmidt decom-
position for a given fragment (call it A) on the occupied
MOs. We partition our system of LOs into LOs which
lie in A and LOs outside of A. The Schmidt decompo-
sition �nds a unitary rotation of all LOs such that there
are at most NA orbitals outside of A with non-zero over-
lap with the orbitals in A. Conceptually, although this
unitary rotation does not a�ect the properties and ob-
servables of the wavefunction, it allows us to factorize
the wavefunction into a part that includes the fragment
and all orbitals with nonzero overlap and entanglement
with the fragment and a part that is unentangled from
the fragment. The philosophy behind Schmidt decom-
position based methods is to recover correlation by per-
forming a correlated calculation within the orbital space
of �rst part.
In more detail, we de�ne a partitioning A and we par-

tition the occupied coe�cient matrix for each spin com-
ponent into the rows corresponding to LOs in A (CAσ

occ;f)
and LOs outside of A (CAσ

occ;b).

Cσ
occ =

[
CAσ

occ;f

CAσ
occ;b

]
(4)

The overlap or entanglement is measured through the
singular value of these coe�cient matrices. We perform
a singular value decomposition on the occupied fragment
and occupied bath component of the coe�cient matrix

to obtain

CAσ
occ;f = UAσ

f ΣAσf VAσT
f

CAσ
occ;b = UAσ

b ΣAσb VAσT
b

(5)

For a UHF determinant, we can de�ne the embedding
basis as described in Equation (2) as

∣∣fAσp 〉
=

N∑
i

UAσf;ip |φi〉

∣∣bAσp 〉
=

N∑
i

UAσb;ip |φi〉

(6)

where UAσ
f and UAσ

b are the left singular value decom-
position matrices described in Equation (5) and |φi〉 are
the original LO basis. We refer to

∣∣fAσp 〉
as the frag-

ment orbitals (FOs). Except for special cases,42 there
are NA of

∣∣bAσp 〉
that have non-zero entanglement with

the FOs and we refer these entangled states as the bath
orbitals (BOs). The remaining orbitals with no entangle-
ment with the FOs we refer to as environment orbitals
(EOs) and we will denote them as

∣∣eAσp 〉
to distinguish

them from the BOs. We will also distinguish the subma-
trix formed from the columns of UAσ

b corresponding to
the EOs as UAσ

e (UAσ
b → [UAσ

b |UAσ
e ]).

The Schmidt decomposition of the UHF determinant
for a given choice of fragment A is

|ΨUHF〉 =
∏
σ

[ NA∑
p=1

(
λAp
∣∣fAσp 〉

⊗
∣∣bAσp 〉)

⊗
∣∣ΨAσ

core

〉 ]
(7)

where the FOs, BOs, and EOs are as de�ned in Equa-
tion (6) and proceeding discussion.

∣∣ΨAσ
core

〉
is the frozen

core contribution formed from the remaining 2(N−2NA)
EOs.
The 2NA combined FOs and BOs form an active space

for our fragment with core contributions from the EOs.
We write the fragment Hamiltonian for fragment A as

ĤA =
∑
σ

2NA∑
pq

hAσpq â
Aσ†
p âAσq

+
1

2

∑
στ

2NA∑
pqrs

V Aστpqrs â
Aσ†
p âAτ†r âAτs âAσq

(8)

where p, q, r, s index the FOs and BOs combined space
and âAσ†p (aAσp ) are the equivalent creation (annihilation)
operators as in Equation (1) for FOs and BOs. hAσpq and
V Aστpqrs are the one and two electron integrals in the em-
bedding active space and have the form

hAσpq =

N∑
µν

UAσµp F
Aσ
e�;µνU

Aσ
νq (9)

V Aστpqrs =
N∑

µνλη

UAσµp U
Aσ
νq VµνληU

Aτ
λr U

Aτ
ηs (10)
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whereUAσ = [UAσ
f |UAσ

b ] is the transformation of the LO
basis into the combined FO and BO basis. FAσe� is the
e�ective fock matrix, which consists of the one electron
interactions within the FOs/BOs space and the coulomb
and exchange interactions between the FOs/BOs and the
EOs. Equation (9) can be solved at di�erent levels of
theory including FCI,24,25 MP2,42,43 and CCSD.44 In this
work, the fragment Hamiltonian is solved using FCI.

B. Unrestricted Bootstrap Embedding

Embedding schemes based on the Schmidt decomposi-
tion involve a self-consistent matching condition to im-
prove the accuracy of the fragment calculation. The orig-
inal work on DMET sought to improve the mean-�eld
wavefunction (and thus the accuracy of the entangle-
ment it predicts to improve the FO and BO basis) by
matching the mean-�eld wavefunction to the fragment
wavefunctions by means of the density matrix19,20 and
later works by means of the density.21,22 However, it
would be ideal to match two correlated wavefunctions
instead, which can achieve exact matching as there are
cases that a mean-�eld wavefunction cannot match a
correlated wavefunction.24 Another aspect of embedding
schemes is that the error of the fragment calculation lies
mostly on the boundaries, where the interaction between
the fragment and (low-level) bath is most strong.
The philosophy behind BE is to overcome both of

these di�culties by partitioning the system into over-
lapping fragments. Each fragment is divided into a cen-
ter subfragment, where the fragment-bath interactions
are suspected to be weak, and an edge subfragment,
where the fragment-bath interactions are suspected to
be strong. The wavefunction on the edge subfragment,
which is poorly captured by the fragment calculation,
is constrained to match the wavefunction on those same
sites but on a di�erent, overlapping fragment where those
sites are considered part of the center subfragment. The
matching is done through constraining the density matrix
elements in BE. This philosophy is illustrated in Figure
1.
Previous works on BE have started from an RHF so-

lution. This work will start from a UHF solution using
the procedure described in Section IIA to obtain each
fragment Hamiltonian. The detailed methodology24,25,42

including special cases of RBE43,44 has been described in
previous literature so this paper will focus on the UBE
matching condition, which are more nuanced than the
RBE conditions because of spin symmetry breaking.
We de�ne the fragment one particle density matrix

(1PDM) and two particle density matrix (2PDM) in the
embedding basis for fragment A as

PσApq =
〈
âAσ†p âAσq

〉
A

(11)

ΓστApqrs =
〈
âAσ†p âAτ†r âAτs âAσq

〉
A

(12)

For a fragment A, we partition the fragment into two

FIG. 1: An illustration of the BE matching philosophy.
Four fragments are pictured here by a box

encapsulating the sites contained in the fragment and
the highlighted site with the same color is considered

the center of the fragment. Fragment A contains sites 1,
2, 3, and 4 where the center of A contains only 1 and
the edge of A contains 2, 3, and 4. The wavefunction of
fragment A is constrained so that the wavefunction on
site 2 agrees with the wavefunction of fragment B on
site 2, the wavefunction on site 3 agrees with the
wavefunction of fragment C on site 3, and the

wavefunction on site 4 agrees with the wavefunction of
fragment D on site 4. Similarly, site 1 is contained in
the the center of fragment A and the edge of all other
fragments, so the wavefuntion of fragment B, C, and D
is constrained so that their wavefunctions on site 1

agrees with the wavefunction of fragment A on site 1,
among other constraints.

disjoint subfragments. Let CA denote the center subfrag-
ment and let EA denote the edge subfragment of A. For
simplicity, we consider the case where the center subfrag-
ments of di�erent fragments do not overlap. Other cases
have been detailed in previous works.43 The fragment cal-
culation has two constraints. The �rst condition in RBE
is a local constraint to enforce that the 1PDM elements
corresponding to the inaccurate edge sides matches the
1PDM of the more accurate center sites (as described in
the caption to Figure 1). The RBE condition is simply〈

âA†p âAq
〉
A

= PBpq (13)

for all fragments B 6= A where p and q are the edge
site of fragment A and center site of fragment B. Every
fragment calculation is further constrained by a global
constraint to enforce that the total number of electrons
remains consistent. For RBE, this is simply enforcing
that ∑

A

∑
p∈CA

〈
âA†p âAp

〉
A

= Ne (14)

These conditions require additional care in UBE be-
cause spin dependent expectation values are obtained fol-
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lowing the procedure for starting from a UHF determi-
nant described in Section IIA. In particular, we have
spin dependent 1PDMs. Regarding the local constraint
in Equation (13), we have a choice between matching
our density matrices in a spin dependent way where each
spin component is matched separately (

〈
âAσ†p âAσq

〉
A

=

PσBpq ) or a spin independent way where the sum of the
spin components is matched (

〈
âAα†p âAαq + âAβ†p âAβq

〉
A

=

PαBpq + P βBpq ). We choose to enforce a spin independent
matching for this constraint.

min
ΨA

〈
ĤA
〉
A

s.t. ∀B 6= A,∀p, q ∈ EA ∩ CB〈
âAα†p âAαq + âAβ†p âAβq

〉
A

= PBpq

(15)

where PB = PαB + PβB is the spin-summed 1PDM.
The reason for this choice is because for spin-unrestricted
calculations, the spin symmetry breaking can be �arti-
factual,� meaning the symmetry breaking is an artifact
of the approximation and bears no physical meaning.
Hence, any spin symmetry breaking in the fragment is
equivalently artifactual. Approximations that lead to
spin symmetry breaking have been studied intensively
in systems such as fullerenes where it was found that
UHF resulted in spin symmetry breaking not related to
strong correlation.50,51 Moreover, signi�cant spin symme-
try breaking will be required, artifactual or not, in sys-
tems with strong correlation and UHF can result in sig-
ni�cant spin contamination. Because of both of these rea-
sons, it would go against the philosophy of UBE, where
the fragment wavefunction is improved through match-
ing to a nearly exact wavefunction, to match the fragment
wavefunction in a spin dependent sense to another wave-
function that can have artifactual and unphysical spin
symmetry breaking.

UBE again requires a choice between a spin dependent
or spin independent matching for the global constrain

in Equation (14). However, this case is simple and we
choose to match the total number of electrons in a spin
dependent way. Although the spin symmetry breaking
can be artifactual, the number of α and β electrons is
well-de�ned. The global constraint is as follows.∑

A

∑
p∈CA

〈
âAα†p âAαp

〉
A

= Nα
e∑

A

∑
p∈CA

〈
âAβ†p âAβp

〉
A

= Nβ
e

(16)

where Nα
e and Nβ

e denotes the total number α and β
electrons in the full system.
Equations (15) and (16) lead to the following La-

grangian.

L =

Nfrag∑
A

[〈
ĤA
〉
A
− EA

(〈
1̂
〉
A
− 1
)

+

Nfrag∑
B 6=A

∑
pq∈EA∩CB

λApq

(〈
âAα†p âAαq + âAβ†p âAβq

〉
A

−PBpq
)]

+

µα
[Nfrag∑

A

∑
p∈CA

〈
âAα†p âAαp

〉
A

−Nα
e

]
+

µβ
[Nfrag∑

A

∑
p∈CA

〈
âAβ†p âAβp

〉
A

−Nβ
e

]

(17)

where {λApq} are the Lagrange multipliers to enforce
Equation (15) and µα and µβ are the two Lagrange mul-
tipliers to enforce the two conditions in Equation (16).
Nfrag is the number of fragments. Solving for the sta-
tionary point of Equation (17) with respect to ΨA leads
to the following eigenvalue equation.

ĤA +
∑
pq∈EA

λApq
(
âAα†p âAαq + âAβ†p âAβq

)
+ µα

∑
p∈CA

âAα†p âAαp + µβ
∑
p∈CA

âAβ†p âAβp

 ∣∣ΨA
〉

= EA
∣∣ΨA

〉
(18)

This yields a new e�ective fragment Hamiltonian. The
previous fragment Hamiltonian in Equation (8) is now
dressed with a local e�ective potential, λApq, and global
chemical potentials, µσ.

Equation (18) can be solved for each fragment, but
the problem is that each fragment Hamiltonian is highly
coupled to other fragment Hamiltonians. The target den-
sities (PBpq), and thus λApq and µ

σ, depend on the solution
to Equation (18) for all fragments B with a matching
condition for the fragment of interest. To decouple these

equations, we adopt the same iterative process used in
RBE.42,43 We consider two loss functions

LAλ (λA) = 1

Ncons

Nfrag∑
A

Nfrag∑
B 6=A

∑
pq∈EA∩CB

(
PApq(λ

A)− PBpq
)2 1

2 (19)

Lσµ(µα, µβ) =

Nfrag∑
A

∑
p∈CA

PσApp (µα, µβ)

−Nσ
e (20)
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where Ncons is the number of 1PDM constraints. Al-
though the target densities we are matching to, PBpq in
Equation (19), also depend on the local e�ective poten-
tials λB , we temporarily �x the target densities and op-
timize the local e�ective potential on each fragment for
the �xed target densities. The target densities are up-
dated with the new local e�ective potential in the next
iteration. Enforcing Lσµ = 0 from Equation (20) de�nes a
system of two equations (for each spin) of two variables
which can be solved for both µα and µβ simultaneously.
Hence, Equation (19) is solved for LAλ (λA) = 0 in this de-
coupled manner for each fragment, then the target densi-
ties are updated using the converged e�ective potential.
Finally, Equation (20) is solved for Lµ(µα, µβ) = 0 with
respect to µα and µβ simultaneously to obtain the global
chemical potential. These steps are repeated until LAλ ,
Lαµ , and L

β
µ are all below a tolerance.

We note that the local e�ective potential de�ned by
Equation (19) accounts for the philosophy described ear-
lier in this section and in Figure 1. This potential distin-
guishes BE from a simple local active space calculation
based on the Schmidt decomposition. Therefore, in or-
der to assess the e�ectiveness of the BE philosophy, we
develop an alternative, simpli�ed prescription to regular
BE. In this modi�cation, we �x the local e�ective poten-
tial to zero, λA = 0, for all fragments e�ectively removing
the 1PDM matching constraint in Equation (15). Only
Equation (19) is solved for Lµ = 0 to obtain the global
chemical potential, µσ. When the fragment calculation is
simpli�ed in this manner, we call the calculation one-shot
BE or BE0, and use RBE0 and UBE0 to denote whether
a spin-restricted or spin-unrestricted bath is used. The
di�erence between the BE and BE0 calculation provides
a quantitative measure of how the unique BE matching
philosophy, expressed through the 1PDM matching con-
straints, a�ects the embedding calculation.

After the potentials are converged, we can calculate the
UBE(0) energy with an expression similar to the RBE
energy.

EUBE =

Nfrag∑
A

∑
p∈CA[∑

σ

2NA∑
q

(
hAσpq +

1

2
GAσcore;pq

)
PσApq

+
∑
σ

2NA∑
qrs

V Aσσpqrs ΓσσApqrs+

1

2

2NA∑
qrs

(
V Aαβpqrs ΓαβApqrs + V Aβαpqrs ΓβαApqrs

) ]
(21)

where GAσ
core is the coulomb minus the exchange interac-

tion between the FOs/BOs and EOs.

III. COMPUTATIONAL DETAILS

All UBE(0) and RBE(0) calculations were done on in-
house software which takes electron integrals from alter-
native software as an input and utilizes the Eigen library
for matrix algebra.52 Full CI (FCI)7 is used as the frag-
ment solver to solve Equation (18). The optimization
of Equations (19) and (20) were done using Newton's
method with numerical derivatives. Electron integrals
were evaluated using PySCF.53 We compare UBE results
against unrestricted CCSD calculations (CCSD starting
from an unrestricted reference)54 and FCI results, both
also calculated using PySCF.
Integrals were computed in a STO-3G basis set55 with

Löwdin symmetric orthogonalization.56 It has been dis-
cussed in detail in previous works43 that Schmidt de-
composition based embedding schemes do a poor job of
recovering dynamic correlation and should be regarded
as a generalization to complete active space (CAS)
methods.57�59 For the purpose of testing UBE as a strong
correlation method, a minimal basis is su�cient.
The system used in this paper a symmetric ring of

twelve hydrogen atoms. The energy of the system is cal-
culated as the distance between each hydrogen atom is
varied, resulting in a symmetric ring expansion. This dis-
tance is denoted r in further discussions. The geometry
of this system is pictured in Figure 2. For each di�er-
ent set of calculations, we vary the number of α and β
electrons in this system. We study two speci�c cases in
particular, systems with Nα

e = Nβ
e and MS = 0 and sys-

tems where Nα
e 6= Nβ

e . The �rst case allows an RHF,
and thus an RBE, calculation to compare against. The
XYZ data for each geometry used in this work can be
found in the Supplementary Material. Furthermore, we
divide the system into twelve overlapping fragments, each
with three hydrogen atoms. For each fragment, a unique
hydrogen atom is taken as the center and the edges are
taken as the two nearest hydrogen atoms. A few sam-
ple fragments are also pictured in Figure 2. We choose
a smaller fragment size so that exact FCI calculations
can be done in the fragment space. Moreover, our goal
is to compare and contrast UBE and RBE. The distinct
advantage of UBE to be presented lies in its versatil-
ity over RBE, and a small fragment size demonstrates
this adequately. The procedure for larger sites would be
easy to implement and has been done for similar systems
to successfully improve accuracy in previous works.24,25

Should the accuracy, which will be seen to be quite good
already, be the focus in future works, then the accuracy
can trivially be improved by increasing the fragment size.
In the following section, UBE, UBE0, RBE (when pos-

sible), RBE0 (when possible), and unrestricted CCSD
calculations are ran at each geometry and plotted against
the FCI energy. We refer to the energy error as the en-
ergy calculated from the method in question subtracted
from the FCI energy. In the Supplementary Material, we
include plots of the total energy of these methods, along
with the total energy of RHF (when possible), UHF, and
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FIG. 2: Geometry of the H12 symmetric ring system
and our fragmenting scheme. All hydrogens are

arranged equidistant from the adjacent hydrogens in a
ring. The distance between neighboring hydrogens, r, is
varied, leading to a symmetric ring expansion. Four
sample fragments are pictured here to illustrate our

fragmenting scheme. Each box outlines a fragment and
the highlighted atom with the same color denotes the

center subfragment.

FCI calculations for each species.

IV. RESULTS

A. Strong Correlation

We begin our analysis by studying the neutral species,
the dication, and the dianion, where we can obtain an
RBE solution to compare against. It is well known that
RHF fails in predicting accurate energies in the large r
limit compared to UHF. Hence, it is an interesting ques-
tion in these cases as to whether or not UBE does signif-
icantly better than RBE.
The energy errors of all the stated methods for neu-

tral H12 are plotted in Figure 3. We �nd that in gen-
eral, all these methods are highly accurate and perform
comparably. We see that both UBE and RBE perform
better in the large r limit than CCSD, whereas there is
no clear winner in the small r limit. It is interesting
that not only does RBE out perform UBE in the large
r limit, but that RBE0 outperforms RBE consistently.
The �rst point is surprising because UHF provides a bet-
ter wavefunction in terms of 1PDM and energy. However,
because of the smaller overlap between the UHF wave-
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FIG. 3: H12 symmetric ring expansion energy error for
UBE (red), UBE0 (light red), RBE (blue), RBE0 (light

blue), and unrestricted CCSD (purple).

function and FCI wavefunction compared to the RHF
wavefunction, it is possible that the Schmidt decomposi-
tion of the UHF wavefunction does not accurately cap-
tures fragment-bath entanglement in this case. In this
vein of thought, one way UHF falls short of RHF com-
pared to FCI is in terms of electron localization. RHF
and FCI both predict uniform localization whereas UHF
predicts unphysical, nonuniform localization. A plot of
the Mulliken population60 on each hydrogen atom can
be found in the Supplementary Material. Regarding the
second point about RBE0's surprising performance, we
do not have an explanation and suspect this to be a case
of cancellation of errors. Both of these behaviors are not
repeated for our next systems.
The energy errors for H2+

12 and H2−
12 are plotted in Fig-

ure 4. Similar to the result for the neutral species, UBE,
RBE, and unrestricted CCSD perform comparably for
both the dication and dianion species. The improve-
ment of RBE and UBE over RBE0 and UBE0, respec-
tively, demonstrates the need for the 1PDM matching
constraint. We �nd that the RBE algorithm does not
converge past 2.00 Å. The optimization of Equation (19)
for the inter-system 1PDM matching constraint diverges.
We suspect the reason for this instability arises from the
poor quality of the RHF state, and this problem does
not occur for UBE. In summary, UBE improves upon
the functionality of RBE by converging for cases where
RBE does not converge and performs similarly where
both methods converge.

B. IP/EA Calculations

Our next analysis will focus on doublet electronic
states. This is a case that RBE is incapable of modeling
and UBE is necessary over RBE. In particular, we will
study the cation and anion species of H12 and compute
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FIG. 6: H12 symmetric ring expansion IP and EA
errors.

occurrence highlights that the initial UHF state can be
highly erroneous without further optimization. One as-
pect of BE that has not been explored in either RBE or
UBE is the fact that the full system state is optimized
once at the beginning and never again. In DMET, this
state is re-optimized in a self-consistent algorithm.36 It
will be interesting for future works to see if orbital re-
optimization for UBE's initial UHF state can help im-
prove the IP and EA calculations in this recoupling re-
gion where the spin symmetry of the UHF wavefunction
is most unstable. Regardless, UBE has proven capable of
unrestricted CCSD accuracy for IP and EA calculations
out of reach of RBE.
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FIG. 7: H12 symmetric ring expansion �rst triplet
excited state energy errors for UBE (red), UBE0 (light

red), and unrestricted CCSD (purple).

C. Triplet State Calculation

The last case in this work is the �rst triplet excited
state for H12, another state out of reach of RBE. We
run the UBE and unrestricted CCSD with Nα

e = 7 and
Nβ
e = 5.
Figure 7 plots the energy errors for the �rst triplet

excited state of H12. The same observations for the other
systems apply here too. First, unrestricted CCSD out
performs UBE in the small r limit and UBE outperforms
CCSD in the large r limit. Regardless, the errors for both
methods are remain small and comparable over the whole
curve. Second, the matching condition has a positive
impact on the UBE solution. There is either signi�cant
improvement or only very slightly deterioration (in the
range approximately between 1.00 Å and 1.20 Å) going
from UBE0 to UBE. The biggest concern is once again,
the region between the small and large r limit. UBE
switches from underestimating to overestimating the FCI
energy and shows slightly worse energies compared to
UBE0. This instability causes problems in the singlet-
triplet gap as we will see in the proceeding discussion.
Finally, the singlet-triplet gap energy errors versus FCI

for UBE and unrestricted CCSD are plotted in Figure 8.
We see that UBE and unrestricted CCSD, again, per-
form comparably. The errors are similar in both mag-
nitude and sign. It is interesting to note that UBE has
performed noticeably better than unrestricted CCSD in
the large r limit for the singlet and triplet state, but
the error cancellation works out in favor of unrestricted
CCSD and both methods have nearly the same error in
this limit for the gap. Although the errors are similar for
the rest of the curve, it is clear that UBE has the worse
maximum error. This error happens in the recoupling
region between 1.00 Å and 1.20 Å. This was discussed
as a potential issue for the anion and cation species in
Section IVB, and it seems to also be an issue for the
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FIG. 8: H12 symmetric ring expansion singlet-triplet
gap errors for UBE (red), UBE0 (light red), and

unrestricted CCSD (purple).

triplet state of the neutral species. Again, orbital re-
optimization is a possible solution. For our present data,
we show that spin splittings comparable to unrestricted
CCSD are possible with UBE, unlike RBE, but we also
acknowledge that UBE is less consistent.

V. CONCLUSION

In this work we demonstrate that BE can be natu-
rally extended to open shell systems using an unrestricted
mean-�eld bath. When applied to model H12 examples,
we �nd that�even with the smallest fragment sizes�
UBE is of comparable accuracy to unrestricted CCSD.
With the overall greater �exibility of UBE, we were able
to calculate IPs/EAs and spin-splittings with CCSD ac-
curacy for a strongly correlated system, something RBE
has never been able to do.
Future work would bene�t a lot from applying some of

the same improvements RBE has seen to UBE. RBE has
been successfully applied to molecules42 in a black-box
manner using Møller-Plesset second order perturbation
theory (MP2)61 and CCSD44 as the fragment Hamilto-
nian solver. RBE has been e�ciently implemented on
molecular systems of a few thousand basis functions as
accurately and as e�ciently as modern linear scaling cor-
relation methods.44 All of these advances can now be di-
rectly combined with the advantages of UBE to access
open shell and closed shell systems on the same footing.
In the vein of improving UBE itself, we reiterate that

this study was limited to minimally sized fragments in
order to focus on the improved versatility of UBE over
RBE. RBE has demonstrated exponential convergence to
the correct correlation energy with respect to fragment
size.24,43 Given than the smallest possible fragment size
for UBE was already as successful as unrestricted CCSD,
exploring larger fragment sizes is a simple, but promising

direction.
Another intriguing direction for UBE is its applica-

tion to electronic excited states. Fast scaling Schmidt
decomposition embedding methods for excited states is
still a relatively unexplored area except for a few dis-
cussions on DMET spectral functions30,31,38,39 and an
initial attempt to utilize higher lying RHF solutions as
full system states to target excited states with DMET.40

Most excited states with are impossible to model us-
ing RHF because they are open-shell in character, but
UHF and related spin symmetry broken methods have
had much more success.62�65 UBE may be able to target
more complicated excited states previously out of reach
of RHF based DMET almost trivially by simply starting
from these excited state UHF solutions. We have already
demonstrated that UBE is capable of targeting the �rst
triplet excited state.
This work also exposes some shortcomings of UBE. In

particular, we �nd that UBE performs poorly in the mid-
region where spin symmetry changes most dramatically.
Future work should focus on overcoming this instabil-
ity. One means we have suggested is to re-optimize the
orbitals of the full system state on which the Schmidt
decomposition is performed, something that is already
done in DMET.36

In conclusion, the landscape of higher spin symmetry
and open shell molecular species are now within reach
of BE based methods. Future work utilizing prior ad-
vancements in RBE will allow UBE to study even larger
systems of this nature.

VI. SUPPLEMENTARY MATERIAL

The Supplementary Materian includes all geometries
used in this work, the �nal fragment 1PDMs of each
RBE and UBE calculation in Section IV, the total en-
ergy curves for each calculation in Section IV, results
for an alternative coordinate, and a Mulliken population
analysis for each charged species.
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