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ABSTRACT
Mobile, simultaneous tracking of both the head and eyes is typically
achieved through integration of separate head and eye tracking
systems because off-the-shelf solutions do not yet exist. Similarly,
joint visualization and analysis of head and eye movement data is
not possible with standard software packages because these were
designed to support either head or eye tracking in isolation. Thus,
there is a need for software that supports joint analysis of head and
eye data to characterize and investigate topics including head-eye
coordination and reconstruction of how the eye is moving in space.
To address this need, we have begun developing VEDBViz which
supports simultaneous graphing and animation of head and eye
movement data recorded with the Intel RealSense T265 and Pupil
Core, respectively. We describe current functionality as well as
features and applications that are still in development.

CCS CONCEPTS
• Human-centered computing → Visualization toolkits; Vi-
sualization design and evaluation methods; Ubiquitous and mobile
computing systems and tools.
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1 INTRODUCTION
Joint tracking of both head and eye position is necessary to address a
range of applied and basic scientific research questions [Hausamann
et al. 2020; Kothari et al. 2020]. For example, it allows investigating
coordinated movements of both head and eyes and reconstructing
movements of the eye in space, which ultimately determines motion
sensed at the retina [MacNeilage et al. 2019; Matthis et al. 2018].
Analysis methods for eye movement data are highly developed,
but methods for joint analysis of head and eye movement are less
mature.

To facilitate joint analysis of head-eye tracking data, we have
developed the Visual Experience Database Visualizer (VEDBViz).
While the visualizer is built initially for use with Visual Experi-
ence Database (VEDB) data, we plan to accommodate loading of
joint head-eye data from any system, as long as the data is for-
matted appropriately. The VEDB is a collaborative effort across
three universities (University of Nevada, Reno; North Dakota State
University; Bates College) to collect more than 200 hours of data,
including joint head-eye movements, across a diverse range of in-
dividuals during natural behaviors. Data are collected using the
VEDB headset which combines a Pupil Core eye tracker with the
Intel RealSense T265 (T265) for tracking head motion.

We first focus on the functionality of the visualizer, including
real-time head-eye animation, time-series visualization, and video
playback/scrubbing. We also describe current and future applica-
tions of the visualization software including data inspection, event
annotation, figure generation, and other applications.

1.1 Previous Work
Most commercially available eye tracking and motion tracking
systems come bundled with manufacturer-specific software for
data processing, including rudimentary data visualization. Typi-
cally this software can only visualize eye data collected with that
tracker. Visualizations are typically limited to a few options that
the manufacturer deems appropriate, but these options may not be
suitable for all purposes. With the exception of the Pupil software
suite [Kassner et al. 2014], this commercial software is not open
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source, meaning that the researcher has limited ability to modify
the visualization or customize the analysis.

Furthermore, no commercial solutions exist for joint analysis
of head and eye movements. To our knowledge, two commercial
mobile eye trackers come equipped with an inertial measurement
unit (IMU) that could be used to estimate head movement at the
same time as eye movements: Pupil Invisible [Tonsen et al. 2020]
and the Tobii Pro Glasses 3 [Tobii 2020]. Like other mobile eye-
trackers without IMUs, these come bundled with purpose-built data
processing and visualization software (Pupil Player and Tobii Pro
Lab, respectively), but they do not include options for visualizing
head movements.

Similarly, there are a variety of commercial motion tracking
solutions that may be used to track head motion including IMUs
(xSens), outside-in optical tracking (Vicon, OptiTrack, OptoTrak),
and inside-out tracking (T265), and these all provide some sort of
visualization capability. However, they are typically closed-source
and therefore do not allow for incorporation of eye movement data.

Within the research community, recent reports have provided
open-source software solutions and open-access data for image
segmentation [Chaudhary et al. 2019; Yiu et al. 2019], gaze map-
ping [Kassner et al. 2014], gaze event classification [Kothari et al.
2020], mobile gaze tracking [Hausamann et al. 2020; Kinsman et al.
2012; Tomasi et al. 2016], evaluation of gaze data quality [Adhanom
et al. 2020], and gaze-contingent experimental design [Dalmaijer
et al. 2014]. But in their current form, none of these allow for joint
analysis and visualization of head and eye movement data.

Thus, there is a clear gap, and subsequently, a need for joint
head-eye visualization software. While the ultimate needs for anal-
ysis and visualization are likely to differ significantly across labs,
the general ability to quickly visualize data is highly valuable. Even
if it does not meet every users’ exact needs, effective visualization
can serve researchers as a first-line tool for rapid and intuitive
pre-processing, inspection, diagnostics, and event annotation. To
begin addressing this gap, we have developed a functioning proto-
type of VEDBViz software that allows for real-time playback and
visualization of joint head-eye data.

2 CURRENT WORK
2.1 Scope
We set out to create a tool for visualization of data collected for the
VEDB, specifically head and eye movement data. The VEDB acqui-
sition device records data from several sensors including a FLIR
Chameleon 3 forward-facing world camera (3.2 MP, 2048 × 1536
pixel resolution, 55 Hz frame rate), an Intel RealSense T265 forward-
facing stereoscopic tracking camera (two global shutter fish-eye
world cameras: 173◦ diagonal FOV, 30 Hz frame rate, 848x800 pixel
resolution; 3 DOF accelerometer: ±4g range, 62.5 Hz sampling rate;
3 DOF gyroscope: ±2000◦ range; 200 Hz sampling rate), as well as
two eye-facing cameras from the Pupil Core (200 Hz, 192x192 pixel
resolution). The LG G6 Android Smartphone is worn separately
from the headset on the body and provides additional IMU and
global positioning system (GPS) data.

Currently, the software loads in only the head and eye movement
data: 6 degrees of freedom (DOF) position of the head, and 2 DOF
position of each eye. The visualizer generates an animation of

head and eye movement along with time-series graphing of head
movement data. Controls allow for playback and scrolling through
the data. The visualizer is lightweight and functions both on a
computer with dedicated graphics processing unit (Nvidia GeForce
GTX 1650) and without (Intel Iris Plus Graphics).

2.2 Visualization
In order to inspect simultaneous head-eye tracking data, we con-
structed two data visualization modules. These were implemented
in Unity 2020.2.7f1 as this platform is well-suited for generating
high-quality graphics. Users first interact with both visualization
modules by indicating the data they wish to visualize. Users enter
the file path to the appropriate data file via keyboard input. Once
complete, users click a "Load" button which imports appropriate
data from the file, and starts both visualization modules.

The first module allows graphing of 6 DOF head data and 3
DOF gaze data. In the software’s default configuration, a panel
displays 3 DOF linear head velocity as a time-series graph (1A). The
parameter currently plotted can be changed via drop-down menu,
allowing users to plot their choice of linear or angular head velocity
as well as gaze norm position. Time-series data are graphed using
the BitSplash IO Chart and Graph package, available in the Unity
Asset Store [IOSplash 2021].

In addition to the graphing module, we created a head-eye kine-
matic animation module (1B). This module displays a real-time
animation consisting of a human skull with eyes such that the
movement recreates the recorded head and eye movement of the
participant. The head moves based on the 6 DOF head data recorded
by the T265 and movement of each eye is governed the by 2 DOF
eye data recorded by Pupil Core. The animation is implemented
in Unity as a single parent object (the skull) and two child objects
(each eye) in a 3D space. Assets used for the skull and eye were
found online and used under Creative Commons license [Creativo
2021; martinjario 2016].

The user’s view of the animation begins in a default position
and orientation, with the viewport pointed directly at the front of
the skull and eyes. Because the animation includes changes in the
linear position of the head, it is possible that the skull and eyes
move out of the field of view (FOV) of the camera. In this case,
users are able to adjust the camera view by first clicking a button
to toggle camera controls, then using the mouse to radially move
the camera about the head and eyes.

2.3 Playback
A key component of VEDBViz is the ability for the user to quickly
play through and navigate data recorded by the VEDB headset.
Playback ability allows a user to access any moment of time in
the recording session. It is essential for efficient visual inspection,
since playback affords the user the ability to check for data tracking
errors or examine someone’s head and eye movements.

The playback features in this application consist of several but-
tons and a frame indicator (Fig 1C). The buttons allow the user to
play and pause the animation via keyboard. The frame indicator
shows the current sample in the animation relative to total time.
Assets and scripts were used or modified from [Weimann 2018].
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Figure 1: Screenshot of VEDBViz. Time-series visualization
with legend is shown in (A). Head-eye kinematic module is
shown in (B). Playback status is shown in (C). Still image is
taken when participant was fixated on a target.

3 DISCUSSION
3.1 Summary
Here we present ongoing work to create VEDBViz; a gaze visualiza-
tion and interaction tool for use with the VEDB. This first iteration
of VEDBViz allows users to load and visualize joint head-eye move-
ments via both animation and graphing. The user is also able to
playback through data using a set of standard media playback tools.
These represent first steps towards a joint head-eye movement vi-
sualization tool. To our knowledge there are currently no dedicated
visualizers for joint head-eye movement available for purchase in
the commercial sector or open-source in the research community.

3.2 Future Directions
Future work on VEDBViz will focus on adding functionality to the
current iteration of the software. Currently, our software accepts
a single *.csv file with both head and eye data, and this must be
generated ahead of time with the proper frame rate and format. In
the future, we aim to implement more flexibility such that head and
eye data with different frame rates can be loaded as long as the time
stamps are overlapping. We also aim to accommodate the loading
of head and eye data from other devices so that the visualizer may
be used with other datasets.

In addition to the Pupil Core and the T265, the VEDB headset
features multiple other sensors not supported in this iteration of
VEDBViz. These include a high-resolution world camera, the FLIR
Chameleon 3, as well as an LG smartphone tracking positional data
via GPS. Future iterations of VEDBViz will seek to expand sensor
integration. These include playback for video files generated by the
FLIR world camera, the T265, and Pupil Core’s two eye cameras.
Future sensor integration will also include visualization of GPS and
IMU data recorded on the smartphone worn on the participant’s
body.

Next, multiple future features focus on increasing functional-
ity of VEDBViz for data pre-processing. The ability to implement
various filters on data in the visualization environment allow re-
searchers an easy, intuitive way of seeing how these filters may
affect their data. Data annotation and labeling is also a key future
development; as these processes are made more expedient through
data visualization.

Finally, the current iteration of VEDBViz relies upon a licensed
package (BitSplash IO Chart and Graph) for the time-series visual-
ization module. Future iterations will move towards a scratch-built
time-series visualization module. In addition to providing us with
greater transparency on how the visualization itself is rendered,
moving towards our own implementation will allow us to move
the entire toolset towards an open-source solution. This fits with
the stated purpose of the VEDB: to be a large, open-access dataset
with associated open-source software tools.
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