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Abstract
COVID-19 pandemic has an unprecedented impact all over
the world since early 2020. During this public health crisis,
reliable forecasting of the disease becomes critical for re-
source allocation and administrative planning. The results
from compartmental models such as SIR and SEIR are pop-
ularly referred by CDC and news media. With more and
more COVID-19 data becoming available, we examine the
following question: Can a direct data-driven approach with-
out modeling the disease spreading dynamics outperform the
well referred compartmental models and their variants? In
this paper, we show the possibility. It is observed that as
COVID-19 spreads at different speed and scale in different
geographic regions, it is highly likely that similar progres-
sion patterns are shared among these regions within differ-
ent time periods. This intuition lead us to develop a new
neural forecasting model, called Attention Crossing Time
Series (ACTS), that makes forecasts via comparing pat-
terns across time series obtained from multiple regions. The
attention mechanism originally developed for natural lan-
guage processing can be leveraged and generalized to mate-
rialize this idea. Among 13 out of 18 testings including fore-
casting newly confirmed cases, hospitalizations and deaths,
ACTS outperforms all the leading COVID-19 forecasters
highlighted by CDC.

keywords: COVID-19, Time Series Forecasting,
Attention, Detrending

1 Introduction

The Coronavirus disease 2019 (COVID-19) has been im-
pacting the human society since early 2020. At the time
of this writing, it is an ongoing public health crisis in
over 187 countries and territories around the world, with
more than 30 million confirmed cases, and a growing
death toll exceeding 1, 000, 000. During this crisis, reli-
able forecasting of COVID-19 cases becomes important
as it will help (1) healthcare institutes to allocate suf-
ficient supply and resources, (2) policy-makers to con-
sider new and further administrative interventions, (3)
general public to be aware of the situation and to fol-
low rules against the epidemic. Therefore, the Center
for Disease Control and Prevention (CDC) has been ac-
tively collecting and publishing data about confirmed
cases, hospitalization and deaths related to COVID-19,
and hosting forecasting results in the coming weeks.

The US has been suffering the most severe loss
from the pandemic, in which more than 200, 000 lives
were lost. To encourage and to bring together efforts
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of COVID-19 modeling, CDC has launched a forecast-
ing challenge1. It calls for models that give predictions
of the next 4 weeks on a daily or weekly basis. Be-
sides COVID-19 data, other kinds of data such as de-
mographic data, mobility data and intervention policies
are also encouraged to be used in predictions.

Epidemic forecasting is regarded as a challenging
task for a long time, for which many methods have been
developed. They can be roughly categorized into two
classes:

1. Compartmental models These models explicitly
compartmentalize the population in groups based
on their status of infection and recovery, and sim-
ulate the transmission process using differential
equations. As of today, most of the CDC-featured
forecasting methods fall into this category. Exam-
ples includes [2, 22, 34] that are built upon classic
SIR or SEIR models [11]. Compartmental models
describe disease spreading dynamics; however, it is
quite hard to determine parameters in these mod-
els as they are influenced by many uncontrollable
and dynamically changing factors.

2. Statistical models This type of methods fits
the data to regression models directly, such as
[1, 21, 31]. While they are more flexible in process-
ing real data compared to compartmental models,
they often assume a simplified model class such as
generalized linear models [1], or require sophisti-
cated hand-crafted features from additional, and
possibly proprietary, data sources [31].

The forecasting of COVID-19 is even harder as vari-
ous constantly changing factors, such as virus charac-
teristics, social and cultural distinctions, public atti-
tudes and behaviors, intervention policies and health-
care preparation, influence the contagious rate and
death rate significantly. Will there be a better alter-
native that is solely data-driven without any assump-
tions about the underlying disease propagation mech-
anisms? In particular, we experimented a set leading
neural forecasters [17, 18, 25], but none of them gave
the best result.

1https://www.cdc.gov/coronavirus/2019-ncov/

cases-updates/forecasting.html
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Figure 1: (a) A similar growth pattern of confirmed
cases in Santa Barbara County, California, in mid June
is observed in Mexico in late May and early June. (b)
Conventional auto-regressive forecasting model. (c)
The proposed inter-series forecasting model (ACTS).

Since the deep models are originally designed for
sufficiently long time series with hundreds of points,
the scarce historical data in this task might be the
reason of their failures. A natural alternative is to
exploit other time series in the dataset if they reveals
similar dynamics. Fortunately, even if any two regions
present different disease curves over long term, it is
likely to find short periods in which different regions
sharing similar patterns. Figure 1(a) shows surprisingly
that the growth pattern of confirmed cases in Santa
Barbara county, California, is highly similar to that
in Mexico 11 days ago even though at different scales.
Moreover, the further growth in Santa Barbara is also
close to that within the corresponding time period in
Mexico. In light of this key observation, it is intuitively
possible to do better forecasting for Santa Barbara by
referring to Mexico in this specific time window via
proper transformations.

Based on this intuition, we propose to generalize
the conventional auto-regressive forecasting to a novel
paradigm: besides the local historical data, we also re-
fer to the past reports in all other regions simultane-
ously in forecasting. Figures 1(b) and (c) illustrate the
the fundamental difference between the two paradigms.
With time series data of COVID-19 from various lo-
cations accumulating over time, we are able to deliver
a model outperforming the existing methods by inter-
series modeling. Note that unlike other cross-location
epidemic forecasters such as [8], only certain time peri-
ods rather than the entire time series from other regions
will be referred to.

In order to make the proposed paradigm work,

it is critical to find small segments in reference time
series that exhibit similarity with target time series. It
turns out that the attention mechanism originated in
natural language process [29] is a good choice for pattern
matching. Moreover, it is found that solely applying
attention does not work the best as the embedded
small segments do not contain long-term trends that
are not directly comparable. We filter out these trends
and introduce a normalization step so that the small
segments can be matched at a consistent scale. In
the end, we put all of these components together and
achieve global optimum by joint training. Our new
model called ACTS (Attention Crossing multiple Time
Series), is able to outperform leading forecasters hosted
at CDC.

Our main contributions are summarized as follows:

• We develop a new paradigm that leverages inter-
series similarity to improve COVID-19 forecasting.
Our method makes no assumption about epidemi-
ological dynamics.

• We extend the attention mechanism to capture
inter-series similarity in time series data. Trend
filtering is also introduced to complement the
attention-based framework and it can be trained
jointly to maximize the performance.

• In comparison with a wide range of existing fore-
casters, the outstanding performance of ACTS is
demonstrated on COVID-19 data.

2 Related Work

There has been a large body of work focusing on epi-
demic forecasting. To incorporate domain knowledge,
mechanistic models [15, 16, 35] has been favored since
they often consider various factors such as epidemio-
logical and social properties, and they make forecasts
based on simulation. Moreover, geographic information
can also be incorporated into the mechanistic models
to better illustrate the spreading process of an infec-
tious disease [3, 4]. These models have excellent inter-
pretability but often fail to fit real observed data due
to their rigid and over-simplified assumptions without
careful calibration.

On the other hand, statistical methods explicitly
fit historical data to a statistical model and use it to
obtain predictions by extrapolation [5, 6]. For exam-
ple, [24] relies on kernel density estimation, [19] uses
seasonal ARIMA, [33] chooses particle filtering and [36]
employs Gaussian process regression. These methods
are either too simple or require laborious feature engi-
neering. Hence, various deep learning techniques are
also introduced to forecast disease spreading, such as

Copyright © 2020 by SIAM
Unauthorized reproduction of this article is prohibited



symbol interpretation

xi
t The value at time t in location i.

xi
s:t The time series from s to t in location i

W· Parameter matrices to be learned.
[a; b] The concatenation of a and b.
〈a, b〉 Inner product of a and b.
�s, t� Consecutive index set s, s+ 1, · · · , t

Table 1: Used notations

[32, 30, 8, 7, 13, 27, 28, 23, 9]. They use deep neu-
ral networks to extract complex temporal patterns from
historical data and a selected set of additional features.
[8, 9] are conceptually closer to our model, both of which
employ attention mechanism to compare encoded tem-
poral patterns across multiple locations. However, they
require a fixed graph structure with geographic infor-
mation and produce a similarity score between locations
that is independent of time. Instead, in our model we
generate embeddings of dynamical patterns for atten-
tion over both spatial and temporal dimensions so that
the generated attention map are temporally dynamical
and free from any predefined geographic structures.

3 Problem Statement

In COVID-19 forecasting, there are three types of
incidences, namely confirmed cases, hospitalizations
and deaths, to be predicted. The historical data is
reported on a daily basis, and we will predict them for
the coming weeks. Table 1 summarizes the notations
we use in the following sections. Note that throughout
the paper, terms “location” and “region” will be used
interchangeably. Problem definition is formulated as
follows.

DEFINITION 1. Incidence Time Series We de-
note by xi

t the reported value of a certain type of in-
cidence data at date t and location i, for t = 1, 2, · · · , T
and i = 1, 2, · · · , N . Hence, the incidence time series of
location i denoted by xi

1:T . xi
s:t is called a time segment

of xi, where �s, t�, 1 ≤ s < t ≤ T is called a window.

DEFINITION 2. Target Region At the last date T ,
we predict the future incidences for location i0 ∈ [1, N ]
beyond T . We call i0 the target region and xi0

1:T the
target time series.

DEFINITION 3. Reference Regions The regions
other than the target region i0 are called reference
regions. The reference time series are xi

1:T where i �=
i0. In a generalized definition, reference regions could
include the target region.

DEFINITION 4. Additional Features Besides his-

torical incidences in each region, other features might
be available including demographic information, mobil-
ity index, and interventions. For each region i, time-
independent features are concatenated into a single vec-
tor ui, and time-dependent ones into another time se-
ries rit.

Problem Statement Given N time series Xi
1:T (i ∈

[1, N ]) and additional features, we aim to predict future
incidences in a target region i0 ∈ [1, N ] over H consec-
utive days after T , i.e. xi0

T+1:T+H .

4 Methodology

Traditionally, epidemic forecasts are made by analyz-
ing only the growth pattern of incidences. [3, 4, 8, 9]
take the incidences from neighboring regions into con-
sideration as diseases spread through social interaction.
Rather than explicitly modeling the disease spreading
process, we take a bold step to directly compare the in-
cidence curves across regions. Once the similarities be-
tween the current incidences in the target region with
the past time segments in reference regions are identi-
fied, the following incidences in the reference regions can
be used to forecast the future incidences in the target
region. Hence, the critical challenge in implementing
our idea is to (1) define a representation of a time seg-
ment; (2) identify similar segments in reference regions
through the representations; and (3) aggregate their fol-
lowing incidences for forecasting.

Formally, we introduce an embedding function φ(·)
to encode a time series segment xt−l+1:t into a vector,
and then use dot-product of vectors to measure similar-
ity. The following incidences xt+1:t+h is also encoded
by another embedding function ψ(·) for further aggre-
gation. However, while there are comparable short-term
patterns that can be extracted from time series seg-
ments, there are also non-stationary long-term trends
that hinder reasonable comparison and aggregation of
local patterns within segments.

We resolve the problem in two steps. First, we apply
a trainable detrending module to the raw time series to
remove long-term trends so that incidences across dif-
ferent regions are more comparable. Second, we take
rolling windows from residual time series and transform
them into a common feature space using normalized
convolution as embedding functions φ(·) and ψ(·). The
embedding of the recent window in the target region is
then compared with windows from references to produce
weights for combining the following incidences of each
reference window. In such pairwise comparisons, dif-
ferences in both time-dependent and time-independent
features are taken into account so that the curves in cor-
responding windows can be better aligned. The combi-
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Figure 2: Our proposed Inter-series Attention Network. Best view in color.

nations are then added to the extrapolation of filtered
trends to generate the final prediction. We jointly train
both modules in an end-to-end manner so that both the
long- and short-term patterns can be decoupled in an
adaptive way.

Figure 2 gives an overview of the framework. In the
following subsections, we introduce each component in
details.

4.1 Detrending We adopt a learnable Holt smooth-
ing model ([26]) to remove long-term trends from the
raw time series. Specifically, we introduce a set of pa-
rameters θie = [ai0; b

i
0;α

i;βi] per series, where ai0 is the
initial level, bi0 is the initial trend, α

i is the level smooth-
ing coefficient and βi is the trend smoothing coefficient.
Then Holt’s equations ([12]) are launched to iteratively
derive levels and piecewise linear slopes in xi

1:T ,

(1)

ait = αixi
t + (1− αi)(ait−1 + bit−1),

bit = βi(ait − ait−1) + (1− βi)bit−1,

x̂i
t = xi

t − ait.

After detrending, the residual time series x̂1:T will con-
tain short-term patterns for further processing. Projec-
tion from the long-term trend is generated by simple
linear extrapolation,

(2) x̄i
t+h = ait + hbit.

A more sophisticated detrending process might further
boost performance; we leave it for future study. The
detrending process is applied to all the time series
and the residual time series are fed into the following
attention module.

4.2 Attention Module As COVID-19 is a new dis-
ease, we do not have its historical data in the past sea-
sons. Hence, it is critical to leverage limited data from
the same season, but across different regions, i.e. model
the correlations between regions that have been un-
dergoing the pandemic. Without detailed information
about spatial dynamics such as population movement,
we instead employ attention mechanism to measure the
relation of one region to other regions by directly com-
paring the incidence curves after trend filtering. Since
there are many stages in a dynamical epidemiological
process, it is necessary to learn a representation for each
time period in a region for alignment in attention. In
light of this idea, we apply a convolution layer to encode
the residual time series segment x̂t−l+1:t to a vector,
based on which attention scores measuring similarity
between regions are computed.

4.2.1 Segment Embedding Even after detrending,
the scales of reported numbers in residual time series
are still quite different across regions. It is important to
normalize residuals before embedding. We empirically
find it better to apply min-max normalization to the
cumulative sum of incidence time series, which can be
regarded as a kind of smoothing. Specifically, for a
rolling window of size l representing a period of time, i.e.
x̂i
t−l+1:t, t ∈ [l, T ], we compute its cumulative sums and

apply the min-max normalization to the monotonically
increasing series,

(3) cij =

j∑
k=t−l+1

x̂i
k; c̃ij =

cij − cit−l+1

cit − cit−l+1

,
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for j ∈ [t− l+1, t]. As a result, the first and last values
of the normalized series will consistently be 0 and 1
respectively.

We then instantiate the function φ(·) using a convo-
lution layer with d feature maps to the scaled segment
and time-dependent features. The kernel size is empir-
ically selected, and when it is smaller than l, average
pooling is applied in order to reduce a sequence to a
vectorized embedding,

(4) pi
t = AvgPool

(
Conv

([
c̃it−l+1:t; r

i
t−l+1:t

])) ∈ R
d.

These segment embeddings are used to model similarity
in different temporal periods across different regions.

Likewise, we employ another convolution-pooling
layer as ψ(·) to encode the following incidences over H
days after each segment into so-called development
embedding,

(5) gi
t = AvgPool

(
Conv

(
c̃it+1:t+H

)) ∈ R
d.

They represent the succeeding development after en-
coded segments and will be the references for the predic-
tion of the given target region. In fact, we can pair the
segments and references by aligning the time indices,
i.e. {pi

t, g
i
t} for t ∈ [l, T −H].

4.2.2 Inter-series Attention Given the embed-
dings, we use dot-product attention to compare seg-
ments and combine the values. Specifically, we linearly
map the segment embeddings to query vectors qi

t and
key vectors kt

i , from which the similarity score is com-
puted. The development embeddings are projected to
value vectors vi

t. On the other hand, the additional
time-independent features ui are also incorprated into
queries and keys.

(6)

qi
t = WQp

i
t +Wu,qu

i;

ki
t = WKpi

t +Wu,ku
i;

vi
t = WV g

i
t;

For a target region i0, we take qi0
T for the last segment

and compute its similarity with all the keys from other
time segments across all the regions, which is then used
to obtain a weighted sum of values.

(7) v̂i0
T =

∑
i,t∈Ω

exp
(〈qi0

T ,k
i
t〉
)

∑
i,t∈Ω exp

(〈qi0
T ,k

i
t

)vi
t,

where Ω = [1, N ] × [l, T − H]. In this way, the past
observations in both the target region and reference
regions are fully utilized. The weighted combination
of values v̂i0

T is then linearly projected to an estimate of

c̃i0T+1:T+H . We apply the inverse transformation of (3)

to get an estimate of x̂i0
T+1:T+H , denoted by ŷi0

T+1:H .
In the end, the estimate from attention module is

added to the extrapolations in the detrending module
to produce the final forecast yi0

T+1:T+H , where

yi0
t = x̄i0

t + ŷi0
t , t ∈ [T + 1, T +H].

4.3 Joint Training The model can be trained by
minimizing the joint loss with respect to the parameters
in all the modules. The joint loss is an aggregation of
prediction error E(·, ·) computed in two steps. First,
for a single target region, we compare our forecasts and
ground truths for different T , i.e. lengths of history.
Second, we take the aggregated loss in the first step for
every region. Formally, the joint loss is defined as

(8) L =

N∑
i=1

L−H∑
T=l

E(yi
T+1:T+H ,x

i
T+1:T+H)

where L is the total number of available historical
reports, and l is the minimum required history length.
In our experiments, we choose Mean Absolute Error
(MAE) to be the error metric E(·, ·), i.e.

E(yi
T+1:T+H ,x

i
T+1:T+H) =

1

H

T+H∑
t=T+1

|yi
t − xi

t|

5 Experiments

In this section, we demonstrate the effectiveness of the
proposed model on real COVID-19 datasets. We intend
to answer the following questions:

• Can ACTS outperform the popular COVID-19
forecasters referred at CDC and other state-of-the-
art deep learning models?

• How much does each component of ACTS con-
tribute to the model performance?

• What kind of similarity can inter-series attention
capture?

5.1 Experimental Settings
Dataset The COVID-19 incidence data is publicly

available at JHU-CSSE2 and COVID tracking project3.
Additional features are also publicly available 4 5 6.

2github.com/CSSEGISandData/COVID-19
3covidtracking.com/
4github.com/descarteslabs/DL-COVID-19
5github.com/djsutherland/pummeler
6data.world/liz-friedman/hospital-capacity-data-from-hghi
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The features we used include total population, popula-
tion density, ratios of age/gender/race, available hospi-
tal beds, and traffic mobility, which are proven to bring
marginal accuracy gain in the hospitalization forecast-
ing task in our experiments. The dataset covers the
reports up to September 27, 2020 from 50 states and
DC in the US.

Evaluation Protocol As required by CDC, we
predict the incidence data over the next 4 weeks at a
given date and compare the forecasts with the reported
ground truths. Suppose we are predicting the new
confirmed cases in the state of California starting from
08/16. As context, we are provided a daily time series
consisting of incidences in all the states till 08/15.
There are three forecasting tasks: daily forecasts for
new hospitalizations, weekly forecasts for new confirmed
cases and deaths.

The forecasting performance is evaluated in terms of
Weighted Absolute Percentage Error (WAPE), defined
by the ratio of Mean Absolute Error (MAE) and mean
value of ground truths and frequently used in research
[17, 18]. At each prediction date, we keep the data in the
last 7 days for validation, and the remaining historical
data for training. We use the validation data to tune
the hyperparameters and to avoid overfitting by early
stopping. Other implementation details can be found in
Appendix too.

Baselines We compare the performance of the
epidemic models featured at CDC, including

• YYG [10]: An SEIR model with learnable param-
eters that attracts a lot of attention from media;

• CU [22]: A metapopulation SEIR model developed
by researchers in Columbia University;

• UCLA [37]: An SuEIR model using machine
learning developed by Statistical Machine Learning
Lab at UCLA;

• ERDC7: An SEIR model that considers unre-
ported infections and isolated population developed
by US Army Engineer Research and Development
Center;

• LANL [14]: A statistical dynamical growth model
accounting for population susceptibility developed
by Los Alamos National Laboratory;

• CovidSim8: Machine learning model based on
generalized random forests.

7https://github.com/reichlab/covid19-forecast-hub/

blob/master/data-processed/USACE-ERDC_SEIR/

metadata-USACE-ERDC_SEIR.txt
8https://www.covid19sim.org/documents/

outbreak-methods

The first four are compartmental models and the last
two rely on statistical modelling. Other than these con-
ventional models, we also evaluate three deep learning
models for time series forecasting,

• DeepCOVID [25] An operational deep learning
framework designed for real-time COVID-19 fore-
casting developed by Georgia Tech;

• ConvTrans [17] A self-attention based Trans-
former model that also employs convolutions for
pattern representations;

• TFT [18] A self-attention based deep learning
model with feature selection.

We implement the ConvTrans and TFT and tune the
hyperparameters using the validation data. All of
our implementations run on a server with an Intel
i7-6700K CPU and a single GTX 1080Ti GPU. For
other baselines, since their implementations are not
open-sourced, we take their forecasts submitted to the
challenge hosted by CDC 9.

5.2 Performance Comparison Table 2 shows the
forecasting performance on 6 different dates. Three
types of incidence data, namely confirmed cases (C),
hospitalizations (H) and deaths (D) are separately pre-
dicted. We have three key observations: (1) In 13 out of
18 cases, ACTS outperforms other algorithms by a con-
siderable margin. On average, it improves 9%, 5% and
4% over the best of these algorithms for C, H and D, re-
spectively. (2) ACTS is more favorable on recent days
when there are more abundant data available, showing
that data-driven methods benefit from more data. (3)
The two deep learning approaches ConvTrans and TFT
do not exhibit strong performance. The main difference
between ours and these approaches is the employment
of attention across multiple time series, which dramati-
cally boosts the performance. Note that our model can
be trained in less than 5 minutes and inference takes
only seconds.

5.3 Ablation Study For deeper understanding of
our model, we disable each component of ACTS to
examine its contribution:

• ACTS-d We remove the detrending module and
obtain an attention-only forecaster;

• ACTS-n We remove the normalization in segment
embedding;

9https://github.com/reichlab/covid19-forecast-hub
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Method

YYG CU UCLA ERDC LANL Covid Deep Conv TFT ACTS
Sim COVID Trans

06/21
C - - - - 0.51 - - 1.09 0.51 0.39±0.01
H - 1.91 - - 1.08 0.95 0.63 1.22 0.80 0.80±0.02
D 0.52 1.48 0.56 - 0.58 1.46 0.66 1.09 0.67 0.45±0.01

07/05
C - - - - 0.37 - - 0.37 0.39 0.33±0.01
H - 0.98 1.23 0.66 0.95 - 0.65 1.08 0.84 0.61±0.04
D 0.45 0.65 0.53 0.38 0.52 - 0.85 0.60 0.51 0.60±0.01

07/19
C - - - - 0.27 - - 0.50 0.44 0.31±0.01
H - 0.67 1.24 0.77 0.78 1.71 0.70 0.99 0.66 0.60±0.03
D 0.30 0.43 0.39 1.10 0.48 0.33 0.4506 0.54 0.67 0.28±0.01

08/02
C - - - - 0.30 - - 0.24 0.24 0.16±0.04
H - 0.67 0.95 0.71 0.68 1.66 0.79 0.93 0.92 0.66±0.09
D 0.24 0.37 0.27 0.57 0.44 0.26 0.29 0.45 0.38 0.21±0.01

08/16
C - 0.67 0.35 0.28 0.29 0.23 - 0.33 0.55 0.20±0.03
H - 0.64 0.99 0.60 0.65 1.38 0.98 0.96 0.92 0.57±0.02
D 0.19 0.42 0.25 0.53 0.34 0.27 0.28 0.44 0.31 0.23±0.01

08/30
C - 0.43 0.31 0.34 0.33 0.23 - 0.36 0.29 0.23±0.03
H - 0.66 0.91 0.68 0.69 1.31 0.83 0.93 0.82 0.58±0.03
D 0.20 0.41 0.23 0.56 0.34 0.25 0.36 0.42 0.40 0.25±0.02

Table 2: Forecasting performances across different time periods for different types of incidence data in terms of
WAPE. A smaller value indicates better performance. We also include the variance of our model’s performance
by running 5 times with different random initalizations. “-” means the forecasting results of the corresponding
baseline are not available.

Figure 3: Empirical effects of each component of ACTS
on forecasting error.

• ACTS-i We restrict the attention to the target
time series only. The model degenerates to an auto-
regressive model similar to ConvTrans and TFT;

• ACTS-f We remove the additional features in the
model and only rely on incidence data.

The hyperparameters of all variants are kept the
same. We compare their performance against ACTS
using training data up to August 30, 2020. Figure 3
depicts the results, based on which we have the following
observations:

• Overall every component of ACTS has positive
effects on forecasting accuracy, except that the
introduction of additional features has mixed effect.
We suspect that either better modelling could help
or their effect has been absorbed by the incidence
time series;

• Among all the components, inter-series attention
has the most significant impact on the performance,
which proves that our design of attention crossing
multiple time series is valid. It can capture cross-
region similarity in COVID-19 forecasting;

• The detrending module makes some contribution.
We believe it has the potential for further improve-
ment, e.g. employing advanced trend filtering or
even epidemic models.
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Figure 4: Groups of the US states learned by inter-series
attention on death tolls by August 30, 2020.

5.4 Cross-region Similarity A key feature of
ACTS is that it can capture similarity between regions
via attention from data. According to (7), the refer-
ence set Ω is common for any target regions i0, and
the learned attention distribution is determined by qi0

T .
Hence, we directly take those d-dim queries for every
region and apply K-means clustering to group them. In
this experiment, we use the death forecasting model as
an example, where T is August 30, 2020, and K = 4 is
selected based on the Elbow method [20].

A colored map is shown in Figure 4 based on
obtained clusters. We can see that California, Texas
and Florida, the three states recently hit most seriously
are grouped together. Furthermore, states like Arizona,
Illinois, North Carolina and Georgia are recognized
since they also suffer severe crisis. Interestingly, the
states of Wyoming and Vermont are distinguished by
our model, in which few deaths are observed for a
long period. Overall, our method is able to identify
similarities between regions to a certain degree.

6 Conclusion

In this paper, we presentACTS for COVID-19 forecast-
ing, a purely data-driven framework for an urgent fore-
casting problem concerning the entire world. It extends
the popular deep learning technique, namely attention
mechanism, to learning inter-series similarity for time
series forecasting. Above that, we also introduce a de-
trending component to model long-term trends that are
difficult for attention model to capture. Both modules
are learned jointly based solely on COVID-19 incidence
data and a handful of simple features. Without any do-
main knowledge, our model can empirically outperform
many strong forecasters that are featured by CDC. On

the other hand, we find great potential for improvement
for trend filtering and incorporating additional features,
which is left to future work.
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A Implementation Details

We implement our model and its variants using Py-
Torch. The hyperparameters we used in all of our ex-
periments are listed in the following table.

Hyperparam values

hidden size d [16, 32]
segment length l [7, 14]

horizon H 7
learning rate [0.001, 0.005, 0.01]

# training iterations [600, 1200, 1800]

Table 3: Hyperparameters

Exact values are selected by validation loss. We
train all of our implementations using an Intel i7-6700K
CPU and a single NVIDIA GTX 1080 Ti GPU (CUDA
10.2) hosted by Ubuntu 16.04. Each training iteration
takes approximately 1

6 second.
Since for each task we need to forecast 4 weeks, we

separately predict each week using the same attention
module to avoid long-term errors. To predict the k-th
week, we replace (5) by

gi
t = AvgPool

(
Conv

(
c̃it+(k−1)H+1:t+kH

))
,

i.e. take the development (k − 1)H days after the
corresponding segment. For case and death forecasting
where forecasts are aggregated by weeks, we directly
aggregate gi

t within a week before applying the final
transformation.

In generating final prediction, we avoid negative val-
ues by clipping partial predictions from both detrending
module and attention module.

Our implementation is open-sourced at https://

github.com/Gandor26/covid-open.

B Example Forecasts

We here show example forecasts of hospitalizations and
deaths in three representative states, i.e. Florida, Mary-
land and Virginia, to give a qualitative demonstration.
Our forecasts are accompanied by two best baselines in
either task.

We can see that in most cases ACTS fits the
ground truths better than baselines. An exception is the
hospitalization forecast for Maryland, in which ACTS
has systematical underestimation. This is because the
downward trend captured by the detrending module sig-
nificantly drags the final prediction down. It indicates
that more advanced trend filtering method can further
improve the performance of our model.

Figure 5: Daily hospitalization forecasts on August 30,
2020

Figure 6: Weekly death forecasts on August 30, 2020
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