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self. This type of question reflects a real-world sce-

nario: if one has questions during reading, some of

them are answered by the text later on, the rest are

not, but any of them would help further the reader’s

understanding at the particular point when they

asked it. This resource is a first step towards un-

derstanding the generation of such curiosity-driven

questions by humans, and demonstrates how to

communicate in a natural, inquisitive way by learn-

ing to rely on context.

Specifically, we crowdsource ∼19K questions

across 1,500 documents1, each question accompa-

nied by the specific span of the text the question

is about, illustrated in Figure 1. The questions are

verified to ensure that they are grammatically cor-

rect, semantically plausible and meaningful, and

not already answered in previous context. We show

that the questions capture a variety of phenomena

related to high-level semantic and discourse pro-

cesses, e.g., making causal inferences upon seeing

an event or a description, being curious about more

detailed information, seeking clarification, inter-

preting the scale of a gradable adjective (Hatzivas-

siloglou and Wiebe, 2000), seeking information of

an underspecified event (where key participants are

missing), and seeking background knowledge. Our

analyses reveal that the questions have a very differ-

ent distribution from those in existing factoid and

conversational question answering datasets (Ra-

jpurkar et al., 2016; Trischler et al., 2017; Choi

et al., 2018), thus enabling research into generating

natural, inquisitive questions.

We further present question generation models

on this data using GPT-2 (Radford et al., 2019), a

state-of-the-art pre-trained language model often

used in natural language generation tasks. Human

evaluation reveals that our best model is able to

generate high-quality questions, though still falls

short of human-generated questions in terms of se-

mantic validity, and the questions it generates are

more often already answered. Additionally, our

experiments explore the importance of model ac-

cess to already-established common ground (article

context), as well as annotations of which part of the

text to ask about. Finally, transfer learning results

from SQuAD 2.0 (Rajpurkar et al., 2018) show that

generating inquisitive questions is a distinct task

from question generation using factoid question

answering datasets.

1Data available at https://github.com/wjko2/
INQUISITIVE

The capability for question generation models

to simulate human-like curiosity and cognitive pro-

cessing opens up a new realm of applications. One

example for this sort of question generation is

guided text writing for either machines or humans:

we could use these questions to identify important

points of information that are not mentioned yet

and should be included. In text simplification and

summarization, these questions could be used to

prioritize what information to keep. The spans and

the questions could also help probing the specific

and vague parts of the text, which can be useful in

conversational AI. Because of the high level nature

of our questions, this resource can also be useful for

building education applications targeting reading

comprehension.

2 Related Work

Among question generation settings, ours is most

related to answer-agnostic, or answer-unaware

question generation: generating a question from

text without specifying the location of the an-

swer (Du et al., 2017). Recent work (Du and

Cardie, 2017; Subramanian et al., 2018; Wang

et al., 2019; Nakanishi et al., 2019) trains mod-

els that can extract phrases or sentences that are

question-worthy, and uses this information to gen-

erate better questions. Scialom and Staiano (2019)

paired the question with other sentences in the

article that do not contain the answers to con-

struct curiosity-driven questions. However, these

approaches are trained by re-purposing question-

answering datasets that are factual (Rajpurkar et al.,

2016) or conversational (Choi et al., 2018; Reddy

et al., 2019). In contrast, we present a new dataset

targeting questions that reflect the semantic and

discourse processes during text comprehension.

Several other question answering datasets con-

tain questions that are more information-seeking

in nature. Some of them are collected from

questions that users type in search engines (Yang

et al., 2015; Bajaj et al., 2016; Dunn et al., 2017;

Kwiatkowski et al., 2019). Others are collected

given a small amount of information on a topic sen-

tence (Trischler et al., 2017; Clark et al., 2020) or

in the context of a conversation (Choi et al., 2018;

Reddy et al., 2019; Qi et al., 2020). Our data is

collected from news articles and our questions are

precisely anchored to spans in the article, making

our questions less open-ended than those in past

datasets. While Li et al. (2016b) also collected a
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Average length std.dev

Question 7.1 3.4
Highlighted span 3.2 2.3

Table 1: Average length and standard deviation of the

questions asked by workers and the chosen span

tion 3.2, we show the validation annotators the

first few sentences of the article up to the sentence

where the question is asked, so that the validation

annotators have access to the same context as those

who asked the questions. We also show the high-

lighted span for that question. The workers are in-

structed to answer the following yes/no questions:

(1) Is it a valid question? An invalid question is

incomplete, incomprehensible, not even a question

at all, or completely unrelated to the article. (2) Is

this question related to the highlighted span? (3) Is

the question already answered in prior context?

Each question is answered by 3 workers from

Mechanical Turk. If more than half of the workers

judge the question to be either invalid, unrelated

to the span, or already answered, the question is

deemed low-quality and excluded. About 5% of the

collected questions are low-quality questions; this

low rate is consistent with our inspection. Addition-

ally, we manually annotated 100 of the questions

removed and we agreed with 92 of them.

Table 1 shows the average and standard deviation

of the number of tokens for all validated questions,

and those of tokens in the highlighted spans.

3.4 Corpus setup

For experimentation, in order to ensure model gen-

eralizability, we split by articles instead of by sen-

tences: we set aside 50 articles from each news

source for validation, which contains 1991 ques-

tions, and 50 articles each as the test set, which

contains 1894 questions. The remaining articles,

with 15931 questions in total, are used as the train-

ing set.2

4 Data analysis

In this section, we present a deep dive into INQUIS-

ITIVE, showing that the questions are much higher

level than existing datasets (Section 4.1), and have

rich pragmatic functions (Section 4.2). We also in-

vestigate the highlighted span associated with each

question (Section 4.3), and the relative salience of

questions to the article (Section 4.4).

2The numbers before filtering are: 2153, 1968, 16816.

4.1 Question types and diversity

We first investigate the types of questions in the cor-

pus, in comparison to existing question-answering

datasets that are also often used in answer-agnostic

question generation, in particular, SQuAD 2.0 (Ra-

jpurkar et al., 2018) and QuAC (Choi et al., 2018).

We additionally compare with NewsQA (Trischler

et al., 2017) which also uses news articles.

Question types To get a basic sense of question

types, Table 2 shows the most frequent bigrams

that start a question. For comparison, we also show

the data for SQuAD, QuAC, or NewsQA. It is no-

table that INQUISITIVE contains a much higher per-

centage of high level questions — those signaled

by the interrogatives “why” and “how” — than

either QuAC, SQuAD and NewsQA; these three

datasets are characterized by substantially more

“what” questions.

Lexical diversity We also check whether two an-

notators ask the same questions if they highlighted

the same span. We estimate this by calculating

the average percentages of shared unigram, bigram,

and trigrams among the all pairs of questions when

the highlighted span exactly match another. In the

919 pairs, the percentages of shared ngrams are

33.8 % for unigrams, 15.4 % for bigrams, and 8.5%

for trigrams. This shows that even if the annotated

spans are exactly the same, annotators often ask

different questions. For example, with the context

below (the highlighted span in italic), the annota-

tors asked very different questions:

It was the type of weather that would have
scrubbed a space shuttle launch. The rain was
relentless. [Q1: Why was the rain relentless?]
[Q2: How heavy is considered relentless?]

Additionally, we found that the percentage of words

appearing in the highlighted span that also appeared

in the corresponding question is only 22%, showing

that the annotators are not simply copying from the

span they had highlighted into the question.

To estimate the overall lexical diversity of the

collected questions, we report the distinct bigram

metric (Li et al., 2016a) that is often used to evalu-

ate lexical diversity of dialog generation systems.

This metric calculates the number of distinct bi-

grams divided by the total number of words in the

all questions. The metric of our dataset is 0.41;

this is much higher than QuAC (0.26), NewsQA

(0.29), and slightly higher than SQuAD 2.0 (0.39),3

3We use a subset of the same size as our data, taken from
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INQUISITIVE % SQuAD % QuAC % NewsQA %

what is 8.21 what is 8.49 did he 8.45 what is 8.46
why is 5.73 what was 5.30 what was 8.02 what did 8.38
why did 4.80 how many 4.87 what did 5.40 how many 5.31
what are 3.88 when did 3.13 are there 4.59 who is 4.61
why was 3.54 in what 2.87 how did 3.70 what was 4.41
why are 3.20 what did 2.76 did they 3.39 what does 3.89
how did 3.01 when was 2.14 when did 3.31 who was 2.77
what was 2.20 who was 2.08 what is 3.11 where did 1.79
what does 2.12 what does 1.66 what happened 2.95 what are 1.77
why were 1.88 what are 1.66 what else 2.85 where was 1.59
who is 1.84 what type 1.58 did she 2.12 when did 1.54
why would 1.68 how much 1.10 where did 1.89 where did 1.52
why does 1.62 what year 1.03 what other 1.87 what do 1.46
who are 1.56 where did 1.02 what was 1.74 who did 1.13
how does 1.47 what do 0.86 what were 1.61 what has 1.06

Table 2: Most frequent leading bigrams in different datasets

possibly because SQuAD contains highly specific

questions with many named entities.

4.2 What information are readers asking for?

To gain insights into the pragmatic functions of the

questions, we manually analyze a sample of 120

questions from 37 sentences. Of those questions,

113 of them are judged as high-quality using the val-

idation process described in Section 3.3. We now

describe a wide range of pragmatic phenomena

that signal semantic and discourse understanding

of the document. With each category, we also show

examples where the highlighted span correspond-

ing to the question are displayed in italic. Due to

space constraints, we show only the minimal re-

quired context to make sense of the questions in

the examples.

Why questions Causal questions — those sig-

naled by the interrogative “why” as well as its

paraphrases such as “what is the reason that” —

account for 38.7% of the questions we inspected.

Such why-questions tend to associate very often

with an adjective or adverb in the sentence:

Predicting the financial results of computer firms
has been a tough job lately. [Q: Is there a particu-
lar cause for this?]

Verbs also trigger why-questions, indicating that

readers are making causal inferences around

events:

The stock market’s dizzying gyrations during the
past few days have made a lot of individual in-
vestors wish they could buy some sort of insur-
ance. [Q: Why is it gyrating?]

the beginning of each dataset, since the metric is sensitive to
the amount of data.

Elaboration questions In 21.6% of the ques-

tions, readers seek more detailed descriptions of

concepts in the text ranging from entities and events

to adjectives. These questions are very often “how”

questions, although they can take different forms,

especially if the question is about an entity:
The solution, at least for some investors, may be a
hedging technique that’s well known to players in
the stock-options market . [Q: What is the tech-
nique?]
Undeterred by such words of caution, corporate
America is flocking to Moscow, lured by a huge
untapped market and Mikhail Gorbachev’s at-
tempt to overhaul the Soviet economy. [Q: How
is he overhauling the economy?]

The second example above shows a elaboration

question for a verb phrase; in this case, the patient

and the agent are both specified for the verb phrase.

In addition, we found that some elaboration ques-

tions about events are about missing arguments,

especially at the beginning of articles when not

enough context has established, e.g.,
It was the kind of snubbing rarely seen within the
Congress, let alone within the same party. [Q:
Who got snubbed?]

Definition questions A notable 12.6% of the ques-

tions are readers asking for the meaning of a tech-

nical or domain-specific terminology; for example:
He said Drexel — the leading underwriter of high-
risk junk bonds — could no longer afford to sell
any junk offerings. [Q: What is a leading under-
writer?]

In some cases, a simple dictionary or Wikipedia

lookup will not suffice, as the definition sought can

be highly contextualized:
Mrs. Coleman, 73, who declined to be inter-
viewed, is the Maidenform strategist. [Q: What
is the role of a strategist?]

Here the role of a strategist depends on the com-

pany that employed her.
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Background information questions We found

that 10% of the questions aim at learning more

about the larger picture of the story context, e.g.,

when the author draws comparisons with the past:

Seldom have House hearings caused so much
apprehension in the Senate. [Q: When have house
hearings caused apprehension?]

Other times, answering those questions will pro-

vide topical background knowledge needed to bet-

ter understand the article:

The stock market’s dizzying gyrations during the
past few days have made a lot of individual in-
vestors wish they could buy some sort of insur-
ance. [Q: How would that insurance work?]

Instantiation questions In 8.1% of the ques-

tions, the readers ask for a specific example or

instance when a set of entities is mentioned; i.e.,

answering these questions will lead to entity instan-

tiations in the text (McKinlay and Markert, 2011):

The solution, at least for some investors, may be
a hedging technique that’s well known to players
in the stock-options market. [Q: Which ones?]

This indicates that the reader sometimes would like

concrete and specific information.

Forward looking questions Some questions

(4.5%) reflect that the readers are wondering “what

happened next”, i.e., these questions can bear a

reader’s inference on future events:

Ralph Brown was 31,000 feet over Minnesota
when both jets on his Falcon 20 flamed out. At
18,000 feet, he says, he and his co-pilot “were
looking for an interstate or a cornfield” to land.
[Q: Would they crash into cars?]

Others We have noticed several other types of

questions, including asking about the specific time-

frame of the article (since readers were only shown

the body of the text). Some readers also asked

rhetorical questions, e.g., expressing surprise by

asking Are they really? to an event.

Finally, we observed that a small percentage

of the questions are subjective, in the sense that

they reflect the reader’s view of the world based

on larger themes they question, e.g., Why is do-

ing business in another country instead of America

such a sought-after goal?.

4.3 What do readers ask about?

In addition to understanding what type of informa-

tion is sought after, we also investigate whether

there are regularities in what the questions are

about. This is reflected in the highlighted spans

accompanied with each question.

Constituent % Constituent %

NP 22.5 VBN 2.8
NN 13.5 VBD 2.7
JJ 9.6 ADJP 2.5
VP 4.9 VB 2.2
NNS 4.3 S 2.0
NNP 3.9 VBG 1.9
NML 2.8 PP 1.4

Table 3: Top constituents in highlighted spans.

Table 3 shows the most frequent syntactic con-

stituents that are highlighted.4 Readers tend to

select short phrases (the average number of tokens

in the spans is 3.2) or individual words; while noun

phrases are most frequently selected, a variety of

constituents are also major players.

We found that the probability that two high-

lighted spans overlap is fairly high: 0.6. However,

F1-measure across all spans pairs is only 0.25. The

percentages of highlighted tokens chosen by 2, 3,

4, or all 5 annotators are: 0.8, 0.17, 0.03, and 0.006.

Upon manual inspection, we confirm the numer-

ical findings that there is a high variance in the

location of highlights, even though the question

quality is high. Secondly, while there are spans

that overlap, often a question’s “aboutness” can

have many equally valid spans, especially within

the same phrase or clause. This is exacerbated by

the short average length of the highlights.

4.4 Question salience

The analysis in Section 4.2 implied that the infor-

mation readers sought after differs in terms of their

relative salience with respect to the article: some

information (e.g., background knowledge) can be

important but typically isn’t stated in the article,

while others (e.g., causal inference or elaboration)

are more likely to be addressed by the article itself.

To characterize this type of salience in our data, we

ask workers to judge if the answer to each question

should be in the remainder of the article, using a

scale from 1 to 5. Each validated question is an-

notated by 3 workers. The average salience rating

is 3.18, with a standard deviation of 0.94, show-

ing that the questions are reasonably salient. The

distribution of salience ratings is shown in Table 4.

5 Question generation from known spans

We use INQUISITIVE to train question generation

models and evaluate the models’ ability to generate

questions with access to the gold-standard spans

4Parsed by Stanford CoreNLP (Manning et al., 2014).
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Model Train-2 Train-3 Train-4 Article-1 Article-2 Article-3 Span

Ours 0.627 0.352 0.135 0.397 0.147 0.0877 0.278
Ours + SQuAD pretraining 0.603 0.340 0.145 0.404 0.155 0.0931 0.284
Human 0.520 0.229 0.069 0.341 0.115 0.064 0.219

Table 5: n-gram overlap between the generated question and either the training set, the conditioned span, and the

source article. We see that the model generates novel questions without substantial copying from any of these

sources, approaching the novelty rates in human questions.

purchased at shops in the Tokyo area , two apples
imported from Washington State were found to
have trace amounts of the fungicide , health of-
ficials said . ” This is not a safety issue by any
means , ” said U . S . embassy spokesman Bill
Morgan . ” It ’ s a technical one . This fungicide is
also commonly used by farmers in Japan . ” Sev-
eral stores in Tokyo that stocked apples packed
by Apple King , a packer in Yakimo , Washington
state , were voluntarily recalling the apples Friday
because of possible health hazards , a city official
said .
Sentence: But a spokesman for Japan ’ s largest
supermarket chain , Daiei Inc . , said the company
has no plans to remove U . S . apples from its
shelves .
Inquirer: If this is the case, why have no plans
to remove them from their shelves?
Span+sentence: Why would the supermarket
chain remove U.S. apples from its shelves?

5.3 Automatic evaluation

We also use several metrics that capture the gener-

ation behavior of the models. These include: (1)

Measuring the extent of copying. Train-n: percent-

age of n-grams in the generated questions that also

appeared in some question in the training set. This

metric could show if the model is synthesizing new

questions or simply copying questions from the

training set. Article-n: percentage of n-grams in

the generated questions that also appeared in either

the sentence where the question is asked, or any

prior sentence in the same article. This metric esti-

mates the extent to which the system is copying the

article. (2) Span: percentage of words appeared in

the annotated span that also appeared in the gener-

ated question. This is an rough estimation of how

the question is related to the span. Table 5 shows

that Inquirer-generated questions are not simply

copied from the training data or the article, though

the n-gram scores are comparatively much higher

than questions asked by human.

6 Question generation from scratch

In this section, we assume that spans are not given,

and discuss two approaches to generating questions

from scratch: a pipeline approach with span pre-

diction, and a question generation model without

access to any span information.

6.1 Models

Pipeline. The pipeline approach consists of 2

stages: span prediction and question generation

using Inquirer. To predict the span, we use a model

similar to the BERT model for the question answer-

ing task (Devlin et al., 2019) on SQuAD 1.1 (Ra-

jpurkar et al., 2016). We replace the concatenation

passage and question with a concatenation of the

target sentence and the previous sentences in the

document. Now, the span to ask a question about is

treated analogously to the answer span in SQuAD:

we find its position in the “passage” which is now

the target sentence.5

Sentence+Context. We also experiment with a

Sentence+Context model, where the model has no

knowledge of any span information in both training

and testing; it is trained based purely on (context,

sentence) pairs from our dataset. This baseline

evaluates the usefulness of predicting the span as

an intermediate task.

6.2 Results

Question evaluation Human evaluation results

for Inquirer-pipeline and Sentence+Context are

shown in Table 6. Inquirer-pipeline is able to pro-

duce questions with a validity performance only

slightly below Inquirer. However, without access

to gold spans, more questions are already answered,

and are unrelated to the predicted spans. Yet pre-

dicting the spans is clearly useful: compared with

Sentence+Context, which does not use the spans

at all, Inquirer-pipeline generates more valid ques-

tions. While more of these are already answered

in the text, we argue that it is more important to

ensure that the questions make sense in the first

place, illustrated in this example below:

5We use the pretrained bert-large-uncased-whole-word-
masking model, and fine-tune it for 4 epochs. The learning
rate is 3e-5, batch size 3, maximum sequence length 384.
We use the Adam optimizer with (β1, β2) = (0.9, 0.999).
The parameters are tuned by manually inspecting generated
questions in the validation set.
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Context: Bank of New England Corp . , seeking
to streamline its business after a year of weak
earnings and mounting loan problems , said it
will sell some operations and lay off 4 % of its
work force . The bank holding company also
reported that third - quarter profit dropped 41 % ,
to $ 42 . 7 million , or 61 cents a share , from the
year - earlier $ 72 . 3 million , or $ 1 . 04 a share .
Sentence: Among its restructuring measures , the
company said it plans to sell 53 of its 453 branch
offices and to lay off 800 employees .
Inquire Pipeline: What other measures did the
company have?
Sentence+context: What are those?

Span evaluation Finally, we present the results

for the intermediate task of span prediction. Note

however that since we already observed that spans

can be highly subjective (c.f. Section 4.3), these

results should be interpreted relatively.

We use two metrics: (1) Exact match: the per-

centage of predictions that exactly match one of

the gold spans in a sentence. (2) Precision: the

portion of tokens in the predicted span that is also

in a gold span. Since there are usually multiple

spans annotated in a sentence, we report the micro-

average across all spans. We do not report recall

or F1, since considering recall would lead to a mis-

leading metric that prefers long span predictions.

In particular, the “best” length that optimizes F1 is

about 20 tokens, while the average length of gold

spans is 3.2 tokens.

Table 7 shows the results of span prediction. Our

span prediction model is compared with 3 scenar-

ios. The Random model picks a span at a random

position with a fixed length that is tuned on the vali-

dation set. The human-single scores are the average

scores between two spans that are highlighted by

different annotators. The human-aggregate base-

line compares the annotation of one worker against

the aggregation of the annotations of the other 4

workers. These results show that the task is highly

subjective, yet our model appears to agree with

humans at least as well as other humans do.

7 Conclusion

We present INQUISITIVE, a large dataset of ques-

tions that reflect semantic and discourse processes

during text comprehension. We show that peo-

ple use rich language and adopt a range of prag-

matic strategies to generate such questions. We

then present question generation models trained on

this data, demonstrating several aspects that gen-

erating INQUISITIVE questions is a feasible yet

challenging task.

Model Valid Related Answered Salience

Conditioning on gold span

Span 0.592 0.746 0.082 3.12
Span+Sentence 0.719 0.867 0.086 3.64
Inquirer 0.758 0.887 0.096 3.65
Inquirer+SQuAD 0.742 0.854 0.075 3.59

From scratch

Sentence+Context 0.711 - 0.115 3.01
Inquirer Pipeline 0.748 0.777 0.178 3.00
Human 0.958 0.866 0.047 3.18

Table 6: Human evaluation results for generated ques-

tions. Conditioning on the immediate sentence (+Sen-

tence) and further context (+Context) help generate bet-

ter questions, but SQuAD pre-training does not.

Model Exact Precision

Ours 0.121 0.309
Random 0.002 0.118
Human-single 0.075 0.265
Human-aggregate 0.115 0.391

Table 7: Results for predicting the span. Note that hu-

man agreement is low, so our automatic method is on

par with held-out human comparisons.
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