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Abstract

Humans use language to accomplish a wide

variety of tasks – asking for and giving ad-

vice being one of them. In online advice fo-

rums, advice is mixed in with non-advice, like

emotional support, and is sometimes stated ex-

plicitly, sometimes implicitly. Understanding

the language of advice would equip systems

with a better grasp of language pragmatics;

practically, the ability to identify advice would

drastically increase the efficiency of advice-

seeking online, as well as advice-giving in nat-

ural language generation systems.

We present a dataset in English from two

Reddit advice forums – r/AskParents and

r/needadvice – annotated for whether sen-

tences in posts contain advice or not. Our anal-

ysis reveals rich linguistic phenomena in ad-

vice discourse. We present preliminary models

showing that while pre-trained language mod-

els are able to capture advice better than rule-

based systems, advice identification is chal-

lenging, and we identify directions for future

research.

1 Introduction

Humans use language in the real world to achieve

many goals – communicate intents and desires, to

argue and convince, and to ask for and give advice.

In recent years, people have increasingly looked

to the internet to find advice; advice forums like

BabyCenter and r/needadvice have hundreds of

thousands of members; studies also showed that

people increasingly seek health advice online (Fox

and Duggan, 2013; Chen et al., 2018). However,

finding the right solution to a problem is difficult,

since advice may be spread over multiple posts

and pages online. Even within the same post, not

* Work done as an undergraduate student at UT Austin.
† Work done at UT Austin while on the DREU undergraduate
research program.

all sentences contain relevant advice, like in the

following (truncated) reply to a question titled Is it

too late to start a hobby/activity at 12?:

(1) ..you can always pick anything up you think

is interesting and giving it a shot. You never

know what you are good at until you try new

things! Idk if you have a budget or maybe

borrow tools but you can try woodworking?

It’s fun and frustrating (in a good way) at the

same time

Only the italicised sentences are advice to the ques-

tion asked. Both sentences that follow the ad-

vice sentences lend support to the advice, rather

than containing advice towards a course of action

themselves. People also give advice in different

ways (Abolfathiasl and Abdullah, 2013), often im-

plicitly like in the following reply to a question ti-

tled Parenting with a history of depression?, where

advice is implicitly conveyed via personal experi-

ence:

(2) I took my meds the whole time. I used the

tools I learned in therapy. I talked on Reddit

with others to get support and ideas.

Automatic identification of advice in text would

thus be extremely useful. Yet, as we see above, it

would also require a deep understanding of seman-

tics and discourse pragmatics. In recent years, NLP

systems based on large-scale pre-trained language

models have shown impressive gains on several lin-

guistic benchmarks (Devlin et al., 2019; Clark et al.,

2020; Yang et al., 2019). However, these same mod-

els have been found to struggle at tasks that require

higher-level processing (Ettinger, 2020), including

giving advice (Zellers et al., 2020).

This work aims to advance both our understand-

ing of how people give advice, as well as to pro-

vide resources for learning to identify advice. First,

we construct a dataset of annotations of advice in

English from two advice-focused Reddit commu-
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nities – r/AskParents and r/needadvice, totalling

18456 sentences across 684 posts (§3). These

two subreddits are different in a number of re-

spects. r/needadvice is a general advice forum,

while r/AskParents targets a specific audience—

parents—who are often active seekers of advice.

r/needadvice is more strongly moderated than

r/AskParents. In addition, our analysis shows that

r/AskParents contains more implicit, narrative ad-

vice than r/needadvice (§4). Through this dataset

we provide the first-of-its-kind resources to explore

the breadth of advice-giving strategies, and testbeds

for modeling advice.

We establish benchmarks for this task with

BERT (Devlin et al., 2019), a large pre-trained

language model, to identify sentences that consti-

tute advice. We find that it is substantially better

than a rule-based approach (§5). In an in-depth

analysis, we find that BERT re-discovers some lin-

guistic rules that have been previously proposed

for identifying advice, but struggles with advice

that is more implicit, for example in the form of

a narrative, like in (2) (§7). Our results also show

that r/AskParents is more challenging for advice

identification, despite the fact that r/needadvice has

a wider range of topics. We make all of our data

and code available online1.

2 Related Work

Advice Strategies There has been sociological

and pragmatic work analysing how people navigate

the task of engaging in advice discourse. People

weigh interactional costs when giving and asking

for advice (Shaw and Hepburn, 2013), and they

engage in various strategies to persuade their inter-

locutor and achieve their goals. Effective advice

givers were found to engage in roles that extended

beyond giving advice – they help advice seekers

clarify their problem, list possible solutions and

sort through them, offer support and reassurance,

and more (DeCapua and Dunham, 1993). While

there has been work by Fu et al. (2019) looking

at how people use personal narratives to ask for

advice online, no work thus far has looked at the

discourse of advice giving online.

SemEval SemEval-2019 introduced a pilot task

on suggestion mining (Negi et al., 2019), recogniz-

ing the growing importance of identifying whether

a text contains a suggestion towards a course of

1https://github.com/venkatasg/

Advice-EMNLP2020

action or not. The dataset only considers sentences

that explicitly include suggestions – that is, where

one can infer without context that a sentence is a

suggestion – while we always give the annotators

the wider context of the entire post and question,

and ask them to evaluate which sentences are ad-

vice based on this wider context. For instance, (2)

is advice in the context of the question, but that

same narrative could also be support for advice,

given a different question. Additionally, sugges-

tions are not synonymous with advice, and can

include tips and recommendations (although none

of these terms are mutually exclusive). For exam-

ple, You should try the food at Italian restaurant

might be construed as a tip or a recommendation,

rather than advice.

SemEval-2019 Task 9 provides two datasets –

one from a software suggestions forum and another

from a hotel reviews website. While the dataset and

the suggestion mining models are useful for under-

standing suggestions, we find that the definition of

suggestion is too constrained – explicit suggestions

will not include many implicit instances of advice,

which we are interested in studying. Secondly, we

find the domain of their datasets to be somewhat

restricted, and not representative of the wide range

of online advice-seeking behavior. We chose to

construct datasets based on subreddits devoted to

asking for advice related to parenting and general

issues, since we want to understand how to model

general human advice-seeking interactions. We tar-

get parenting as parents frequently seek and give

advice online, and express it in linguistically di-

verse forms. For general advice, r/needadvice has

clear grouping mechanisms (“flairs”) that inform

us with the topic of advice, which we use during

analysis.

TuringAdvice Contemporaneous work from

Zellers et al. (2020) introduces a new framework

to evaluate the performance of language models.

TuringAdvice challenges models to generate

advice that is at least as helpful to the advice seeker

as human generated advice. They introduce a new

dataset called REDDITADVICE, which scrapes posts

from a wide variety of advice subreddits. Anno-

tators on Mechanical Turk were presented with a

Reddit post seeking advice, along with two replies

to the post, and were asked to choose which reply

constitutes the more helpful advice.

However, as (1) shows, the entirety of a response

to a question rarely constitutes advice. In contrast,
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our work annotates and identifies explicit and im-

plicit advice within a reply to an advice-seeking

posts and finds that less than 40% of sentences in a

reply are actually advice (Table 3). Moreover, we

focus on understanding how people give advice lin-

guistically, and to what extent pre-trained language

models are able to identify advice. We believe our

approach of analyzing what constitutes advice at

the semantic and discourse level complements the

motivation of Zellers et al. (2020).

3 Data Collection

3.1 Data sources

In this section, we describe the data pipeline that

we used to collect annotations. We sourced our data

from Reddit – an online forum composed of many

communities dedicated to specific topics (called

subreddits). We gathered our data from two subred-

dits – r/AskParents, which is a forum for parents

seeking advice on how to raise their children, and

r/needadvice, a general advice forum, where users

(or moderators) also have the ability to tag their

advice-seeking posts with a specific flair (i.e. cate-

gory). r/AskParents and r/needadvice were chosen

for their respective narrow and wide domains (and

audience), and also because we believed we might

see differences in how advice is communicated

based on our pilot studies. r/needadvice is also

more highly moderated than r/AskParents, having

more rules for users to follow for posting and re-

plying to posts. We believe all of these factors con-

tribute to two different “styles” of advice-giving.

For r/needadvice, we study posts which contain

the following highly frequent flairs: “Education”,

“Career”, “Mental Health”, “Life Decisions”, and

“Friendships”. Some flairs were not considered due

to the lack of variety in responses. For example,

in the “Medical” flair, replies often consisted of

telling the original poster to see the doctor.

3.2 Annotation Task

We crowdsource advice annotations from Amazon

Mechanical Turk. Despite the inherent noise due to

crowdsourcing (Parde and Nielsen, 2017), recent

work showed that when designed carefully, aggre-

gated crowdsourced annotations are trustworthy

even for complex tasks (Nye et al., 2018).

As (1) illustrates, not all sentences in a response

to an advice-seeking question constitute advice.

Thus, we want annotators to highlight which parts

of the response to a question are advice, and which

Dataset Sentences κmaj κDS

AskParents 203 0.620 0.669

needadvice 110 0.680 0.681

Table 1: Gold annotator agreement on the internal task.

are not. We also want to find instances of implicit

advice, i.e., advice that is given indirectly, like in

(2). To ensure that annotators can also identify

advice that might be marked using contextual cues,

we provide annotators with sufficient context.

In our task, we present annotators with an

advice-seeking post and the post’s corresponding

replies. Given the hierarchical structure of forum

replies, we show workers comment-trees, where a

comment-tree is a comment and all of its replies2.

Annotators are instructed (with examples) to high-

light instances of both direct and indirect (implicit)

advice within these comment trees. The highlight-

ing interface, setup using the third-party tool BRAT

(Stenetorp et al., 2012), asks annotators to highlight

the longest contiguous span of text that they deem

to be advice that addresses the question in the post.

Preprocessing We recruited annotators on Ama-

zon Mechanical Turk who were from the USA, had

a minimum approval rating of 95%, and had com-

pleted at least 500 HITS. To ensure that the posts

on which annotators worked were substantive, we

chose posts from both subreddits that were at least

3 days old and had at least 3 comments with 10

or more tokens. Comments made by the original

poster or moderators usually did not contain any ad-

vice, so they were excluded3. To keep the task load

reasonable for annotators, any posts with a submis-

sion title and body exceeding one standard devia-

tion above the average length of posts (421 tokens)

were filtered out; we restricted comment-trees to

a depth of 2 and constructed HITS to contain at

most 5 top-level comments to an advice-seeking

post. Each HIT was annotated by 5 annotators for

$0.15 per HIT. We perform a final round of prepro-

cessing on our dataset to ensure quality (Cachola

et al., 2018), by removing annotations from work-

ers whose Spearman correlation against the sum of

labels within a HIT was below 0.2.

2The order of comment-trees are determined by Reddit’s
ranking algorithm. We ordered by “top” comments

3If the original poster makes a reply to an existing com-
ment, we only annotate posts that appear before that reply.
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Dataset Acc P R F1

AskParents 83.71 76.86 79.62 73.14

needadvice 85.99 85.71 79.99 79.55

Table 2: Average inter-annotator agreement for all

workers against DS labels

3.3 Annotator agreement

We use sentences as our processing unit for advice

identification. While BRAT does not restrict high-

lights to be along sentence boundaries, we observed

that when a sentence contains highlights, 77.9% of

the tokens are highlighted, and that using sentences

as units avoids fine-grained annotator variability

resulting from the free-form highlighting interface.

Label aggregation Following Nye et al. (2018),

we use the Dawid-Skene algorithm (Dawid and

Skene, 1979) to obtain aggregated labels, hence-

forth referred to as Dawid-Skene (DS) labels4. This

is an EM based algorithm that estimates the label

with the maximum estimated posterior probability

by iteratively computing annotator competencies

and type probabilities. The algorithm ensures that

competent annotators are given higher weight, and

we show below that it is preferable to majority vote

aggregation.

Expert annotation To evaluate the reliability of

the DS labels, pilot annotations were done inter-

nally by three authors, two of whom are trained

linguists. They also constructed an “expert” an-

notation of a randomly selected subset of posts,

containing 203 sentences for r/AskParents and 110

sentences for r/needadvice. Cohen’s Kappa (Co-

hen, 1960) was 0.529 for r/AskParents and 0.572

for r/needadvice, indicating moderate agreement.

Disagreements in expert annotations were subse-

quently adjudicated to construct the gold annota-

tions on the subset of posts.

Agreement Table 2 evaluates the agreement be-

tween annotators in terms of micro-averaged accu-

racy, precision, recall and F1 between each worker

and the DS labels. These numbers, although moder-

ately high, show that there is disagreement among

workers. However, Nye et al. (2018) found that

despite the internal noise with complex tasks, the

aggregated labels can still align well with experts.

Table 2 also shows that agreement scores are higher

on r/needadvice than on r/AskParents.

4We used Get-Another-Label to generate DS labels

Dataset Train Dev Test

AskParents 8701(.29) 802(.33) 1091(.26)

needadvice 6148(.37) 816(.34) 898(.37)

Table 3: Sentence metrics in our dataset, with fraction

DS-labeled as advice.

Table 1 reports the Kappa values of the resolved

expert labels against either the DS labels or major-

ity vote. We find that DS labels have substantial

agreement with expert labels, and that the agree-

ment is higher than majority vote. This result con-

firms that the aggregated DS labels are reliable.

A note on posts with deleted question bodies

We observed after collecting annotations that 69 of

407 posts in r/AskParents and 98 of 277 posts in

r/needadvice had been deleted by users or removed

by moderators, meaning the submission bodies

were missing and only the titles and comment-trees

remained. However, most of the titles of these

question posts are highly informative, and provide

ample context for advice annotation, as shown be-

low:

(3) How can I enjoy my loneliness?

(4) If I quit a grocery store job after two shifts, will

I have to report it for employement history?

We identified 19 deleted posts whose titles failed to

provide annotators with enough context. However,

since we found no discrepancy with the the agree-

ment scores for any annotations from these posts,

we don’t exclude them from the dataset. We report

the agreement scores within deleted posts for both

subreddits in Table 12 in the Appendix.

3.4 Corpus

Our final dataset consists of annotations of 407

posts in r/AskParents (by 95 workers) and 277 posts

in r/needadvice (by 64 workers). Table 3 gives an

overview of the sentence metrics in our dataset,

along with the fraction of sentences DS-labeled as

advice. We used a train/development/test split of

80-10-10 on posts rather than sentences so as to

retain context for sentences in the same post.

4 Preliminary Analysis

4.1 How is advice expressed?

As noted previously, r/AskParents and r/needadvice

differ with respect to their styles of moderation,

but they are also different communities that may
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Advice Non-advice

r/
A

sk
P

ar
en

ts
book if take something
help then you might
talk need down can etc
play find show or great
also give buy big watch
diaper car about else
minute spend baby

luck sorry shit however
dog crazy teenager op
die eventually three
wish weird daughter
yeah brother example
miss gender anyway
anymore comment
morning lol boyfriend
girl younger hope drive
mine

r/
n

ee
d

ad
v

ic
e

he phone night adult
stay set big game doctor
fun bring less show love
depend activity eat nor-
mal put teacher family
etc minute teach allow
home they area

luck degree company
college interview hobby
student field mental
course op sorry job
dog anxiety hire even-
tually position path
shit comment human
online community shoe
thanks note exercise
depression slowly

Table 5: Top 30 lemmas ranked by logodds ratio

4.2 Non-advice sentences in advice posts

Table 3 shows that the majority of sentences in

replies to an advice-seeking post do not actually

contain advice. To understand this phenomenon,

we looked into sentences that are annotated as non-

advice in our dataset. We found several distinctive

phenomena, some of which are described with ex-

amples below (non-advice text is italicised):

(11) Expressing sentiment: I also found being

fully prepared for an interview calmed me

down . . . Good luck on your interviews and

fingers crossed .

(12) Providing support to advice: Look for smaller

outfits , they ’re more likely to be willing to

give you some time . Most professionals - if

they have the time - are more than happy to

talk to a student about what they do , espe-

cially if the student is interested in the same

field .

(13) Reasoning about the situation: Yes , no one

will ever know the big answers to the big

questions . What is the only thing that if

shared , will grow larger in size?Answer :

Love . Let that define your actions in life .

These non-advice sentences suggest a highly dy-

namic way in which advice-giving is structured

into a coherent discourse. They also indicate that

context can play a role in identifying advice.

4.3 Lexical Analysis

To motivate that the language of advice varies

systematically from non-advice, we quantify how

strongly individual lemmas are associated with ad-

vice versus non-advice text. We use the log-odds

ratio as a metric of comparison (Nye and Nenkova,

2015). To counteract the tendency of log-odds

scores to highlight infrequent lemmas (Monroe

et al., 2017), we filter out lemmas that occurred

less than 20 times in the train and validation set of

our corpus.

Table 5 shows the top 30 lemmas (excluding

punctuation characters and numbers) from advice

and non-advice sentences for each subreddit ranked

by their log-odds ratio. We observe that there are

fewer verbs among non-advice lemmas than advice

lemmas, and that lemmas which are generally used

in expressing sentiment (luck, sorry, thanks) are

more likely to be found in non-advice sentences.

Combined with our observations in §4.2, this shows

that language varies systematically between advice

and non-advice sentences.

5 Models

Task setup We have constructed a dataset from

the subreddits r/needadvice and r/AskParents as a

general purpose resource for studying the breadth

of advice-giving strategies. Our modelling exper-

iments aim to establish baseline performance for

rule-based models and language models at identi-

fying advice, as well as explore how their perfor-

mance varies with domain and provided context.

We model advice identification as a binary classifi-

cation task – given a sentence, predict whether the

sentence is advice or not.

Baselines We test the baseline rule-based model

and the top performing rule-based submission

(NTUA-IS; Potamias et al., 2019) from SEMEVAL

Task 9 2019 on our dataset, and use the results of

these rule based models as baselines against which

to gauge the performance of more advanced ones

based on pre-trained language models.

The baseline model provided by Negi et al.

(2019) uses search patterns to identify suggestions,

including words (suggest, recommend), phrases

(.*would\slike.*if.*), and part-of-speech (POS)

tags (modals, past tense verbs).

However, some of these rules are naive and not

intepretable – such as classifying a sentence as a

suggestion if it contains a modal or the base form
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of a verb. Potamias et al. (2019) improve upon this

baseline with more keywords and phrases, search-

ing for more rigorous POS patterns within clauses

rather than sentences, and assigning different con-

fidence scores for keyword and POS matches5. A

sentence is classified as a suggestion if it exceeds a

preset confidence score.

Since there is broad overlap between the pur-

poses of their task and our analysis, we believe

the results of these rule-based models are good

baselines for our dataset. Moreover, the lexical

and linguistic rules provide avenues of analysis for

interpreting how our models make predictions.

Utilizing pre-trained language models Pre-

trained language models based on the Transformer

architecture (Vaswani et al., 2017) subsequently

finetuned on a dataset relevant to the downstream

task of interest have proven to be immensely suc-

cessful in NLP. Therefore, we consider two model

architectures based on BERT (Devlin et al., 2019).

We finetune models separately on r/AskParents and

r/needadvice.

BERT has been pretrained for classification tasks

with a special [CLS] token appended at the begin-

ning of the sentence. We use this token’s final

hidden layer representation exclusively for classi-

fication. We experiment with 3 different ways of

passing inputs to the pre-trained language model,

varying the presence of some form of context:

1. BERTsent: We only use the sentence as input.

2. BERTsent+q: BERT has also been pretrained

for question-answering tasks with a CLS to-

ken followed by two spans of text with a sep-

aration ([SEP]) token between them, like so:

[CLS] SENTENCE A [SEP] SENTENCE B. We

set SENTENCE A as the sentence being clas-

sified and SENTENCE B as the title and last

three sentences of the corresponding advice-

seeking post.

3. BERTsent+c: In addition to using the advice-

seeking post as context for the sentence, we

experiment with using the rest of the reply as

context. We set SENTENCE B as the remainder

of the reply by that user.

We also present results for non-finetuned BERT

embeddings (BERTnoft), where we only finetune

the parameters of the classifier on top of the BERT

model.

5Due to the lack of availability of code from Potamias et al.
(2019), we attempted to reverse engineer all of their rules to
the best of our ability.

Model P R F1

r/
A

sk
P

ar
en

ts

SEMEVAL 32.7 70.2 44.6
NTUA-IS 31.4 64.9 42.3
BERTnoft 62.6 (1.2) 14.9 (1.0) 24.0 (1.4)
BERTsent 54.9 (2.4) 49.5 (4.4) 51.9 (1.9)
BERTsent+c 54.2 (2.1) 49.9 (4.0) 51.9 (2.2)
BERTsent+q 61.0 (13.4) 33.1 (11.9) 37.4 (8.1)

r/
n
ee

d
ad

v
ic

e

SEMEVAL 44.5 80.3 57.2
NTUA-IS 43.0 70.9 53.5
BERTnoft 82.9 (0.5) 44.6 (1.4) 58.0 (1.2)
BERTsent 79.7 (3.8) 76.3 (3.9) 77.8 (0.3)
BERTsent+c 80.4 (4.4) 75.3 (4.4) 77.6 (0.7)
BERTsent+q 83.4 (4.8) 64.7 (7.4) 72.5 (3.5)

Table 6: Classification results on test set.

Generalizability We explore the generalizabil-

ity of models finetuned on r/AskParents and

r/needadvice by taking the best performing model

on each dataset and analyze the predictions of the

model on the other dataset. Since our r/AskParents

dataset is larger, we also experiment with training

on a subset of r/AskParents that is similar in size

to r/needadvice.

Implementation We use the bert-base-cased

pretrained embeddings from HuggingFace’s Trans-

formers module (Wolf et al., 2019). All models are

optimized with AdamW (Loshchilov and Hutter,

2019) and fine tuned for a maximum of 6 epochs

with early stopping. We used a batch size of 32, and

set weight decay to 0 and learning rate to 1e-5.

Evaluation We report precision, and recall and

F1 scores for all models. The results for the fine-

tuned BERT-based models are averaged over 5 ran-

dom restarts during finetuning, and presented along

with their standard deviation in parentheses.

6 Results

Baseline The performance of the baseline mod-

els and the finetuned language models are given

in Table 6. Surprisingly, we find that our base-

line rule-based models perform reasonably well –

they outperform non-finetuned BERT embeddings

at recall. However, as noted previously, many of

the keyword and POS pattern rules are simplistic,

which explains their high false positive rate.

r/AskParents vs r/needadvice We observe

that all of the models perform better on the

r/needadvice dataset, providing further evidence

that r/AskParents is a more challenging dataset. As

already discussed, this is likely due to a combi-

nation of factors – r/AskParents is less moderated
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Model P R F1

AP → AP 54.9 (2.4) 49.5 (4.4) 51.9 (1.9)
APp → AP 59.1 (3.5) 44.4 (4.1) 50.5 (1.8)
NA → AP 61.9 (4.9) 39.7 (3.5) 48.1 (1.3)

NA → NA 79.7 (3.8) 76.3 (3.9) 77.8 (0.3)
AP → NA 74.0 (4.0) 79.3 (2.9) 76.5 (0.9)
APp → NA 76.9 (3.8) 75.5 (4.7) 76.0 (1.1)

Table 7: Generalizbility results on test set.

AP=r/AskParents, APp = AP subset, NA =r/needadvice

than r/needadvice, and contains a higher proportion

of narrative compared to argumentative discourse

modes.

BERTsent+c We observe that adding context to a

post does not improve model performance. This

could be because the architecture we used to add

context to the model, [CLS] SENT [SEP] CONTEXT

[SEP], may not be conducive to retrieving contex-

tual information necessary to identify advice.

BERTsent+q Curiously, appending information

from the question using the same architecture leads

to a noticeable loss in model performance along

with high variability. This could be because the

question and the sentence are written by differ-

ent users, leading to discourse incoherence which

might confuse the model. For instance, while

BERTsent classified the following sentence cor-

rectly, appending the question title and last 3 sen-

tences of the question body lead it to go astray:

(14) Sentence:You don’t actually have to tell her

anything of any substance. Question: Why

is my Mother so negative over my new job?

The end Rant over, thank you all

We experimented with only appending the question

title, as well as excluding posts that had deleted

post bodies, and found similar loss in performance

along with variability.

We have illustrated that context from the ques-

tion (like in (2)) and from the rest of the reply

(like those in §4.2) can help in identifying advice.

However, neither of our models with context out-

performs the model without context. Future work

needs to work on building better models that can

extract relevant information from these contextual

cues to inform advice identification.

Generalizability Table 7 shows that while test-

ing on another advice domain leads to lower per-

formance on both subreddit datasets, the model

trained on r/AskParents, a more niche subreddit,

Flair P R F1

Friendships 85.5 (5.7) 93.8 (0.0) 89.2 (2.9)
Mental Health 75.6 (3.5) 74.7 (3.6) 75.0 (0.6)
Education 86.8 (2.9) 67.4 (6.2) 75.7 (3.1)
Career 75.9 (5.1) 78.0 (3.8) 76.7 (1.3)
Life Decisions 82.4 (4.4) 82.8 (3.5) 82.4 (0.7)

Table 8: Flair results on test set.

performs well on the more general r/needadvice

subreddit. Our model results suggest that data

from both subreddits is sufficiently generalizable

for models to learn some general features of what

constitutes advice. Moreover, training on a subset

of the r/AskParents data (71% randomly sampled)

doesn’t lead to substantial degradation of perfor-

mance on r/AskParents (or r/needadvice). This

result indicates that models find it harder to learn

from our r/AskParents dataset, since more data

doesn’t seem to lead to substantial improvements

in performance.

Flairs Table 8 reports per-flair results (of the

BERTsent model) on r/needadvice. We observe

that the lowest performance is in the flairs Men-

tal Health and Career. We had shown previously

(Table 4) that Mental Health had a high proportion

of personal narrative discourse, which we can see

tends to lead to lower performance. For Career, the

reasons are less clear.

7 Analysis

We chose the BERTsent model – the best performing

model on both datasets, and analyzed the attention

weights to see if they show some of the patterns we

used in the baseline models. The attention weights

were visualized using BertViz (Vig, 2019).

Attention Analysis Transformer based language

models utilize multiple self-attention heads to learn

higher order and long distance relationships among

words in a sentence. In Figure 2, we visualize the

distribution of attention weights from the final hid-

den layer, with each color representing a different

attention head. The [CLS] token is observed to

attend to the modals that the baseline rule based

models have explicitly encoded in them.

The model is also robust to noise in our anno-

tation protocol. The sentence in Figure 3, was

improperly annotated as not advice, as was the ag-

gregated DS label. However in Figure 3, which

visualizes the attention distribution in the penulti-

mate layer, we observe that the model attends to
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Appendix

Model P R F1

A
sk

P
ar

en
ts

SEMEVAL 38.27 67.54 48.85

NTUA-IS 36.49 60.45 45.51

BERTnoft 74.20 (1.61) 22.68 (0.77) 34.74 (0.77)

BERTsent 62.93 (3.36) 58.95 (4.69) 60.70 (1.84)

BERTsent+c 61.84 (2.68) 61.64 (4.72) 61.59 (1.89)

BERTsent+q 66.41 (9.80) 46.55 (10.20) 53.46 (4.11)

N
ee

d
A

d
v
ic

e

SEMEVAL 42.01 82.48 55.67

NTUA-IS 37.23 68.61 48.27

BERTnoft 74.72 (0.30) 43.80 (1.06) 55.22 (0.89)

BERTsent 68.76 (2.98) 73.72 (4.65) 71.00 (0.90)

BERTsent+c 71.23 (3.29) 71.97 (5.09) 71.41 (1.23)

BERTsent+q 73.19 (1.70) 61.17 (9.75) 66.21 (5.48)

Table 10: Classification results on validation set.

Model P R F1

AP → AP 62.93 (3.36) 58.95 (4.69) 60.70 (1.84)

APp → AP 66.76 (3.87) 53.28 (6.05) 58.94 (2.36)

NA → AP 68.02 (5.49) 51.19 (6.37) 57.95 (2.52)

NA → NA 68.76 (2.98) 73.72 (4.65) 71.00 (0.90)

AP → NA 58.68 (2.77) 80.29 (4.71) 67.68 (1.29)

APp → NA 67.73 (3.44) 70.51 (4.69) 68.91 (0.89)

Table 11: Generalizability results on validation set.

Dataset Acc P R F1

r/AskParents(D) 86.18 79.46 74.7 72.89

r/AskParents(ND) 83.22 76.38 80.54 73.21

r/needadvice(D) 87.21 85.21 81.03 79.48

r/needadvice(ND) 85.38 85.96 79.48 79.58

Table 12: IAA on deleted(D) and not-deleted(ND)

posts against DS labels.

Dataset Train Dev Test

AskParents 327 40 40

needadvice 223 27 27

Table 13: Post-level metrics on our dataset.


