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Abstract
Electron capture on nuclei plays an essential role in the dynamics of several astrophysical
objects, including core-collapse and thermonuclear supernovae, the crust of accreting neutron
stars in binary systems and the final core evolution of intermediate-mass stars. In these
astrophysical objects, the capture occurs at finite temperatures and densities, at which the
electrons form a degenerate relativistic electron gas. The capture rates can be derived from
perturbation theory, where allowed nuclear transitions [Gamow–Teller (GT) transitions]
dominate, except at the higher temperatures achieved in core-collapse supernovae, where
forbidden transitions also contribute significantly to the capture rates. There has been decisive
progress in recent years in measuring GT strength distributions using novel experimental
techniques based on charge-exchange reactions. These measurements not only provide data for
the GT distributions of ground states for many relevant nuclei, but also serve as valuable
constraints for nuclear models which are needed to derive the capture rates for the many nuclei
for which no data yet exist. In particular, models are needed to evaluate stellar capture rates at
finite temperatures, where capture can also occur on nuclei in thermally excited states. There
has also been significant progress in recent years in the modeling of stellar capture rates. This
has been made possible by advances in nuclear many-body models as well as in computer soft-
and hardware. Specifically, to derive reliable capture rates for core-collapse supernovae, a
dedicated strategy has been developed based on a hierarchy of nuclear models specifically
adapted to the abundant nuclei and astrophysical conditions present under various collapse
conditions. In particular, for the challenging conditions where the electron chemical potential
and the nuclear Q values are of the same order, large-scale shell-model diagonalization
calculations have proved to be an appropriate tool to derive stellar capture rates, often
validated by experimental data. Such situations are relevant in the early stage of the core
collapse of massive stars, for the nucleosynthesis of thermonuclear supernovae, and for the
final evolution of the cores of intermediate-mass stars involving nuclei in the mass range
A ∼ 20–65. This manuscript reviews the experimental and theoretical progress recently
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achieved in deriving stellar electron capture rates. It also discusses the impact these improved
rates have on our understanding of the various astrophysical objects.

Keywords: electron capture, supernova, Gamow–Teller strength, charge-exchange reactions

(Some figures may appear in colour only in the online journal)

1. Introduction

Electron capture is one of the fundamental nuclear processes
mediated by the weak interaction. In this reaction, a free pro-
ton or one bound inside a nucleus is transformed into a neutron
by the capture of an electron, producing an electron neutrino.
Electron capture on nuclei plays an important role in vari-
ous dense astrophysical environments and all three properties
which characterize this process (change of the nuclear charge,
reduction of the number of electrons, and energy release by
neutrinos) have important consequences in these astrophysi-
cal environments [1]. Stellar electron captures, however, differ
significantly from those which can be studied in the labora-
tory. In the latter, the decay occurs within an atom (or ion)
due to the capture of an electron from the atomic cloud, where
electrons in tightly bound orbitals are strongly preferred due
to their larger probability density at the nucleus. However, in
the high-density, high-temperature environments of stars, the
atoms are strongly (for example, in our Sun) or completely
ionized (in advanced stellar burning stages or supernovae).
Hence, stellar capture rates differ from laboratory rates and
are, unfortunately, not yet directly experimentally accessible
and therefore have to be modeled.

Supernovae are arguably the most important astrophysical
sites in which electron capture on nuclei plays a decisive role.
These include the core collapse of massive stars [2–4], the
final evolution of the ONeMg cores in intermediate-mass stars
[5, 6], the crustal evolution of neutron stars in binaries [7, 8], as
well as the nucleosynthesis occurring in thermonuclear (type
Ia) supernovae [9, 10]. In all of these scenarios, the densities
at which electron capture plays a role are in excess of about
109 g cm−3 and the finite temperatures range from 108 K in
electron-capture supernovae to more than 1010 K late in the
core collapse of massive stars. Under these conditions, elec-
trons are characterized as a relativistic Fermi gas with Fermi
energies of MeV to tens of MeV. As a consequence, under
these conditions, electron capture can also occur on nuclei that
are stable under laboratory conditions [2].

At relatively low electron energies, the capture is domi-
nated by allowed Gamow–Teller (GT) transitions; forbidden
transitions contribute at higher densities/temperatures or in
exceptional cases [2, 3, 11–13]. This observation has pro-
vided the basis for recognizing the importance of electron
capture in core-collapse supernova, but has also allowed deci-
sive progress to be achieved in recent years in deriving reli-
able stellar capture rates. The pioneering work of Bethe,
Brown, Applegate, and Lattimer [2] derived capture rates on

the basis of a single GT transition that transforms an f7/2 pro-
ton into an f5/2 neutron. This assumptionwas motivated by the
independent particle model (IPM) structure of 56Fe, which is
quite abundant during the early collapse phase. The impor-
tant insight into collapse dynamics achieved in their pioneering
workwas that electron capture is a very efficient coolingmech-
anism and that entropy therefore remains low during the entire
collapse. As a consequence, the composition of the core is
predominantly heavy nuclei rather than being dissociated free
nucleons. The challenge of deriving an improved set of stel-
lar capture rates was taken up by Fuller, Fowler, and Newman
who, in a series of papers, outlined a formalism for determin-
ing stellar capture rates and applied it to the calculation of rate
tables for nuclei in the mass range A = 21–60 under appropri-
ate temperature and density conditions in the core [3, 14–16].
These derivations were again based on the IPM, but consid-
ered experimental data wherever available. Fuller noticed that,
within the IPM, GT transitions from pf proton orbitals are
Pauli blocked for nucleiwithN � 40 forwhich the pf shell for
neutrons is completely filled [17]. Based on this observation,
Bruenn derived a parametric description for stellar electron
capture rates which assumed vanishing capture rates for all
nuclei with neutron numbers N > 40 [18]. Although Cooper-
stein and Wambach pointed out that Pauli blocking could be
overcome at high temperatures and by forbidden transitions
[11], the Bruenn prescription was the default for electron cap-
ture in supernova simulations until the early 2000s (e.g. [1]).
On this basis, simulations predicted that, during the advanced
collapse phase for densities in excess of 1010 g cm−3, electron
capture would proceed on free protons rather than on nuclei.
Since free protons are significantly less abundant than nuclei
during the collapse, electron capture and the associated core
cooling was drastically throttled once capture on nuclei was
blocked.

During the last two decades, the role played by electron cap-
ture in supernova dynamics has been decisively revised. This
has been made possible by new theoretical insights, improved
models and, not least, by the development of novel experimen-
tal techniques to determine nuclear GT strength distributions.
This breakthrough was made possible by the observation that
strongly forward-peaked cross-sections in charge-exchange
reactions mediated by the strong interaction are dominated by
the spin–isospin operator needed to derive weak-interaction
GT transitions [19, 20]. The pioneering GT measurements
were performed at TRIUMF using the (n, p) charge-exchange
reaction [21–23]. Despite TRIUMF’s moderate energy reso-
lution of about an MeV, these measurements clearly showed
that the nuclear GT strength is significantly more fragmented
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and also lower in total strength than the predictions of the
IPM. These findings were subsequently confirmed by mea-
surements performed at KVI using (d,2 He) [24–26], and at the
National Superconducting Cyclotron Laboratory (NSCL) by
exploiting (t,3 He) charge-exchange reactions [27]. With both
techniques, experimenters successfully measured GT strength
distributions for many pf shell nuclei with an energy reso-
lution that was nearly an order of magnitude better than the
resolution available in the pioneering TRIUMF experiments.
These measurements became an indispensable constraint for
nuclear models, which were developed in parallel with the
experimental progress.

Due to the strong energy dependence of phase space, elec-
tron capture rates are quite sensitive to the specifics of the
fragmentation of the GT strength if the Fermi energies of the
electron reservoir and the nuclearQ value are of the samemag-
nitude [12, 28]. This is the case during hydrostatic silicon burn-
ing and at the onset of stellar collapse at core densities of up to
about 1010 g cm−3. Under these conditions, the core mainly
consists of nuclei in the Fe–Ni mass range, while sd shell
nuclei are also present during silicon burning [29]. Themethod
of choice to describe the properties of these nuclei is the inter-
acting shell model [30]. Due to advances in computational
capabilities and progress in software as well as an improved
understanding of the decisive ingredients of the residual
interaction, diagonalization shell-model calculations became
possible for the complete sd shell and for pf shell nuclei
at a truncation level that guaranteed sufficiently converged
results for the nuclear quantities needed to derive reliable
electron capture rates. This, in particular, includes detailed
descriptions of the GT strength distributions which, except
for a slightly shell-dependent constant factor, reproduced the
total GT strength and its fragmentation quite well [31, 32].
This success was first used by Oda and collaborators to
derive shell-model electron capture rates for sd shell nuclei
[33]. This was followed by the calculation of individual cap-
ture rates for nuclei in the mass range A = 45–65 based
on GT strength distributions derived from large-scale shell-
model calculations [12, 34]. Due to the finite temperature of
the astrophysical environment, the shell-model calculations
also include GT transitions that occur from thermally excited
nuclear states. The shell-model rates became the new stan-
dard for intermediate-mass nuclei in supernova simulations. It
turned out to be quite relevant that the shell-model rates for pf
shell nuclei are systematically and significantly smaller than
the prior rates based on the IPM [12]. As a consequence, sim-
ulations with the shell-model rates showed a noticeably slower
deleptonization and resulted in different Fe-core masses at
the end of the presupernova phase when the collapse set in
[29, 35].

Pauli blocking of the GT strength at the N = 40 shell clo-
sure exists in the IPM [17], but can be overcome by correla-
tions that move protons or neutrons into the next major shell
(the sdg shell) [36]. To describe such cross-shell correlations
within the diagonalization shell model usually requires model
spaces with dimensions that are not feasible with today’s
computers. However, such studies exist for 76Se (the inter-
mediate nucleus in the double-beta decay of 76Ge), showing

that its GT strength is small, but non-vanishing, even for the
ground state [37]. This finding is in good agreement with the
experimental determination of the GT strength by the (d,2He)
technique [38]. As a consequence, the stellar electron capture
rate on 76Se is sizable, showing that the assumption of neglect-
ing capture on nuclei with N > 40 is not justified. To derive
the stellar capture rate for such nuclei, a hybrid model (HM)
had already been proposed and applied prior to the shell model
studies of 76Se. This model was based on two steps [36, 39]:
first, the crucial cross-shell correlations were studied using the
shell-model Monte Carlo (SMMC) approach [40, 41]. These
calculations were applied to determine the partial occupation
numbers for protons and neutrons in the combined pf –sdg
shells and at finite temperatures. In the second step, these
partial occupation numbers served as the input for random
phase approximation (RPA) calculations of the GT and forbid-
den strength distributions, and subsequently, the stellar capture
rates. The HM was applied to about 200 nuclei in the mass
range A = 65–110 [28]. The studies clearly implied that Pauli
blocking of the GT strength was overcome by cross-shell cor-
relations at the temperature/density conditions at which these
nuclei are abundant [28, 42].

Based on the shell-model calculations for the sd and pf
shell nuclei, the HM for cross-shellN = 40 nuclei, and a para-
metric study of the heavier nuclei, an electron capture rate table
has been derived for core-collapse conditions [13]. The nuclear
composition of the core has been assumed to be in nuclear sta-
tistical equilibrium (NSE) [43].When incorporated into super-
nova simulations, these rates had significant consequences for
the collapse dynamics. In particular, the simulations showed
that capture on nuclei dominate over capture on free protons
during the entire collapse. Furthermore, the dominant capture
on nuclei leads to stronger deleptonization of the core and
smaller temperatures and entropies, in comparison to the pre-
vious belief that capture on nuclei would vanish due to Pauli
blocking [28, 42].

As an alternative to the HM, the temperature-dependent
quasiparticle RPA (QRPA) model was developed and applied
to stellar electron capture for selected nuclei by Dzhioev and
co-workers [44]. This approach formally improves upon the
HM, since it consistently describes correlations and strength
function calculations within the same framework. In con-
trast to the HM, it restricts correlations to the 2p–2h level
which, due to the diagonalization shell-model studies, is not
completely sufficient to recover all the cross-shell correla-
tions. This shortcoming is relevant for ground-state strength
functions, but diminishes with increasing temperature. Sat-
isfyingly, both distinctly different approaches yield similar
capture rates in the density/temperature regimes where nuclei
with neutron gaps at N = 40 and N = 50 matter during the
collapse [45].

Electron capture also plays a role in the final fate of the
O–Ne–Mg cores of intermediate-mass stars [46, 47] and for
the nucleosynthesis responsible for the burning flame during
a thermonuclear supernova [48, 49]. In these scenarios, only
the sd- and pf -shell nuclei are relevant and hence the respec-
tive diagonalization shell-model rates can be applied. For
the dynamics of the O–Ne–Mg cores, however, beta decays
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are also quite decisive for selected nuclei. The relevant rates
can also be calculated quite reliably within the shell model
(e.g. [33, 50]). It has been pointed out that electron capture
on 20Ne constitutes a very unusual case, as its rate is domi-
nated by a second forbidden ground-state–ground-state tran-
sition in the relevant density/temperature regime [51]. As an
experimental milestone, this transition has very recently been
experimentally determined with quite considerable conse-
quences for our understanding of the fate of intermediate-mass
stars [52].

Electron capture on selected nuclei also plays a role dur-
ing hydrostatic stellar burning or during the slow neutron cap-
ture process (the s-process). The description of these cap-
ture processes requires a different treatment. In these environ-
ments, ions are not completely stripped of electrons, so bound
(K-shell) electrons (modified by screening due to the surround-
ing plasma) are the predominant type captured, but ‘free’ elec-
trons are also captured from the plasma. We will not review
these capture processes in this manuscript, but list a few rele-
vant references for the interested reader. An important example
of capture during hydrostatic burning is capture on 7Be, which
is a source of high-energy solar neutrinos. The respective
solar rate is derived in [53–57]. Electron capture on 7Be is
also important in evolved stars, as it affects the abundance of
7Li in red-giant-branch and asymptotic-giant-branch (AGB)
stars [58]. During s-process nucleosynthesis, certain pairs of
nuclei (such as 187Rh–187Os, 205Tl–205Pb) serve as potential
cosmochronometers [59]. These pairs are characterized by
very small Q values versus electron captures so that, in the
inverse direction, β decay with an electron bound in the ionic
K-shell (or higher shells) becomes possible and even domi-
nates the decay. This type of bound-state β decay strongly
depends on the degree of ionization and on corrections due
to plasma screening, while the competing electron capture
process is often modified by contributions due to thermally
excited nuclear levels. The formalism used to describe the rel-
evant electron capture, β, and bound-state β-decay rates for
the appropriate s-process temperature and density conditions
is derived in [60]; detailed rate tables can be found in [61].
The application of these rates to s-process simulations is dis-
cussed in [62]. For reviews of s-process nucleosynthesis, the
reader is referred to [63, 64].

In this review, we will summarize the theoretical and exper-
imental progress achieved during the last two decades in
describing stellar electron capture on nuclei. Section 2 is
devoted to the experimental advances describing the various
techniques for measuring GT strength distributions. Section 3
starts with some general remarks defining the strategy for
deriving the rates under the relevant conditions, followed by
some brief discussions of the adopted models and the rates
derived within these approaches. In section 4, we summa-
rize the consequences of modern electron capture rates in
core-collapse supernovae for the fate of O–Ne–Mg cores in
intermediate-mass stars, for the nucleosynthesis in thermonu-
clear supernovae, and for accreting neutron stars and white
dwarfs.

2. Experimental techniques and progress

To accurately estimate the electron-capture rates on nuclei
present in stellar environments, it is key to have accurate GT
strength distributions from which the electron-capture rates
can be derived. Direct information about the GT strength
distribution can, in principle, be obtained from β-decay and
electron-capture measurements, but this only provides infor-
mation about transition strengths between the ground states
and a limited number of final states. Moreover, since in most
astrophysical phenomena, electron capture is most important
near the valley of stability and/or on neutron-rich isotopes,
the Q value for β+/EC decay is often negative. This means
that direct information is only available for the GT transition
strength from the ground state of the mother to the ground state
of the daughter derived from β− decay in the inverse direction,
and only if the ground-state-to-ground-state decay is associ-
ated with a GT transition. Therefore, an indirect method is
needed to gain information aboutGT strength distributions and
to benchmark and guide the development of theoreticalmodels
for GT strengths. Charge-exchange reactions [20, 26, 65–67]
at intermediate beam energies (Eb � 100MeV) have served as
that indirect method, as it is possible to extract the GT strength
distribution at sufficiently high excitation energies to perform
detailed assessments of the validity of the theoretical mod-
els employed. The remarkable feature of this method is that
detailed information about transitions mediated by the weak
nuclear force can be extracted from reactions with hadronic
probes mediated by the strong nuclear force. The methods
and associated experimental techniques are described in this
section.

It is important to note that only a limited number of charge-
exchange experiments can be carried out and that these exper-
iments only provide data on transitions from the ground state
of the mother nucleus. Since, in many astrophysical scenar-
ios, a relatively large number of nuclei play a significant role
and, if the stellar environment is at a high temperature, transi-
tions from excited states also play a role, it is rarely possible
to rely on the experimental data for GT strength distributions
alone. To make accurate estimates of the electron-capture rates
in stars, theoretical nuclearmodels are necessary, which can be
tested against charge-exchange data where available. Another
important consideration is that electron capture in stars takes
place on both stable and unstable nuclei. To obtain informa-
tion about the latter, charge-exchange experiments with unsta-
ble nuclei are needed. As described below, such experiments
are challenging; relevant techniques for performing charge-
exchange experiments in inverse kinematics are still in devel-
opment, although good progress has been made over the past
decade.

For the purpose of extracting GT strength distributions
of relevance for electron capture in stars, charge-exchange
experiments in the β+/EC direction or the (n, p) direction
are necessary and are the primary focus of this section.
These experiments probe proton–hole and neutron–particle
excitations. However, charge-exchange data in the β− or
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(p, n) direction (neutron–hole, proton–particle excitations)
are important as well. First, the development of techniques
for extracting GT strengths has primarily been developed by
using the charge-exchange reaction in the β− direction, start-
ing with the pioneering work described in [68]. Many detailed
studies have been performed using the (3He, t) reaction, ben-
efiting in part from the fact that, for mirror nuclei, the β+

decay of the neutron-deficient nucleus and the (p, n)-type reac-
tion on the mirror neutron-rich nucleus populate states with
the same isospin. This allows detailed comparisons of GT
strengths throughβ decay and charge-exchange reactions [67].

Second, for certain astrophysical phenomena, detailed
information is needed about the GT strengths in the β− direc-
tion. Third, by assuming isospin symmetry, information about
GT strengths in theβ+/ECdirection can sometimes be derived
from data in the β− direction. Finally, the theoretical models
used to calculate GT strength distributions in the β+ direction
usually rely on the same parameters for the nuclear interaction
as those calculated in the β− direction. Hence, by comparing
the results of models with data from charge-exchange exper-
iments in the β− direction, additional information about the
strengths and weaknesses of those models can be obtained.
The summed GT strengths in the β+ and β− directions are
connected through a sumrule first developed by Ikeda, Fujii
and Fujita [69]:

Sβ−(GT)− Sβ+ (GT) = 3(N − Z). (1)

Although only about 50%–60% of the sum-rule strength is
experimentally observed in GT resonance at excitation ener-
gies below ∼20 MeV [19, 70], referred to as the ‘quenching’
phenomenon [20], it allows one to obtain information about the
strength in the β+/EC direction from the measurement in the
β− direction. However, as the electron-capture rates that are
derived from the GT strength strongly depend on the strength
distribution and not just the magnitude of the strength, mea-
surement of the strength in theβ− direction is of limited use for
detailed evaluations of the strength distribution. This is espe-
cially true for nuclei with increasing neutron numbers for a
fixed atomic number, as Sβ− becomes increasingly larger than
Sβ+ . On the other hand, the Ikeda sum rule is a very useful
constraint on the total GT strength for the cross-sectional cal-
culation of charged-current (νe, e−) reactions for neutron-rich
nuclei [71, 72].

2.1. The extraction of GT strengths from charge-exchange
data

The extraction of the GT strength distribution from charge-
exchange reaction data at intermediate beam energies is based
on the proportionality between the GT transition strength
B(GT) for a small linear momentum transfer, q ≈ 0, expressed
through the following relationship [68]:

[
dσ
dΩ

(q,ω)

]
GT

= F(q,ω)σ̂B(GT), (2)

in which dσ
dΩ (q,ω) is the measured differential cross-section for

a transition associated with an energy transfer ω = Qgs − Ex

and a linearmomentum transfer q.Qgs is the ground-state reac-
tion Q value, which is negative for a transition that requires
energy. Ex is the excitation energy of the final nucleus. B(GT)
is the GT transition strength and represents the same matrix
elements as those probed in β and EC decay transitions
between the same initial and final states. The condition that
q = 0 requires that the cross-section is extracted at, or close
to, a center-of-mass scattering angle of zero degrees and that
an extrapolation is required based on a calculation to correct
for the finite reaction Q value. This extrapolation is repre-
sented by the factor F(q,ω). The factor σ̂ is the so-called
unit cross-section, which depends on the reaction kinemat-
ics, the nuclei involved in the interaction, and the proper-
ties of the nucleon–nucleon (NN) interaction. In the eikonal
approximation [68], these components are factorized:

σ̂ = KN|J2στ |. (3)

In this factorization, K is a calculable kinematic factor, N
is a distortion factor, and Jστ is the volume integral of the
spin-transfer, isospin-transfer στ component of the NN inter-
action [73]. The distortion factor accounts for the distortion
of the incoming (outgoing) particle by the mean field of the
target (residual) nucleus and can be estimated by taking the
ratio of a distorted-wave impulse or Born approximation cal-
culation to a plane-wave calculation [68]. The strength of the
method used to extract GT distributions from charge-exchange
data is that the details of the components that make up the
unit cross-section do not need to be known, since the unit
cross-section is conveniently calibrated by using transitions
for which B(GT) is known from β-decay experiments. Once
established for one or a few transitions for a given nucleus and
charge-exchange reaction, the proportionality can be applied
to all transitions identified as being associated with ΔL = 0
and ΔS = 1, except for the extrapolation to q = 0 through
the factor F(q,ω) of equation (2). This extrapolation carries
a relatively small uncertainty. Calibrations for known transi-
tions from β decay are not always possible. Therefore, mass-
dependent parametrizations of the unit cross-sections have
been successfully developed for the (p, n)/(n, p) [74] and
(3He, t)/(t,3 He) [75, 76] reactions, which provide a convenient
way to extract the GT strength distributions for such cases.

In order to use equation (2) and extract the GT strength dis-
tribution from measured differential cross-sections, one must
first identify the contributions to the experimental spectra that
are associated with monopoles (ΔL = 0) and spin transfer
(ΔS = 1). This is performed by investigating the differential
cross-sections as a function of scattering angle, since exci-
tations that are associated with increasing units of angular
momentum transfer have angular distributions that peak at a
larger scattering angle. Therefore, theΔL = 0 contribution to
the cross-section is extracted through a process called multi-
pole decomposition analysis (MDA) [77], in which the mea-
sured differential cross-section of a particular peak or data
in an excitation-energy bin is fitted by a linear combination
of calculated angular distributions for different units of ΔL.
An example for the 46Ti(t,3 He) reaction is shown in figure 1.
Since the ΔL = 0, ΔS = 0 contribution is almost completely
associated with excitation of the isobaric analog state, it does
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Figure 1. An example of the MDA for the 46Ti(t,3 He) reaction at 115 MeV/u. The left-hand side shows differential cross-sections at four
scattering angles. The right-hand side shows MDA analyses for two excitation energy bins (at 3.1 MeV and 10 MeV) in 46Sc. The ΔL = 0
(ΔL = 1) contribution is strongest at 3.1 MeV (10.0 MeV). The stacked colored histogram on the left-hand side indicates the contributions
from the different angular momentum transfers based on the MDA. Reprinted figure with permission from [78], Copyright (2014) by the
American Physical Society.

not contribute to the ΔL = 0 yield for (n, p)-type reactions
for nuclei with N � Z, as the isospin of states in the final
nucleus always exceeds that of the target. The Fermi sum
rule of S− − S+ = (N − Z) is nearly fully exhausted by the
excitation of the isobaric analog state in the β−(p, n) direction.

For (n, p)-type reactions, at excitation energies �10 MeV,
contributions to the ΔL = 0 yield arise from excitation of
the isovector giant monopole resonances and the isovector
spin giant monopole resonance (IVSGMR) [65]. In charge-
exchange reactions with beam energies of �100 MeV, the
IVSGMRdominates. Since the angular distribution of the IVS-
GMR is very similar to that of GT excitation, the two are not
easily separable experimentally. Only through a comparison
between (n, p) and (t,3 He) data it is possible to disentangle
the two contributions [79]. Since the transition density for the
IV(S)GMR has a node near the nuclear surface, a cancella-
tion occurs for the (n, p) probe that penetrates relatively deeply
into the nuclear interior, whereas such a cancellation does not
occur for the peripheral (t,3 He) reaction [80, 81]. Hence, the
excitation of the IV(S)GMR is enhanced for the latter probe.
As this comparison between probes is generally unavailable,
the extraction of GT strengths for the purpose of estimating
electron-capture rates and benchmarking the theory is usually
limited to excitation energies of up to about 10 MeV.

Since the GT strengths extracted from the charge-exchange
data are calibrated against known weak transition strengths,
the uncertainties introduced by the need to extract absolute
cross-sections through careful beam intensity normalizations
and target thickness measurements are absent. If phenomeno-
logical relationships between the unit cross-section and mass
number are utilized [75] to determine the unit cross-section,
a measurement with a target for which the unit cross-section
has been well established is generally included in an experi-
ment, so that a relative normalization can be performed, rather
than relying on an absolute cross-sectional measurement that
is usually more uncertain. This helps to reduce experimental
systematic uncertainties to about 10% [75].

The main remaining uncertainties in the extraction of GT
strengths arise from effects that perturb the proportionality
of equation (3). It has been shown [27, 82] that the leading
cause for the perturbation of the proportionality is the interfer-
ence between ΔL = 0, ΔS = 1 and ΔL = 2, ΔS = 1 ampli-
tudes that both contribute to ΔJ = 1 transitions in which the
parity does not change. This interference is mediated by the
tensor-τ component of the NN force [20, 73]. The uncer-
tainty introduced by this effect depends on the magnitude
of the GT transition strength and was estimated [27] to be
≈0.03–0.035 ln(B(GT)), which amounts to an uncertainty of
about 20% for B(GT) = 0.01. The results of this study are
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Figure 2. Results from a theoretical study that estimated the magnitude of the uncertainty in the proportionality between GT strength and
differential cross-sections for the 26Mg(3He, t) reaction at 140 MeV/u due to the effects of the tensor-τ component of the NN interaction.
Transitions to final states in 26Al with isospins of T = 0, 1, and 2 are included. The uncertainty increases with decreasing B(GT). The
detection limit of 0.01 is indicated. Reprinted figure with permission from [27], Copyright (2006) by the American Physical Society.

shown in figure 2. A B(GT) of 0.01 is close to the detec-
tion limit in charge-exchange experiments. It has been shown
that this uncertainty estimate is not strongly dependent on the
nucleus studied [82]. It is also clear that the systematic devia-
tion fluctuates around 0, and after integrating overmany states,
the uncertainty in the summed or average transition strength is
small.

2.2. Probes

The extraction of GT strengths from charge-exchange reac-
tions in the β+ direction for the purpose of constraining
electron-capture rates has primarily been performedwith three
probes: the (n, p), (d,2He), and (t,3 He) reactions. In this sub-
section, a brief overview of these three probes and their exper-
imental methods will be provided.

2.2.1. (n, p) reaction. Although (n, p) charge-exchange reac-
tions have been performed at a variety of facilities, the pio-
neering work at TRIUMF has been particularly impactful for
the purpose of testing the theoretical models used to esti-
mate electron-capture rates for astrophysical simulations. The
nucleon charge-exchange facility at TRIUMF [83, 84] uti-
lized the (p, n) reaction on a 7Li target to produce neutrons
of about 200 MeV associated with transitions to the ground
and first excited state of 7Be that subsequently impinged on
the reaction target of interest. The setup used a segmented tar-
get chamber, which allowed for the simultaneous insertion of
several targets. Events induced by reactions in different tar-
gets were disentangled through the analysis of hit patterns in
multi-wire proportional chambers placed in between the tar-
gets. Usually, one of the targets was a CH2 target, so that
the well-known 1H(n, p) reaction could be utilized to perform
an absolute normalization of the neutron beam intensity. Pro-
tons produced in the (n, p) reaction were momentum analyzed

using amedium-resolution spectrometer.Measurements at dif-
ferent scattering angles were utilized to determine the differ-
ential cross-sections as a function of center-of-mass angles,
facilitating the MDA and extraction of GT strength from the
proportionality between strength and differential cross-section
discussed in section 2.1. A wide variety of experiments were
performed for the purpose of extractingGT strengths for astro-
physical purposes, primarily using stable nuclei in the pf shell
(see e.g. [85–91]). The excitation energy resolutions achieved
varied between 750 keV and 2 MeV, depending on the experi-
ment. In figure 3, three examples of theΔL = 0 contributions
extracted for the 60,62,64Ni(n, p) reactions are shown, displaying
a concentration of the GT strength at low excitation energies,
with a long tail at higher excitation energies.

2.2.2. (d,2 He) reaction. The (d,2 He) reaction has become
one of the most powerful probes for studying GT strengths in
the β+ direction. This probe was first developed for the pur-
pose of extracting GT strengths at RIKEN using a 260 MeV
deuteron beam [92], followed by the development of this probe
at Texas A&M University [93] using a 125 MeV deuteron
beam. In these experiments, a resolution of 500–700 keV was
achieved, and the beam intensities were limited due to the
background from deuteron breakup reactions. Themethodwas
perfected in experiments with the Big-Bite spectrometer at
the KVI in combination with the EuroSuperNovae detector
[94] and using deuteron beams of ∼170 MeV. Owing to the
use of data signal processing, two-proton coincidence events
were selected online, strongly reducing the background from
deuteron breakup reactions and making it feasible to run at
higher incident beam rates. In addition, the excitation energy
resolution was improved to values of typically 150 keV. A
recent overview of the (d,2 He) program at KVI can be found
in reference [26].
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Figure 3. Differential cross-sections associated withΔL = 0 for the
60,62,64Ni(n, p) reaction at 198 MeV. Reprinted figure with
permission from [91], Copyright (1995) by the American Physical
Society.

The use of the (d,2 He) probe requires that the momentum
vectors of the two protons from the unbound 2He must bemea-
suredwith high accuracy in order to reconstruct themomentum
of the 2He particle created in the (d,2 He) reaction, as well as
the relative energy ε between the two protons. On the other
hand, the determination of the relative energy makes it possi-
ble to enhance the spin-transfer nature of the probe. Since the
incident deuterons are primarily in the 3S1 state, a spin-transfer
ΔS of 1 is ensured if the outgoing protons couple to the 1S0
state, which can be accomplished by reconstructing the rela-
tive energy between the protons and selecting events that have
small relative energies (typically smaller than 1 MeV). This
removes transitions associated with ΔS = 0 from the spectra
and makes it easier to isolate theΔS = 1 GT transitions.

A variety of (d,2 He) experiments have been performed
at KVI with the goal of extracting GT strengths to test the
theoretical models used to estimate electron-capture rates of
interest for astrophysical simulations, see, e.g., references [95,
96–101]. Because of the high resolution achieved, detailed
studies of the GT strength distribution could be performed,
including studies of nuclei for which it was difficult to obtain
the targets, such as 50,51V [95, 97], as shown in figure 4.
Clearly, the excellent resolution achieved made it possible
to extract very detailed information about the GT strength
distribution.

2.2.3. (t,3 He) reaction. The use of the (t,3 He) reaction has
the disadvantage that it is complicated to generate tritium
beams. Although tritium has been used to produce primary
beams (see, e.g., reference [102]), experiments performed for
the purpose of extracting GT strength distributions for astro-
physical purposes utilized secondary tritium beams. These
experiments are performed at NSCL using the S800 spectrom-
eter [103]. A primary 16O beam impinges on a thick beryl-
lium production target to produce a secondary tritium beam
of 345 MeV [82]. Because the momentum spread of the sec-
ondarybeam is large (typically 0.5%), the dispersion-matching
technique [104] is utilized to achieve excitation-energy resolu-
tions ranging from 200–350 keV. At present, the beam intensi-
ties are limited to about 107 particles per second, but with the
completion of the Facility for Rare Isotope Beam, the beam
intensities will increase significantly.

In addition to the good excitation-energy resolution that can
be achieved using the (t,3 He) reaction, it has the advantage
that the inverse (3He, t) reaction has been studied in great detail
andwith excellent resolution at comparable beam energies [26,
67, 76]. This makes it possible to utilize the dependence of
unit cross-section on mass number determined from (3He, t)
data for extracting GT strengths from (t,3 He) experiments
[27, 75, 76].

As for the (n, p) and (d,2 He) reactions, the (t,3 He) reaction
has been used to study a variety of nuclei to test the theoreti-
cal models used in the estimation of electron-capture rates in
astrophysical scenarios, e.g., references [78, 105–111]. Since
the electron-capture rate is very sensitive to the transitions to
the lowest-lying final states in the daughter nucleus, especially
at low stellar densities, the (t,3 He) probe was combined with
the high-resolution detection of γ-rays by a gamma-ray energy
tracking in-beam nuclear array [112]. This has made it possi-
ble to extract GT transition strengths as low as 0.01 [78], as
shown in figure 5 for the 46Ti(t,3 He+ γ) reaction, for which
the B(GT) for the transition to the first 1+ state at 0.991 MeV
could only be determined due to the measurement of the decay
γ rays.

In recent years, the focus of the experiments has shifted
from nuclei in the pf -shell to nuclei near N = 50 [105–107]
given their relevance for electron capture rates during the
collapse of massive stars (see section 4.1).

2.2.4. (p, n) reaction and isospin symmetry. For nuclei with
N > Z, the GT transition strength in the β+ direction can
also be extracted from (p, n) reactions under the reasonable
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Figure 4. Differential cross-sections at forward scattering angles for the 51V(d,2He) reaction at 170 MeV. Owing to the high resolution,
individual transitions are resolved well. Reprinted figure with permission from [95], Copyright (2003) by the American Physical Society.

Figure 5. Left: γ energy versus excitation energy for the 46Ti(t,3He+ γ) reaction (see also figure 1). Right: by gating on the 46Sc
excitation-energy range at around 0.991 MeV, the decay due to a very weak 1+ state can be identified, which is sufficient for estimating the
GT transition strength to this state. Reprinted figure with permission from [78], Copyright (2014) by the American Physical Society.

assumption that isospin-symmetry breaking effects are small.
Hence, states with isospin T0 + 1 populated by an (n, p)-type
reaction for a nucleus with a ground-state isospin of T0, have
analogs in the (p, n)-type reaction on that same nucleus. By
measuring the (p, n)-type reaction and identifying the T0 + 1
states in the spectrum, the GT transition strengths of rele-
vance for estimating electron-capture rates can be extracted.
Unfortunately, the excitation of states with higher isospin is
suppressed compared to states with lower isospin [113], and
the T0 + 1 states appear on a strong background of states with
isospin T0 − 1 and T0, which are also excited in a (p, n)-type
reaction on a nucleus with isospin T0. Still, for nuclei near
N = Z, GT strengths have been extracted from (p, n) data for

the purpose of testing the theoretical models used to estimate
electron-capture rates in nuclei [114, 115].

For nuclei with N = Z, and assuming isospin symmetry,
the GT strength distributions in the β+ and β− directions
are identical and (p, n)-type measurements can be used to
directly obtain the GT strength distribution of relevance for
the electron-capture rates. This feature was used to extract the
GT strength distribution of 56Ni. The GT strength distribution
in 56Cu was extracted by using a novel method to perform a
(p, n) experiment in inverse kinematics [116, 117]. The result-
ing GT strength was the same as the GT strength distribution
from 56Ni to 56Co. In this experiment, the excitation-energy
spectrum in 56Cu was reconstructed by measuring the recoil
neutron from the (p, n) reaction when the 56Ni beam impinged
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Figure 6. GT strength distribution extracted from the 56Ni(p, n)
reaction at 110 MeV/u, performed using inverse kinematics. Two
sets of shell-model calculations with different interactions are
superimposed. Reprinted figure with permission from [116],
Copyright (2011) by the American Physical Society.

on a liquid hydrogen target. Since it is important tomeasure the
reactions under conditions of small linear momentum trans-
fer to maintain the proportionality of equation (2), the relevant
recoil neutrons have very low energies and were detected in
a neutron-detector array developed especially for that purpose
[118]. With this method, it became possible to measure the
(p, n) reaction in inverse kinematics for any unstable nucleus.
It was recently used to study 132Sn [119].

2.3. (n, p)-type charge-exchange reactions in unstable
isotopes

Since many of the nuclei that undergo electron capture in stel-
lar environments are unstable, it is important to develop exper-
imental techniques to perform (n, p)-type charge-exchange
experiments in inverse kinematics. This poses a significant
challenge. A neutron target is not available and all candi-
date reactions have a light low-energy charged particle as the
recoil product, which is not (easily) detectable due to its inter-
action with the target material. Therefore, in contrast to the
(p, n) reaction, the recoil particle is not readily available for
the precise reconstruction of the excitation energy and scat-
tering angle of the reaction. If the excitation energy of the
residual nucleus after the charge-exchange reaction is less than
the nucleon separation energy, a precise measurement of the
momentum and scattering angle of the residual can be suf-
ficient to reconstruct the event kinematics. This method was
used to extract the small β+ GT strength distributions from the
unstable nuclei 12B and 34Si through the (7Li,7 Be) reaction in
inverse kinematics [120, 121].Unfortunately, this probe is very
difficult to use when studying the GT strength distributions in
unstable nuclei heavier than 34Si. If the excitation energy of
the residual exceeds the nucleon separation energy, it is nec-
essary to measure the decay nucleon in addition to measur-
ing the residual. Achieving the necessary energy and angular
resolutions to reconstruct the event kinematics becomes chal-
lenging because of the strong forward kinematic boost of the
laboratory reference frame [120].

Most recently, efforts have been initiated to utilize the
(d,2 He) reaction in inverse kinematics to study (n, p)-type
charge-exchange reactions in unstable isotopes. In such

experiments, the rare-isotope beam impinges on an active-
target time projection chamber, in which deuteron gas serves
both as the target and the detector medium [122]. The tracks
from the two protons originating from the unbound 2He par-
ticle can be used to reconstruct the momentum of the 2He
particle, from which the excitation energy and the scatter-
ing angle of the charge-exchange reaction can be determined.
The unique two-proton event signature is also very helpful in
separating the (d,2 He) reaction from other types of reaction
that occur in the time projection chamber and that have much
higher cross-sections. If successful, the methodwill be equally
powerful for the extraction of GT strengths in the β+ direction
as the (p, n) reaction in inverse kinematics is for the extraction
of GT strengths in the β− direction.

3. Strategy and model for calculating stellar
electron capture rates

During their long-lasting lives, stars oppose gravitational con-
traction using the energy gained from nuclear fusion reactions
in their interior. Massive stars develop a sequence of core-
burning stages following the CNO cycle, starting by burning
hydrogen followed by helium, carbon, neon, oxygen, and then,
finally, silicon burning. During this evolution, the density ρ
and temperature T in the core gradually increase and reach
values in excess of 109 g cm−3 and 4× 109 K, respectively,
at the onset of collapse. At these high temperatures, nuclear
reactions mediated by the strong and electromagnetic force
are in equilibrium with their inverse reactions. This situation
is called NSE and uniquely determines the nuclear composi-
tion for given values of temperature, density and neutroniza-
tion (usually defined by the proton-to-nucleon ratio Ye). Once
NSE is reached, the star cannot generate energy from nuclear
fusion reactions. Hence, the core loses an important source
of pressure against gravitational contraction. This situation is
reached in the core produced by silicon burning. This core is
usually called an iron (Fe) core, because it is made of nuclei
in the Fe–Ni mass range, which are favored under the core
density and temperature conditions and for a Ye value only
slightly smaller than 0.5. However, the electrons, present in
the core to balance the charges of the protons, form a highly
degenerate relativistic gas and can balance the gravitational
contraction of a stellar mass up to the famous Chandrasekhar
limitMCh = 1.44(Ye)2M�, where the solar mass is denoted by
M�. Once this limiting mass is exceeded by continued silicon
burning or, as we will see below, due to electron capture, the
electron gas can no longer stabilize the core. The core collapses
under its own gravity.

It is important to note that Ye can be modified by charge-
changing reactions which, however, must be mediated by the
weak interaction. Such reactions (electron capture, beta decay)
are not in equilibrium under the early collapse conditions
(since, for example, the neutrinos produced by these processes
can leave the star and hence are not available to initiate inverse
reactions) and can change the nuclear composition. It is also
very important to note that under core-collapse supernova con-
ditions, i.e. at sufficiently high densities, electron capture and
beta decay do not balance each other. The reason for this
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Figure 7. Various energy scales related to electron capture on nuclei
and protons as a function of density during the collapse. The plot
shows the temperature, T, the chemical potential of electrons, μe, the
Q value for electron capture on protons (constant) and the average Q
value for electron capture on nuclei approximated as the difference
in the chemical potential of neutrons and protons. Reprinted from
[25], Copyright (2006), with permission from Elsevier.

imbalance lies in the fact that the electron Fermi energy,which
scales according to ρ1/3, grows noticeably faster than the Q
values of the nuclei present in the core (see figure 7). As a
consequence, the electron capture rate accelerates, while, con-
versely, beta decays are throttled due to Pauli blocking of the
final electron states. Hence, electron capture wins over beta
decay, with three very important consequences. First, elec-
tron capture reduces the number of electrons, and hence the
degeneracy pressure with which the electron gas can stem
the gravitational collapse. Second, the neutrinos produced in
the capture process can leave the star nearly unhindered dur-
ing the early phase of the collapse. They carry away energy
which serves as an effective cooling mechanism and keeps
the core temperature and entropy low. As consequence of
the low entropy, heavy nuclei exist during the entire collapse
phase. The situation changes when the collapse reaches den-
sities of the order of 1012 g cm−3, where the neutrino diffu-
sion timescale due to coherent scattering on nuclei becomes
longer than the collapse time of the core. Neutrinos are then
effectively trapped in the core, which collapses as a homolo-
gous unit. Third, electron capture reduces Ye and makes the
core composition more neutron-rich. The NSE composition
is driven to heavier nuclei with a larger neutron excess (see
figure 8). This effect is the reason why nuclei with valence
protons and neutrons in different major shells become relevant
for electron capture as the collapse progresses, initiating the
Pauli unblocking mentioned above.

Electron capture plays an important role in the dynamics of
the core collapse of massive stars for core densities between
109 g cm−3 and 1012 g cm−3. Figure 7 shows the evolution of
crucial energy scales for this density regime. Themost strongly
growing quantity is the electron chemical potential μe, which
increases from 6 MeV to about 40 MeV. As nuclei become
increasinglymore neutron rich due to continuous electron cap-
ture, the average electron capture 〈Q〉 value of the nuclear com-
position present at the various stages of collapse grows as well,

but this increase is noticeably smaller, from about 4 MeV to
12 MeV. At all stages, the average nuclear 〈Q〉 value is larger
than that for free protons (1.29 MeV). Finally, the tempera-
ture in the core also grows during the collapse, from about
T = 0.8 MeV to T = 2.0 MeV. The comparison of these dif-
ferent energy scales allows us to devise a strategy to determine
electron capture rates at the needed accuracy for the various
stages of collapse.

Figure 9 depicts the consequences which the different
behavior of the energy scales has for the electron capture pro-
cess. We schematically compare the situation in the laboratory
with that in the early stage of the collapse, where μe ≈ 〈Q〉,
and at an advanced stage with μe � 〈Q〉. In the laboratory,
the daughter nucleus must be more bound than the decaying
nucleus (Q < 0). In our schematic sketch of the GT strength
distribution, we indicate that the strongest GT transitions are
not accessible in laboratory electron captures at excitation
energies of a few MeV. The situation changes completely in
the stellar interior, as the capture occurs from a degenerate
electron gas. In the early collapse phase (middle diagram), the
electron Fermi energy and the nuclear Q value are similar (for
example, theQ value of the abundant 56Fe is 4.20MeV) which
makes the calculation of the rate quite sensitive to the repro-
duction of the small GT strength distribution. An additional
complication arises from the fact that the stellar environment
has a finite temperature. Hence, capture can also occur from
thermally excited nuclear states, which can have different GT
strength distributions than the ground state. The nuclear com-
position at this stage of the collapse is dominated by nuclei
in the Fe–Ni range. This is a fortunate situation, as diagonal-
ization shell-model calculations for pf shell nuclei are now
feasible and have been proven to reproduce GT strength distri-
butions and energy levels quite well. Thus, the diagonalization
shell model is themethod of choice for determining the capture
rates for pf shell (and sd shell) nuclei.

Due to continuous electron capture, the nuclei abundant in
the core composition become more neutron-rich and heavier.
The right panel of figure 8 shows the NSE distribution for the
conditions reached around the onset of neutrino trapping. The
most abundant nuclei correspond to nuclei with valence pro-
tons in the pf shell, while the valence neutrons occupy orbitals
in the sdg shell. Hence, the description of cross-shell correla-
tions is the challenge when determining capture rates for these
nuclei. We also note that at higher densities, more nuclei con-
tribute to the NSE abundances. This is an effect of the slight
increase of core entropy as neutrino-trapping starts and of the
decrease of the relative differences of nuclear binding energies
as the composition moves to heavier neutron-rich nuclei. The
right part of figure 9 describes the energy situation encoun-
tered at higher densities in the collapse (a few 1010 g cm−3 and
above). First, the electron chemical potential is now signifi-
cantly larger than the average nuclear Q-value. For example,
the neutron-rich nuclei 66Fe (with N = 40) and 82Ge (N = 50)
have Q-values of 13.8 MeV and 13.0 MeV, respectively. Sec-
ond, the temperature has grown to about T = 1 MeV. At such
temperatures, the average nuclear excitation energy, estimated
in the Fermi gas model as E∗ = AT2/8 is 8.3 MeV for 66Fe
and 10.2 MeV for 82Ge and the capture, on average, occurs
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Figure 8. Mass fraction of nuclei in NSE at conditions which resemble the presupernova stage (top) and the neutrino trapping phase
(bottom) of core-collapse simulations. Reproduced from [123]. © IOP Publishing Ltd. All rights reserved.

Figure 9. Sketch of electron capture conditions under different conditions: (a) in the laboratory (left), where the electron is captured from an
atomic orbital, (b) in the early collapse phase (middle), where the electron is captured from a Fermi–Dirac (FD) distribution with an electron
chemical potential on the order of the nuclear Q value, and (c) later in the collapse, at higher densities, where the electrons are captured from
an FD distribution with a chemical potential which is noticeably larger than the nuclear Q values. It is important that with increasing core
density, the electron chemical potential grows faster than the average nuclear Q value. Electron captures in the star (middle and left) can also
proceed from thermally excited states where the temperature and average nuclear excitation energy, respectively, are increasing during the
collapse.
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from excited states, making it even easier for electron capture
to overcome the Q value. Under these conditions, calculations
of stellar capture rates for the abundant nuclei on the basis of
the diagonalization shell model are not appropriate nor possi-
ble. First, diagonalization shell-model studies of nuclear GT
strength distributions for the relevant cross-shell nuclei are
not yet feasible due to model space restrictions. Moreover,
there are simply too many thermally excited nuclear states in
the mother nucleus that can contribute to the capture process.
However, a detailed reproduction of the GT strength distri-
bution—as required at lower densities where pf shell nuclei
dominate—is not needed under conditions of advanced col-
lapse. The fact that the electron Fermi energy and the average
nuclear excitation energy are together noticeably larger than
the average nuclear Q value makes the capture rate less sen-
sitive to the detailed reproduction of the GT strength distribu-
tion. Thus, it suffices if the total GT strength and its centroid
are well described, which is possible within the RPA. Second,
due to the exponential increase of the level density with exci-
tation energy, there will be many states that contribute to the
capture, so some averaging is expected over the GT strength
functions. However, there are two further demands which have
to be considered. The Pauli unblocking of the GT strength
requires the consideration of multi-particle–multi-hole corre-
lations. These correlations are not expected to be the same
at the higher excitation energies as they are for the ground
state. A many-body method which accounts for both of these
effects is the SMMC approach, which allows the calculation
of average nuclear properties at finite temperatures consider-
ing all many-bodycorrelations in unprecedentedly largemodel
spaces [41]. Hence, an HM that combines partial proton and
neutron occupation numbers determined within the SMMC
with RPA calculations of the GT and forbidden strength dis-
tributions was proposed to calculate stellar electron capture
rates for heavy nuclei [39] (see section 3.2). An alternative
method to the HM is the temperature-dependent quasiparti-
cle RPA (TQRPA) approach, which treats the ground state and
thermally excited states consistently on the level of 2p–2h cor-
relations [44]. This approach has also been used to describe
astrophysically-important neutrino-nucleus reactions at finite
temperatures [124, 125] (for a review on this subject see [72]).

3.1. Capture rates for nuclei with A < 65

The method of choice for determining electron capture and
beta decay rates for medium-mass nuclei is the diagonaliza-
tion shell model. As the shell model allows for the descrip-
tion of individual states and their properties within the chosen
model space, the stellar electron capture rate can be deter-
mined on the basis of the state-by-state formalism from states
in the parent nucleus at energy Ei to final states in the daugh-
ter nucleus at Ef . This formalism explicitly considers that the
stellar interior has a finite temperature, T. Thus, beta decays
and electron captures can occur from excited nuclear levels,
where the thermal nuclear ensemble is described by a Boltz-
mann distribution. Beta decay λβ and electron capture rates
λec can be derived from perturbation theory and the respective
formulas and derivations are presented in [14, 34]. Analytical

approximations are provided in [51]. In the derivation of the
weak-interaction rates, only GT transitions are included (with
an important exception for 20Ne, as discussed below).

3.1.1. pf shell nuclei. The first derivation of stellar weak inter-
action rates for the pf -shell nuclei relevant to core-collapse
supernovae was presented in reference [12]. The calculations
are based on diagonalization shell-model calculations consid-
ering either all correlations in the complete pf shell or at a
truncation level which basically guaranteed convergenceof the
low-energy spectra and the GT strength distributions, which
are the essential quantities used to calculate electron capture
and beta decay rates. The GT strength functions were deter-
mined using the Lanczos method. Hence, this method repre-
sents the strengths of individual states at low energies, while
at moderate excitation energies, the GT strength is not com-
pletely converged and gives the average value for a rather small
energy interval. We note that the shell model generally gives
a good account of nuclear properties in the pf shell if appro-
priate residual interactions, including monopole corrections,
are used (see reference [30] and references therein). Reference
[32] presented detailed studies of the GT strength distribu-
tions and validated the method by comparison to the charge-
exchange data available at that time. In fact, good agreement
with the data was found, if the shell-model GT distributions
were reduced by a constant factor (0.74)2 [126, 127]. The ori-
gin of this renormalization (often called quenching of the GT
strength) is caused by the fact that shell-model calculations
performed within a single shell lack short-range correlations
which shift the GT strength to significantly higher energies
[128, 129]. Modern many-body techniques, which are able
to account for these short-range correlations and include the
coupling of the weak force to two nucleons (the so-called two-
body currents), indeed recovermost of the GT renormalization
[130].

Figure 10 compares the shell model GT+ strength distri-
butions with the experimental data derived from (n, p) charge-
exchange reactions and the energy position at which the Fuller,
Fowler and Newman (FFN) rates [3] assumed the total GT+

strength to reside. The fragmentation of the GT strength is
quite obvious. It is even more visible in the high-resolution
data determined by the (d,2 He) and (t,3 He) techniques, e.g.,
see the data for 51V(d,2 He) in figure 4. The data for nickel
isotopes showed that the KB3 residual interaction, used in
references [12, 32], had some shortcomings in describing
low-energy details of the GT strength function [131]. These
are better reproduced using an alternative residual interaction
(GXPF1J [132]) (see figure 6).

Figure 11 compares the electron capture rates calculated for
all pf shell nuclei, for which experimental GT+ distributions
have been measured, with the predictions from the shell model
on the basis of two residual interactions (KB3G [133] and
GXFP1A [134]). The chosen astrophysical conditions corre-
spond to the presupernova stage of the collapse, during which,
the pf shell nuclei dominate the abundance distribution. The
GXPF1A rates give a nearly perfect reproduction, except for
45Sc. The KB3G rates are slightly worse than those based on
the GXPF1A interaction, but still very good, except for 45Sc
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Figure 10. Comparison of experimental and shell-model GT strength distributions for several pf shell nuclei. The data are derived from
(n, p) charge-exchange experiments [87, 89, 90]. The shell model results are given as histograms and folded with the experimental energy
resolution. The energies at which the FFN evaluation placed the GT strengths are shown as arrows. Reprinted figure with permission from
[28], Copyright (2003) by the American Physical Society.

and 64Zn. On the other hand, the rates based on the QRPA
calculations, with their restricted account of correlations, can
deviate from the data and shell model rates by a factor of up to
ten for light pf nuclei, although for the heavier pf shell nuclei,
the rates based on the QRPA calculations are reasonable at this
stellar density.

The rates presented in figure 11 have been calculated solely
from the ground-state GT distribution. This assumes that the
GT distributions of excited mother states are the same as
for the ground state, shifted only by the respective excitation
energy. This assumption often is called Brink–Axel hypothesis
[135, 136]. It cannot be strictly valid, as it does not allow for
de-excitations. As we will see below, it is also inappropriate
for nuclei at shell closures. Reference [137] discusses the vali-
dation of this hypothesis. A modification of the Brink–Axel
hypothesis for high temperatures is proposed in [138]. A
novel method for calculating electron capture rates for excited
nuclear states based on the projected shell model was proposed
in [139].

Reference [12] calculated stellar beta decay and electron
capture rates for more than 100 pf shell nuclei in the mass

range A = 45–64. These calculations approximated the
state-by-state formalism discussed above by explicitly
considering the low-energy states and their GT distributions.
These contributions were supplemented by the considerations
of ‘back-resonances’. These are GT transitions calculated for
the inverse reaction and then inverted by the detailed balance
principle [3, 15]. The calculated energies and GT transition
strengths were replaced by experimental data whenever
available. A detailed table of the weak interaction rates for
the individual nuclei and for a fine grid of astrophysical
conditions under which the pf shell nuclei are relevant have
been published in [34]. The rate table is publicly available
and is incorporated in several leading supernova codes.
A procedure for interpolating between the grid points in
temperature, density, and Ye value is discussed in [34], based
on the work of [16].

Figure 12 compares the shell model and FFN electron cap-
ture rates for several nuclei. The chosen nuclei represent the
most abundant even–even, odd–A and odd–odd nuclei for
electron capture, as identified by simulations on the basis of
the FFN rates under the respective astrophysical conditions
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Figure 11. Comparison of electron capture rates for pf shell nuclei
calculated from experimentally derived GT+ distributions and from
shell-model calculations with two different residual interactions and
within the QRPA approach. The astrophysical conditions represent a
situation in which pf shell nuclei dominate the core composition.
The rates presented are originally from [115] and used existing data
from (d,2 He), (t,3 He), and (p, n) experiments, as discussed in
section 2. For the purpose of this review, they are supplemented with
later results from the (t,3 He) reactions in 45Sc [108], 46Ti [78], and
56Fe [109].

during early collapse (the presupernova phase). The shell-
model rates are systematically smaller than the FFN rates, with
quite significant consequences for the presupernova evolution,
as discussed below. The reason for these differences is mainly
due to the treatment of nuclear pairing, which was empirically
considered in the FFN calculations. This leads, in particular,
to the drastic changes observed for odd–odd nuclei. The shell-
model rates also considered experimental data which were not
available at the time when the FFN rates were derived. The dif-
ferences between the FFN and shell-model beta decay rates are
smaller than for electron capture and do not show a systematic
trend [12, 141].

3.1.2. sd shell nuclei. Beta decays and electron capture on
sd shell nuclei (mass numbers A = 17–39) can occur during
silicon burning in massive stars [29]. The processes are, how-
ever, of essential importance for the fate of the O–Ne–Mg
core which develops at the end of hydrostatic burning in
intermediate-mass stars. This was the motivation for Oda et al
[33] to derive stellar beta decay and electron capture rates
for sd shell nuclei covering the relevant astrophysical condi-
tions (temperatures of 108 to 109 K and densities of 108 to
1010 g cm−3). The rate evaluations used the state-by-state for-
malism defined above. The spectra of the nuclei and the respec-
tive GT strength distributions for the ground and excited states
were determined by diagonalization in the sd shell using the
Brown-Wildenthal universal sd-shell (USD) interaction [31,
142], which had been previously proven to give a fairly reliable
account of nuclear properties for sd shell nuclei. Similarly to
the nuclei in the pf shell, the GT strength distributions were
renormalized by a constant factor. The rates have been made
available in tabular form for a grid of temperature–density–Ye

points.

Figure 12. Comparison of the FFN and shell-model rates for
selected nuclei as function of temperature (in 109 K) and at densities
(in 107 g cm−3) at which the nuclei are relevant to the capture
process in simulations which used the FFN rates. The triangles refer
to shell-model estimates derived on the basis of rather strong
truncations [140]. Reprinted figure with permission from [28],
Copyright (2003) by the American Physical Society.

More recently, an updated rate table was published by
Suzuki, based on the USDB residual interaction [143]
(a modified version of the USD interaction) and additional
experimental information [50]. These modern shell-model
rates do not differ by too much from those of reference [33].
However, they are given for a finer mesh of temperature and
density. This finer grid is particularly required for the study
of the core evolution of stars in the mass regime 8–10M�.
Of particular importance are the pairs of nuclei 23Ne–23Na,
25Na–25Mg, and potentially 27Mg–27Al, which have Q values
versus electron capture that are reached during core contrac-
tion at densities of around 109 g cm−3. As the environment
also has a finite temperature on the order of 108 to 109 K,
which smears the electron’s chemical potential and implies the
presence of thermally excited states, it is possible that both
electron capture and beta decay occur between these pairs
of nuclei. The neutrinos produced in both electron capture
and beta decay carry energy away, making this URCA pro-
cess (i.e. electron captures and beta decays between the same
pair of nuclei) an efficient cooling mechanism. The opera-
tion of the URCA process is restricted to a relatively nar-
row density range, requiring the knowledge of weak interac-
tion rates on rather fine density–temperature grids. Such rates
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Figure 13. (Left) cumulative GT strength of 25Mg calculated in sd shell-model studies for two different interactions. The ground-state
strength is experimentally known. (Right) beta decay and electron capture rates for the URCA pair 25Na and 25Mg as function of density and
a specific temperature. The curve labeled ‘product’ is given by the product of the two rates and identifies the density at which the URCA pair
operates most efficiently. The rates are given with and without screening corrections. Reproduced from [50]. © IOP Publishing Ltd. All
rights reserved.

have been provided in [50, 144]. Figure 13 compares the GT+

strength for the 25Mg ground state as calculated using the USD
[33] and USDB [50] interactions. The transition to the 25Na
ground state is known experimentally.We note the rather close
agreement between the two calculations. Figure 13 shows the
beta decay and electron capture rates calculated on the basis
of the sd shell model. With increasing density, the electron
chemical potential grows, which reduces the beta decay rates
due to Pauli final state blocking and increases the electron cap-
ture rates. At an URCA density of log(ρYe[g cm−3]) = 8.81,
both rates match. The product of beta decay and electron cap-
ture rates indicates the density range at which the URCA pair
operates. Screening effects induced by the astrophysical envi-
ronment shift the URCA density to slightly larger values (see
below).

While the URCA pairs cool the core, electron capture on
the two abundant nuclei 24Mg (Q = 6.03MeV) and 20Ne (Q =
7.54 MeV) heat it. (The third abundant nucleus, 16O, has such
a high Q-value that electron capture does not occur at the den-
sities achieved during the evolution of the ONeMg core). Elec-
tron captures on these nuclei start when the core density is
large enough for the electron chemical potential to overcome
the respective Q value. (Due to its lower Q value, this occurs
first on 24Mg.) At these densities, the electron captures on the
daughter nuclei 24Na and 20F, respectively, occur with notice-
ably larger capture rates, as the odd–odd daughter nuclei have
significantly smaller Q-values against electron capture due to
pairing effects. As μe > Q, the capture often leads to excited
states in the final nuclei 24Ne and 20O, which de-excite via
gamma emission that heats the environment.

The electron capture rates for 20Ne and 24Mg and their
daughters have been determined on the basis of shell-model
calculations by Takahara et al [47] and Oda et al [33]. These
rates were used as the default values until recently in stud-
ies of the core evolution of intermediate-mass stars. The 24Mg
capture rate was updated in reference [51] using experimen-
tal data which became available in the meantime leading to
rather small modifications. This is different for the electron

capture rate on 20Ne, which can be considered a milestone
and an exception. First, reference [51] showed that all the
relevant GT contributions to the rate could be derived from
experiments by using data from (p, n) charge-exchange mea-
surements [145] (applying isospin symmetry) and from beta
decays of 20F (see figure 14). Furthermore, the authors noticed
that, due to the relatively low temperatures of a few 108 K, the
(at the time, unknown) 20Ne–20F ground-state-to-ground-state
transition might contribute to the capture rate at the relevant
densities, despite the fact that it is highly suppressed due to
angular momentummismatch. The strength of this second for-
bidden transition has recently been measured in a dedicated
experiment at the IGISOL facility in Jyväskylä [52, 146], and
it was found to be large enough to increase the 20Ne capture
rate by several orders of magnitude, as shown in figure 14. We
emphasize that the electron capture rate on 20Ne in the tem-
perature–density range important for intermediate-mass stars
is now completely determined by experiment. This is quite
an achievement and shows the great opportunities offered by
modern radioactive ion beam (RIB) facilities. That a second
forbidden transition essentially contributes to an astrophysi-
cal electron capture rate is exceptional, and is the result of
the low temperature of the environment and the peculiar struc-
ture of 20Ne. In core-collapse supernovae, the temperatures are
an order of magnitude higher at the same densities, making
allowed GT transitions the dominant contributor to electron
capture rates.

In the astrophysical environment, the weak interaction
processes have been modified due to screening effects. The
screening corrections for electron capture have been developed
in [13] and the extension to beta decays was given in [51].
There are two important effects induced by the astrophysi-
cal environment. First, screening enlarges the energy threshold
for electron capture. Second, it reduces the electron’s chemi-
cal potential. Both effects together reduce the electron capture
rates, while they enhance beta decay rates. Rate modifications
due to screening are relatively mild, on the order of a factor
of two. The effects for the URCA pair 25Na–25Mg are shown
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Figure 14. Electron capture rate for 20Ne as function of density and
for a specific temperature. The rate labeled ‘Takahara et al’ was
evaluated using GT distributions calculated within the shell model
[47]. The rate is broken down into the individual state-by-state
contributions, where the energies and transition strengths are all
taken from experiment. The label ‘0+ → 2+’ identifies the
contribution from the second forbidden ground-state-to-ground-state
transition, whose strength has been measured by Kirsebom et al
[52]. This transition dominates the capture rate at the densities most
relevant for the core evolution of intermediate-mass stars. Reprinted
figure with permission from [51], Copyright (2014) by the American
Physical Society.

in figure 13. Modifications of the electron capture rates due to
screening during the collapse of a massive star are discussed
in [13] and exemplified in their figure 10.

3.2. Electron capture on nuclei with A > 65

Shell-model studies of nuclei with mass numbers A � 65
require an accurate description of cross-shell correlations. The
associated model spaces generallymake diagonalization shell-
model calculations infeasible. It is fortunate that by the time
nuclei with A � 65 dominate the core composition, the den-
sity, and accordingly the electron’s chemical potential, have
grown sufficiently that the capture rates are mainly sensitive
to the total GT strength and its centroid. For these nuclei, an
HM [36, 39] has been proposed to evaluate the stellar cap-
ture rates. In this model, the rates are calculated using an
RPA approach in appropriately large model spaces using par-
tial occupation numbers. These occupation numbers are cal-
culated using the SMMC method [40, 41] and hence consider
the relevant multi-particle–multi-hole configurations required
to properly describe the cross-shell correlations which are rel-
evant for nuclei in this mass range. Moreover, the SMMC
determines the nuclear properties at a finite temperature, as
is appropriate for the astrophysical environment. The RPA
approach is known to reproduce the strength and centroids
of collective excitations. However, it does not usually give a
full account of the fragmentation of the strength which, as
explained above, might not be needed under the astrophysi-
cal conditions at which the heavy nuclei studied by the HM
appear during the collapse. Typically, the Fermi energy of the
electron gas is noticeably larger than theQ value of the respec-
tive nuclei, requiring only the reproductionof the total strength
and its centroid for a reasonable estimate of the rate.

Figure 15. Comparison of experimental GT strength distribution for
76Se (shown as a running sum) with the results obtained by
shell-model diagonalization using the RG residual interaction and
different levels of truncation. Reprinted from [147], Copyright
(2011), with permission from Elsevier.

The SMMC calculations of the partial occupation numbers
have been performed in largemodel spaces (pf –sdg for nuclei
with neutron numbers N � 61 and pf 5/2–sdg–h11/2 for even
heavier nuclei) using an adjusted pairing and quadrupole inter-
action to avoid the infamous sign problem [41]. The HM has
been validated in [13] and applied to about 250 nuclei in the
mass range A = 66–120 [13, 39].

In this context, 76Se with Z = 34 and N = 42 is a spe-
cial nucleus, since its GT+ strength vanishes in the IPM (and
in the Bruenn parametrization used in supernova simulations
prior to 2003 [18]). The GT strength has been experimentally
determined using the (d,2 He) charge-exchange technique at
Groningen [38] proving that cross-shell correlations indeed
unblock the GT strength (see figure 15). Diagonalization shell-
model calculations, performed in different model spaces and
with different residual interactions, are able to describe the
low-energy spectra of 76Ge and 76Se and also the GT strength
(figure 15). These shell-model calculations showed that cross-
shell correlations are a relatively slowly converging process
requiring the inclusion ofmulti-particle–multi-hole configura-
tions. For example, the consideration of 2p–2h configurations
alone does not suffice to move enough GT strength to low
energies (figure 15).

We note that 76Se, being an odd–odd nucleus, is never very
abundant during core collapse. Nevertheless, figure 16 com-
pares the electron capture rates calculated from the experimen-
tal and diagonalization shell model (for different interactions
and model spaces) GT distributions with those obtained from
the HM for two different core densities and for various temper-
atures [147]. The lower density corresponds to presupernova
conditions, where electron capture is dominated by pf shell
nuclei. The rates calculated from the data and the shell-model
GT strength distributions agree quite well. The HM rates agree
with the other rates to within a factor of three for the range
of temperatures given, but they show a distinctly different T-
dependence. This is related to the fact that the HM does not
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Figure 16. Electron capture rates on 76Se at ρ = 1010 g cm−3 (left) and ρ = 1011 g cm−3 (right) as a function of temperature. The rates have
been calculated from the experimental ground-state data [38] and by diagonalization shell model approaches that use different residual
interactions. The results labeled ‘SMMC + RPA’ have been obtained within the HM. Reprinted from [147], Copyright (2011), with
permission from Elsevier.

resolve the fragmentation of the GT strength, which is partic-
ularly important at low temperatures and densities. In fact, at
the higher density, the agreement between all rates is quite sat-
isfactory. Under these conditions, the electron chemical poten-
tial is noticeably larger than the capture Q-value, making the
rate less sensitive to the details of the GT distribution. The
HM calculation also considers forbidden multipoles, whose
contributions increasewith temperature but are relatively small
[147]. We note that the shell model and experimental rates are
solely determined from the ground-stateGT distribution,while
the HM considers finite temperature effects in the calculation
of the occupation numbers. These turn out to be less relevant,
as theN = 40 gap is already strongly overcomeby correlations
in the ground state. This will be different for the N = 50 gap,
discussed below.

The thermal quasiparticle RPA (TQRPA) model [148] is an
alternative approach proposed for the calculation of electron
capture (and neutrino-nucleus reaction) rates at finite temper-
atures [44, 149]. Like the SMMC, the TQRPA is also based
on an equilibrium statistical formalism and treats the many-
nucleon system in a heat bath and a particle reservoir in the
grand canonical ensemble. The method can be understood as
a proton–neutron QRPA approach extended to finite tempera-
tures that allows the determination of temperature-dependent
spectral functions which are the basis for evaluating weak-
interaction rates within this model [44]. Further extensions
allow the use of Skyrme [149, 150] and relativistic function-
als [151] to describe the thermal state and its excitation by
considering 2p–2h correlations.

Compared to the HM, the TQRPA has the advantage of
being formally consistent in treating the many-body problem.
In contrast, the two parts of theHMhave different complexities
in dealing with the many-body states. It turns out, however, to
be important that the SMMC considers multi-particle–multi-
hole correlations, as will be discussed below.

The TQRPA approach has been used to calculate electron
capture at finite temperatures for selected Fe and Ge isotopes
[44] and for nuclei at the N = 50 shell closure [45, 149].

The differences between the two models are illustrated in
figure 17, which compares the electron capture rates calculated
in both approaches for various neutron-richGe isotopes at dif-
ferent densities and temperatures. In general, as the electron
chemical potential grows with density and temperature, the
rates increase as well, with more sensitivity to density than to
temperature. The rates decrease with increasing neutron num-
bers. There are two reasons for this. Foremost, the Q value
increases, but the occupation of the g9/2 neutron orbital also
grows, decreasing the unblocking of pf -shell neutron orbitals.
Neutron-rich Ge isotopes appear in the core composition at
temperatures �1 MeV and densities ρYe,�, 1011 g cm−3 and
both models predict quite sizable capture rates for these con-
ditions. There are, however, differences between the two mod-
els. In general, the HM capture rates are larger than those
obtained in the TQRPA, most evidently at lower densities. Fur-
thermore, the TQRPA model shows a steeper increase of the
capture rates with temperature than the HM. These facts are
primarily related to the increased unblocking probabilities in
the HM due to many-body correlations which result in larger
GT strengths at lower excitation energies. The differences in
the rates become smaller with increasing density and temper-
ature. This is mainly due to the growing electron chemical
potential, which makes the rate less sensitive to the details of
the GT strength distribution. Secondly, forbidden transitions
increasingly contribute with growing density and temperature.
These contributions are not subject to blocking effects.

We have seen that many-body correlations already over-
come the N = 40 shell closure in the ground state and unblock
the GT contribution to the capture rate. But what happens
at the magic number N = 50? In fact, measurements of the
GT+ distribution for 86Kr (Z = 36 and N = 50) [106] and for
88Sr (Z = 38,N = 50) show only very little strength, mainly
located at excitation energies between 8–10 MeV [107]. This
points to a rather strong blocking of GT transitions at N =
50. The electron capture rates calculated from the experi-
mental ground state data are indeed significantly lower than
expected from systematics [107]. The results for 86Kr and 88Sr
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Figure 17. Comparison of electron capture rates for 76,78,80Ge for different densities ρYe and as a function of temperature, calculated using
the TQRPA and HM. Reprinted figure with permission from [44], Copyright (2010) by the American Physical Society.

are surprising, given that a significant amount of GT strength
(∼0.7 units) was observed for 90Zr [152] even though, based
on transfer reaction experiments [153], the proton 0g9/2 occu-
pation numbers for 88Sr and 90Zr are comparable: 0.7 and
1.0, respectively. A high-resolution experiment for 90Zr is
necessary to better understand these results.

In the collapsing core, N = 50 nuclei (e.g. 82Ge and 78Ni
with Ye values of 0.39 and 0.34, respectively) are very abun-
dant at densities in excess of about 1011 g cm−3 [4, 154] and at
temperaturesT > 1MeV.At these high temperatures, the aver-
age nuclear excitation energy is about 〈E〉 = 10 MeV, which
is larger than the Z = 28 proton gap and the N = 50 neutron
gap. This implies that capture at stellar temperatures occurs,
on average, in states with important many-body correlations
across the two gaps, in this way unblocking the GT contri-
bution to the capture rate. This is indeed born out in TQRPA
calculations performed for N = 50 nuclei between 78Ni and
88Sr. The capture rates obtained are shown in figure 18. Sat-
isfyingly, the TQRPA calculations find no GT strength in the
86Kr and 88Sr ground states at low energies, which is in agree-
ment with observations. In fact, the TQRPA capture rates, cal-
culated solely from the T = 0 GT distributions, agree with
those obtained from the experimentalGT distributions for both
nuclei (see figure 18). However, the TQRPA calculation shows
a strong thermal unblocking of the GT strength as protons are

moved into the g9/2 orbital and neutrons out of the pf shell.
This leads to a strong increase in the capture rate for all nuclei
(see figure 18). Thermal unblocking of the GT strength has
the largest effect at small electron chemical potentials μe (low
densities), while its relative importance decreases with grow-
ing μe. With increasing density, contributions from forbidden
transitions become more important and dominate the rate for
densities on the order of ρYe,�, 1011 g cm−3, hence, at the con-
ditions where N = 50 nuclei are abundant in the collapse. The
capture rates also increasewith increasing proton numbers, i.e.
from 78Ni to 88Sr. This has two reasons: the growing Q value
with neutron excess, and the increased promotion of protons
into the g9/2 orbital.

In summary, GT measurements for nuclei that become
relevant in the high density/temperature environment dur-
ing supernova collapse are indispensable to constrain nuclear
models and to create trust in them. However, they cannot be
used to directly determine the stellar capture rate, since ther-
mal unblocking effects noticeably modify the rates under such
conditions. This is particularly true at shell closures, i.e. for
N = 50 nuclei. For these nuclei, forbidden transitions might
be as relevant as GT transitions and should be experimentally
constrained as well.

Figure 18 also shows the rate estimated by a parametriza-
tion proposed in reference [39]. This simple parametrization
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Figure 18. TQRPA electron capture rates for selected N = 50 nuclei calculated at T = 0 and at T = 1 MeV and as a function of density.
The upper axis shows the corresponding electron chemical potential. The calculations were performed for two Skyrme interactions: SkM∗

(blue lines) and SkO’ (red lines). The calculated total capture rates also include contributions from forbidden transitions; the GT
contribution is presented individually. The shaded area is the rate obtained from the experimental ground-state GT distribution (taken from
[107]). The thick line labeled ‘approximation’ represents the ‘single state approximation’ adopted from [39]. Reprinted figure with
permission from [45], Copyright (2020) by the American Physical Society.

assumes that the capture proceeds through a single transition
from an excited state in the parent nucleus at Ei to a state in
the daughter nucleus at Ef with ΔE = Ef − Ei (a single-state
approximation). The capture rate can then be written as [16]

λ =
ln(2)B
K

(
T

mec2

)5 [
F4(η)+ 2χF3(η)+ χ2F2(η)

]
, (4)

where χ = (Q+ΔE)/T, η = (μe − Q−ΔE)/T,
K = 6146 s, and B represents a typical (GT plus forbid-
den) matrix element. The quantities Fk are the relativistic
Fermi integrals of order k. Q is the ground-state-to-ground-
state Q-value that is positive for capture in protons and
neutron-rich nuclei. This approximation was used in ref-
erences [39, 42] to estimate the rates of the many heavy
nuclei which are abundant at larger densities and for which
no rates existed at that time. The two parameters (energy
position and GT strength) were fitted to the rates of about

200 nuclei for which individual pf shell-model and HM rates
were available. Figure 19 compares the shell-model rates
with the single-state approximation (4) using B = 4.6 and
ΔE = 2.5 MeV. We note that the approximation does not
consider nuclear structure effects (or a dependence on the
average excitation energy), which result in a quite significant
scatter of the shell-model rates with respect to the single-state
rate. For the reasons discussed above, the fluctuations are
noticeably reduced with increasing density. It is worth noting
that there is no systematic difference between the approxima-
tion and the shell-model rates, so differences might at least
partially cancel out. At intermediate densities, the single-state
approximation shows some tendency to overestimate the
rate. In conclusion, the approximation in its simple form (4)
should not be used at low densities, below a few 1010 g cm−3.
In this density regime, the nuclear composition is largely
dominated by nuclei for which shell-model rates exist. The
general trend seen in figure 19 is also borne out in figure 18,
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Figure 19. Electron capture rates on nuclei, for which individual
shell model rates exist, as a function of the Q value for three different
stellar conditions. Temperatures are measured in MeV, density in
1011 g cm−3. The solid lines represent the rates obtained from the
single-state approximation (4). Reprinted figure with permission
from [39], Copyright (2003) by the American Physical Society.

where the approximation fails badly at low densities, but gives
reasonable agreement at ρYe,�, 1011 g cm−3. Reference [154]
compares the shell-model and single-state rates under slightly
different astrophysical conditions.

The single-state parametrization has been adopted for
heavy nuclei in supernova simulations which systematically
studied the influence of nuclear ingredients (electron cap-
ture rates, equation of state, mass models) on the collapse
dynamics [154, 155], while reference [155] used the improved
single-state parametrization of [156] (see section 4.1).

3.3. Rate tables

Most supernova codes now use the rate table provided by
Juodagalvis et al [13]. This table defines electron capture rates
on a grid of the three important parameters characterizing the
astrophysical conditions during collapse: temperature, density,
and Ye value. The rate evaluation assumes that the core com-
position is given by NSE, hence it does not provide rates for
individual nuclei.

The rate table is based on the hierarchical strategy defined
above. For nuclei with A < 65, the shell model rates of Oda
et al [33] (sd shell) and of Langanke and Martínez-Pinedo
[34] (pf shell) have been adopted. This guarantees a reliable
and detailed reproduction of the GT strengths for the impor-
tant nuclei at collapse conditions where μe ∼ Q. The rates for
nuclei in the range A = 39–44 have been taken from Fuller,
Fowler, and Newman [3]. For the heavier nuclei, the table
adopts the rates given by HM calculations. For about 200
nuclei in the mass range A = 65–110, these were calculated
by using SMMC partial occupation numbers in RPA calcu-
lations. For a few nuclei in this mass regime and for even
heavier nuclei, a total of about 2700 nuclei, the rates were
evaluated on the basis of a parametrization of the occupa-
tion numbers (derived in accordance with the SMMC studies)
and RPA response calculations. In this way, the most relevant
nuclear structure inputs, such as shell gaps, are accounted for.

Screening corrections due to the astrophysical environment
have been incorporated into the rates.

We note that for astrophysical conditionswith temperatures
below ∼4 GK, NSE is not achieved, and detailed bookeep-
ing of the individual reactions is necessary to determine the
composition. This occurs during silicon burning, for which the
sd and pf shell nuclei are relevant. Hence the knowledge of
individual rates is essential.

Weak-interaction rates for sd shell nuclei are important for
the core evolution of intermediate-mass stars. Rates for indi-
vidual nuclei for the relevant density and temperature regime
are given in [33] and updated in [50].

Nuclei in the mass range A = 45–65 are essential for
the early phase of core collapse supernovae and for nucle-
osynthesis in thermonuclear (type Ia) supernovae. The weak-
interaction rates for these pf shell nuclei are individually given
in [34]. At present, weak-interaction rates based on the diag-
onalization shell model do not exist for nuclei in the mass
rangeA = 39–44. Studies of these nuclei require the inclusion
of correlations across the Z,N = 20 shell closures and hence
large model spaces enabling allowed GT and also forbidden
transitions. Steps have been taken to performing these demand-
ing calculations, so a shell-model evaluation also appears to
be in reach for this mass range. Weak-interaction rates for
A = 39–44 were provided by Fuller et al in their seminal work
based on the IPM, but also byNabi andKlapdor-Kleingrothaus
within the framework of the QRPA [157]. The latter refer-
ence gives electron capture rates for a wider range of nuclei.
Many tabulations of electron capture rates (e.g. references
[3, 14–16, 33, 34, 157, 158] do not include screening cor-
rections. Reference [13] presents a formalism that describes
how these rates can be approximately corrected for screening
effects.

To make it easier to incorporate complete sets of electron-
capture rates in astrophysical simulations, a library of rateswas
created [154, 159, 160] based on the rate tables for specific
mass regions described above and on the single-state approx-
imation for nuclei where rates based on microscopic calcula-
tions are not available. This library has been incorporated into
the weak-rate library NuLib [161].

3.4. Next steps in evaluating stellar electron capture rates

What progress can we expect in the theoretical modeling of
stellar electron capture in the midterm future, particularly as
we are on the eve of computational breakthroughs such as
exascale computing? Such progress, accompanied by appro-
priate advances in computer memory, will certainly pay off
in terms of the nuclei for which diagonalization shell-model
calculations will become possible. First, this will allow us
to perform calculations for the nuclei around mass number
A = 40, which requires the inclusion of levels from the sd
and pf shells, completing the shell-model evaluation of cap-
ture rates of nuclei with mass numbers A < 65, which dom-
inate the capture process during the early supernova collapse
phase. Second, shell-model calculations in the complete pf -
g9/2 shell will become possible, which will be exploited to
systematically study the unblocking of the GT strength at the
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Figure 20. Comparison of the center values of Ye (left), the iron core sizes (middle) and the central entropy (right) for 11–40M� stars
between models using the FFN rates (WWmodels [167]) and models which used the shell-model weak interaction rates (LMP [35]). The
lower panels show the changes in the three quantities between the WW and LMP models. Reprinted figure with permission from [28],
Copyright (2003) by the American Physical Society.

N = 40 shell gap. As discussed above, the pioneering shell
model work performed for 76Se mainly concentrated on the
unblocking of the strength by correlations in the ground state.
However, the respective mid-mass nuclei play a role during
the collapse at finite temperatures. Thus, supplementing the
shell-model studies which explore how thermal excitations
support the unblocking mechanism is quite desirable, as such
effects are difficult to study experimentally. However, direct
state-by-state evaluation of the capture rates at the respec-
tive temperatures is impractical, due to the plethora of par-
ent states on which the captures can occur. Here, one clearly
has to rely on statistical approaches. Nevertheless, progress is
conceivable in various ways. This is particularly important to
decisively determine how strongly nuclei at the N = 50 shell
closure act as obstacles to capture at the modest tempera-
tures prevailing in the core when such nuclei become abun-
dant. A consistent evaluation of such capture rates within the
SMMC formalism might be desirable and conceivable if the
two challenges currently hampering these studies can be over-
come. These are the sign problem encountered when realistic
residual interactions are used [41, 162] and the numerical chal-
lenges involved in performing the inverse Laplace transforma-
tion needed to calculate the GT (and other) strength functions
[163, 164]. On the positive side, both problems become less
relevant with increasing temperatures. Since SMMC studies
scale nearly perfectly with the number of computer nodes
[41], such calculations will obviously benefit from improved
computer infrastructure.

As discussed above, an alternative statistical model based
on the QRPA formalism at finite temperatures has been used
to calculate stellar electron capture rates. These approaches
have very recently been extended to incorporate additional cor-
relations and have been applied to the calculation of stellar

capture rates for selected nuclei [165, 166]. Further exten-
sions of these methods to deformed and odd–A nuclei are very
desirable.

4. Electron capture in astrophysical applications

4.1. Core-collapse supernovae

Simulations of the evolution of massive stars distinguish two
distinct phases, motivated by their specific needs and require-
ments. (1) During hydrostatic burning, energy released by
nuclear reactions in the star’s interior is essential to balance
gravity. The densities are low enough that neutrinos, produced
in weak interactions, can leave the star unhindered, trans-
porting energy away. This loss has to be considered in the
energy balance, but a detailed treatment of neutrino transport
is not required. However, the simulations have to incorporate
a detailed network of nuclear reactions to follow the nuclear
energy production and the change in composition. This stel-
lar evolution period lasts to the so-called presupernova phase,
when the core density has reached values of about 1010 g cm−3

and the inner part of the iron core collapses with velocities in
excess of 1000 km s−1 [29, 167].

The final models obtained by the stellar evolution codes
become the input for the supernova codes in which the grav-
itational collapse of the iron core and the explosion are sim-
ulated. The astrophysical conditions relevant during these
simulations lead to two important changes compared to stel-
lar evolution. The temperatures are sufficiently high in the
core (T,�, 4 GK) that the nuclear composition can be accu-
rately approximated by an NSE distribution, without the need
to follow a complicated network of nuclear reactions. On the
other hand, the densities involved require detailed neutrino
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bookkeeping. This is achieved by neutrino radiation trans-
port. An additional complication arises from the fact that the
assumption of spherical symmetry is not valid during the
core collapse and explosion. This requires multidimensional
treatments, which are extremely challenging and computation-
ally demanding. Reviews of the recent impressive progress in
supernova modeling can be found in [168–172]. These codes,
in general, consider electron capture via the rates provided by
[13].

Heger et al investigated the effect of diagonalization shell-
model rates on the presupernova evolution of stars in the mass
range M = 13–40M� [29, 35]. To this end they repeated the
calculations of Weaver and Woosley [167], keeping the stellar
physics as similar as possible, but replacing the weak inter-
action rates for the pf shell nuclei by those of reference
[34] (LMP rates). Figure 20 summarizes the consequences of
the shell-model rates on three quantities which are relevant
for the following collapse. The central Ye value is larger by
ΔYe = 0.01–0.015 at the onset of collapse. There are two rea-
sons for this. First, the shell-model rates are noticeably smaller
than the FFN rates (figure 12), and therefore reduce leptoniza-
tion. Second, during silicon burning, β decay can compete
with electron capture. Although this does not occur accord-
ing to specific URCA pairs, but rather by an ensemble of
nuclei, the effect is the same: the star is additionally cooled,
while Ye is kept constant. The study confirmed that β decay
becomes increasingly Pauli blocked with growing density and
can be safely neglected during collapse. Figure 20 also indi-
cates that the iron core masses are generally smaller with the
LMP rates. However, this is not a continuous effect and shows
variation among models with different stellar masses. Finally,
the LMP rates lead to presupernova models with lower core
entropy for stars withM < 20M�. For the more massive stars,
the effect is not unique; stars with M = 30–40M� show an
increased core entropy. We should mention that lower (larger)
core entropy implies less (more) free protons in the nuclear
composition, which, however, is overwhelmingly dominated
by nuclei.

Continuous electron capture drives the NSE composition
of the core to be more neutron-rich and toward heavier nuclei.
At densities in excess of a few 1010 g cm−3, the composition
is dominated by nuclei with Z < 40 and N > 40, for which
it was assumed for a long time that electron capture vanished
(e.g. [18]) due to Pauli blocking of the GT strength. As a con-
sequence, the capture process later in the collapse was thought
to continue solely on free protons, which are, however, less
abundant than heavy nuclei by orders of magnitude. As we
have discussed in section 3.2, the GT strength at the N = 40
shell gap is unblocked by multi-nucleon correlations. Further-
more, the blocking at the N = 50 shell closure, which results
in a strong reduction in the experimental ground-state GT
strength, is overcome under finite-temperature core conditions
by thermal excitation.

Arguably the most important result reported in references
[39, 42] is the fact that electron capture proceeds on nuclei
rather than on free protons during the entire collapse, in con-
trast to previous belief (e.g. [1]. These findings are based on

supernova simulations performed independently by the Garch-
ing andOakRidge groups,which both adopted theHMcapture
rates for more than 100 nuclei in the mass range A = 65–110,
supplemented by the shell-model rates for pf shell nuclei.
For the heavy nuclei, the capture rates were estimated by the
single-state approximation. The capture rate on free protons
was taken from [18].

Figure 21 compares some important quantities obtained in
the simulations of references [39, 42] with previous studies
which neglected electron capture on heavy nuclei. Obviously,
the capture on nuclei is an additional source of deleptonization,
adding to the capture on free protons. This results in signif-
icantly lower values for Ye on neutrino trapping at densities
of around 1012 g cm−3. At higher densities, the total lepton
fraction Y lep becomes constant, while the electron fraction Ye

still decreases. This is related to neutrino trapping and the for-
mation of the homologous core [1]. In this regime, continu-
ous electron capture reduces the electron abundance, but the
neutrinos generated by this process mainly interact with mat-
ter by coherent scattering on nuclei at a rate sufficiently large
that their diffusion timescale is longer than the core collapse
timescale. Neutrinos are trapped, adding to the total lepton
fraction in the core and leading to neutrino Pauli blocking of
further electron capture. However, before trapping, the neutri-
nos can still leave the star and are an additional cooling mech-
anism leading to smaller core entropies than those obtained in
previous calculations. Lower entropies reduce the abundance
of free protons in the NSE composition, which increases the
importance of capture on nuclei due to their increased abun-
dance. Neutrinos produced by capture on nuclei have smaller
average energies due to their higherQ-value compared to neu-
trinos produced by capture on free protons. Hence, the lumi-
nosity of electron neutrinos is increased due to more captures,
but their average energies are shifted to lower values.We stress
that the rate for capture on individual nuclei is noticeably
smaller than the capture rate on free protons. The dominance
of capture on nuclei is a result of the overwhelmingly higher
abundance of nuclei compared to free protons and is a result
of the low entropy, i.e. of the capture process.

The fact that electron capture on nuclei proceeds until neu-
trino trapping occurs is also reflected in the core dynam-
ics and profiles. In the simulations with the improved rates,
as shown in figure 22, the shock forms with significantly
less included mass (a smaller ‘homologous core’ size) and a
smaller velocity difference across the shock. Despite this mass
reduction, the radius fromwhich the shock is launched is actu-
ally pushed outwards slightly, due to changes in the density
profile. Despite these significant alterations, one-dimensional
supernova models employing the new electron capture rates
still fail to explode. No noticeable differences in the simula-
tions are observed if the rate set of Juodagalvis et al [13] is
used, which replaces the rates for nuclei (for which, in [42],
the single-state approximation was used) by rates estimated
in the spirit of the HM. Multidimensional supernova simula-
tions now describe electron capture using the rates of reference
[13]. However, no dedicated investigation of the role of elec-
tron capture (i.e., in comparison to the case where capture on
heavy nuclei is neglected) has been performed.
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Figure 21. Comparison of a supernova simulation for a 15M� star using the shell-model weak interaction rates from reference [28] (labeled
LMSH) and the Bruenn parametrization, which neglects capture on nuclei for N > 40 [18] (labeled Bruenn). The figure shows the central
core values for Ye and Y lep (electrons plus neutrinos) (left), the entropy and temperature (middle), and the neutrino emission rate (right) as a
function of core density. The insert in the right-hand figure shows the average energy of the emitted neutrinos. Reprinted from [25],
Copyright (2006), with permission from Elsevier.

In a recent supernova simulation [173], electron capture on
nuclei has been identified as the dominant weak-interaction
process and the main source of electron neutrinos during col-
lapse. However, it was shown that pair-de-excitation of ther-
mally excited nuclear states is an important source of the other
neutrino types (electron anti-neutrinos,muon and tau neutrinos
and their antiparticles).

The contribution of a particular nucleus to the reduction
of Ye during collapse depends on the product of its abun-
dance and its capture rate. Both quantities are time-dependent
and have to be integrated over the duration of the collapse.
This study has been performed by Sullivan et al [154] using
rates calculated based on microscopic nuclear models, where
available. For the heavy nuclei, for which such rates are not
individually available, they adopted the single-state approxi-
mation of equation (4).

The upper panel of figure 23 shows which nuclear ranges
contribute to the change of Ye over time, Ẏe. The top axis
shows the time until bounce. The corresponding densities
are 1.41× 1011, 4.06× 1011, and 1.42× 1012 g cm−3 at
t − tb = −20,−10, and− 5 ms, respectively. We note that Ẏe
grows with time during collapse and reaches its maximum
after trapping has already started. The increase reflects the fact
that the electron chemical potential grows faster than other
scales, in particular, the average nuclear Q value of the com-
position, resulting in strong increases of the capture rates. The
change in the capture rate is mainly driven by nuclei in the
mass range A = 65–105. The rates calculated within the HM
exist for about 200 nuclei in this mass range, which, however,
does not cover all nuclei that contribute. The pf shell nuclei,

for which accurate diagonalization shell-model rates exist,
dominate in the early collapse. Here, capture rates are, how-
ever, smaller due to the smaller electron chemical potentials
involved. Nuclei heavier than A = 105 contribute or dominate
just before and during trapping.

The lower panel of figure 23 identifies the contribution
of individual nuclei to Ẏe, as determined by integrating the
respective contributions during collapse until trapping occurs.
Due to this study, the relevant nuclei are those around the
N = 50 shell closure, centered in this range from 78Ni to 82Ge.

Sullivan et al [154] also investigated the effect of a system-
atic modification of the electron capture rates on the super-
nova dynamics. When scaling the capture rates for all nuclei
by factors between 0.1 and 10, they observed significant
modifications. A systematic reduction of the rates throttles the
effects that capture on nuclei has during collapse, as outlined
above, driving the results back toward those where capture on
nuclei were neglected. A systematic rate reduction by a factor
of ten indeed increases the enclosed mass at bounce by about
16%, which is a similar effect to that reported in reference
[42]. Sullivan et al [159] and Pascal et al [155] argued that
the single-state approximation might overestimate the rates
for nuclei close to the N = 50 shell gap. A similar conclu-
sion was drawn from the measurements of GT distributions
for the ground states of the N = 50 nuclei 86Kr [106] and 88Sr
[107]. As discussed above, the single-state approximationdoes
not, in fact, consider nuclear structure effects which should
be quite relevant, in particular at shell closures. We note that
structural effects are considered in the shell-model rates used
in reference [13] to set up a rate table for electron capture under

24



Rep. Prog. Phys. 84 (2021) 066301 Review

Figure 22. Comparison of Ye (upper), entropy (middle), and
velocity profiles (lower panel) at bounce obtained in supernova
simulations using the shell-model rates for nuclei in the mass range
A = 45–110 ([34, 39], thick line) and the Bruenn rate
parametrization ([18], thin line). Reprinted figure with permission
from [42], Copyright (2003) by the American Physical Society.

collapse conditions, assuming, however, NSE for the nuclear
composition. It has been shown that the use of alternative and
improved equations of state has rather small effects on super-
nova dynamics [154, 155]. The dependence of the core com-
position on different equations of state and its indirect impact
on stellar electron capture rates has been investigated in ref-
erences [174, 175]. An improved version of the single-state
approximation is presented in [156]. The impact of a reduc-
tion of the N = 50 shell gap has been explored in reference
[176]. We also mention again that the TQRPA calculations
and the HM indicate that the blocking of the GT strength
at around N = 50 is largely overcome under stellar condi-
tions due to thermal unblocking. Furthermore, both models
predict sizable contributions from forbidden transitions in the
astrophysical conditions under which N = 50 nuclei are abun-
dant during the collapse.

4.2. Nucleosynthesis in thermonuclear supernovae

Thermonuclear supernovae (observationally categorized as
type Ia), form a class of supernova that is distinguished from
the core-collapse version by its explosion mechanism and also
by its spectral composition (type Ia spectra do not exhibit
hydrogen lines, in contrast to the spectra of core-collapse or
type II supernovae). In the currently favored model, type Ia
supernovae correspond to the explosion of a white dwarf (WD)

Figure 23. (Upper panel, a) The contribution of nuclear electron
capture to the change of Ye as function of Ye which continuously
reduces with time. As a reference, the upper axis indicates the time
until bounce. (Lower panel, b) The top 500 nuclei that contribute
most strongly to electron capture. Reproduced from [154]. © IOP
Publishing Ltd. All rights reserved.

triggered by interaction with a binary companion. The com-
panion can be either a main sequence, giant or helium star
(single degenerate scenario) or another WD (double degener-
ate scenario) (for reviews see [177, 178]). WDs are compact
objects produced as the final fate of intermediate-mass stars
and stabilized by their electron degeneracy pressure up to a
maximum mass on the order of 1.4M� (Chandrasekhar mass
MCh). WDs are mainly composed of N = Z nuclei, i.e. 12C,
16O, 20Ne.

The masses of WDs that explode in a type Ia supernova is
another uncertain parameter. One distinguishes explosions of
WDs with masses noticeably smaller than the Chandrasekhar
mass (sub-MCh models) and with masses on the order of the
Chandrasekhar mass (near-MCh models). In the latter case,
high densities (108 g cm−3 and higher) are reached during the
explosion. Under these conditions, the electron Fermi energies
are high enough to induce electron capture on nuclei, which
turns out to be important for the associated nucleosynthesis.
The nucleosynthesis in various type Ia supernova scenarios has
been studied in reference [179].
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As an example of the impact of electron capture and its
progressively advancing description, we refer to the studies
performed for the W7 model [180], which has been regularly
adopted in simulations of galactic chemical evolution. In this
scenario, a WD with mass near MCh is assumed to be in a
binary system with a companion star which enters the red-
giant phase. The accretion from the companion adds to the
WD’s mass, bringing it toward the Chandrasekhar limit and
increasing the density in its interior to the point where car-
bon burning can be ignited. As the burning occurs in a highly
degenerate environment, the energy released cannot lead to
expansion, but rather heats the surroundings. This results in
a self-reinforcing acceleration of the burning until the degen-
eracy can be lifted and the entire WD is disrupted. The explo-
sion mechanism—disruption of a WD in a thermonuclear run-
away—leads to similarity among type Ia events. For example,
the observed peakmagnitude and the widths of the light curves
obey a simple scaling law (Philipps relation [181]) which
makes type Ia supernovae standard candles for cosmological
distances. This fact has been exploited to deduce the current
acceleration of our Universe.

After the burning flame has moved through the matter, the
inner material behind the front, with a mass of about 1M�,
reaches temperatures that are sufficiently high to drive the
nuclear composition into NSE. As the WD was composed of
N = Z nuclei, 56Ni is the main product. Deviations toward
nuclei with excess neutrons occur due to electron capture in
the hot and dense matter behind the front. The impact of this
capture depends (besides the astrophysical conditions of den-
sity (about 109 g cm−3 and temperature (T ∼ 109 K)) on the
speed of the flame (i.e., the time available for electron capture
before the star is disrupted) and obviously on the rates them-
selves. As discussed above, the diagonalization shell-model
(LMP) rates are systematically lower than the FFN rates for
pf shell nuclei, particularly for nuclei in the Ni–Fe mass
range, which are of importance for captures behind the type Ia
burning front. Brachwitz et al have performed nucleosynthe-
sis studies in a one-dimensional supernova simulation based
on the well-known W15 progenitor model of reference [180]
which starts from a 1.38M� C–O WD [10, 183]. The faster
FFN rates lead to stronger deleptonization in the innermost
0.1M� core mass, reaching values as low as Ye = 0.44 in
the center, while the slower LMP rates produce Ye = 0.45 as
the minimum value. As a consequence, the FFN rates pre-
dict an appreciable number of neutron-rich nuclei such as
50Ti or 52Cr, which are strongly overproduced compared to
the solar abundances (left panel of figure 24). This overpro-
duction constituted a serious problem [9], as roughly half of
the 56Fe contents of the solar abundances are synthesized in
type Ia supernovae, and hence, for all nuclides produced in
type Ia, overproduction factors larger than two place their rel-
ative abundances in conflict with observations. As is shown in
the middle panel of figure 24, the overproduction is removed
when the slower LMP shell-model rates are used. Suzuki has
recently confirmed this finding in a study which replaced the
LMP shell-model rates for selected nuclei in the Ni–Fe mass
range with those obtained via the GXPF1 residual interaction,
which gives better agreement with the measured GT strength

in Ni isotopes [184]. Suzuki used a different progenitor model
than reference [183] (the W7 model of [180]), but his study
also shows that the overproduction of neutron-rich nuclei is
removed if modern diagonalization shell-model capture rates
are used, rather than the FFN rates (right panel in figure 24).
Satisfyingly, Suzuki only observed a small difference of 4% in
the calculated abundances based on his shell-model rates and
on the LMP rates.

The studies of [9, 10, 183, 184] are based on spherically
symmetric simulations.More recent three-dimensional studies
of type Ia supernovae showed, however, the similar impor-
tance of electron capture in the high-density regime of the
explosion that drives the nuclear abundance distribution to
more neutron-rich nuclei. Detailed studies of the sensitivity
of nucleosynthesis for various scenarios of type Ia supernovae
can be found in references [48, 49, 179]. These simulations
show that an NSE abundance distribution is reached in the
high-density regime that produces nuclei in the iron–nickel
mass range. One particularly interesting nucleus is 55Mn, the
only stable manganese isotope, which is produced in core-
collapse and thermonuclear supernovae. Seitenzahl and col-
laborators made the important observation that 55Mn must be
overproduced relative to iron in type Ia supernovae to explain
the solar [Mn/Fe] ratio, as all modern core-collapse simula-
tions predict a [Mn/Fe] ratio noticeably smaller than the solar
one [185]. As the high-density regime needed to produceman-
ganese in thermonuclear supernovae is only achieved in near
MCh scenarios, 55Mn nucleosynthesis and its evolution over
time in our Galaxy also places valuable constraints on the WD
mass in the type Ia scenarios [179, 185, 186].

Electron capture and beta-decay, operating via URCA pairs
(see section 3.1.2), are also important during the accretion and
simmering phases of the evolution of COWDs before the type
Ia supernova explosion, as they determine the neutron excess
and the density at which thermal runaway occurs [187]. Par-
ticularly important during these phases is the 13N(e−, νe)13C
rate, whose value is determined using beta-decay and charge-
exchange data [188].

4.3. Accreting neutron stars and mergers

An old isolated neutron star can be described as being in beta
equilibrium. However, such an equilibrium is broken in the
crust if the star accretes mass from the interstellar medium
(ISM) or from a binary star. For an old neutron star travers-
ing the ISM, a mass on the order of 10−16M� per year will
be accreted as a layer on the neutron star’s surface. The tem-
perature of this layer is low and is usually approximated as
T = 0 [189]. In a binary system, the mass flow can be higher,
leading to the repeated burning of a surface layer accompa-
nied by a characteristic emission of x-rays with typical dura-
tions of up to ∼100 s (x-ray burster [190, 191]). Due to
the reoccurrence of the bursts, with typical periods on the
order of a year, the ashes of previous events are pushed to
higher densities and temperatures on the order of a few 108

K can be reached. These binary systems can also exhibit rare
day-long x-ray bursts (so-called superbursts). Here, carbon
flashes, triggered by the fusion of two 12C nuclei, heat the
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Figure 24. Influence of electron capture rates on type Ia nucleosynthesis. The two left panels show yields calculated for the WS15
progenitor model of reference [180] calculated with the FFN (left) and LMP (middle) electron capture rates (courtesy of F Brachwitz).
(Left) Reprinted figure with permission from [28], Copyright (2003) by the American Physical Society. The right panel shows the yields
calculated for the W7 progenitor model of reference [180] replacing the LMP rates with improved shell-model rates for selected nuclei in
the Ni–Fe region. (Right) Reproduced from [182]. © IOP Publishing Ltd. All rights reserved. All yields are relative to the solar abundances.
The ordinate is normalized to 56Fe.

neutron star’s envelope so that hydrogen and helium burn-
ing becomes stable, suppressing the usual shorter x-ray bursts.
These can only occur after the envelope has cooled suffi-
ciently [192]. Electron capture plays an interesting role in both
accretion scenarios.

The ISM matter that an old isolated neutron star accretes is
mainly hydrogen. At sufficiently high densities, hydrogen can
start a sequence of nuclear reactions. However, in contrast to
stellar hydrostatic burning, this is not initiated by temperature,
but by density fluctuations triggering so-called pycnonuclear
reactions [193, 194]. The nuclear reaction sequence includes
hydrogen and helium burning, producing nuclides up to 28Si. It
is particularly challenging to evaluate the pycnonuclear triple-
alpha reaction rate, as neither the 8Be intermediate state nor
the Hoyle state in 12C can be thermally reached [195–197].
The fresh material produced by pycnonuclear reactions rests
on original neutron-star crustal material, i.e. 56Fe or 62Ni.

Electron capture can occur once the density reaches a value
at which the electron chemical potential can overcome the
nuclear Q value. For 16O, which is the main product pro-
duced by pycnonuclear helium reactions, this happens at ρ ∼
3× 1010 g cm−3. Since beta decay of the daughter nucleus
16N is prohibited due to complete filling of the electron phase
space at T = 0, the daughter nucleus immediately undergoes
a second electron capture to 16C, as the required density is less
than for 16O. At the density required for the double electron
capture on 16O, the underlying materials, 56Fe and 62Ni, have
already undergonedouble electron capture to 56Cr, followed by
56Ti, and 62Fe, respectively (see below). As shown in reference
[189], this leads to several unstable situations, where a denser
layer (i.e. 16C) rests on less dense layers (i.e. 56Ti or 62Fe),
resulting in an overturn of the unstable interfaces. This sce-
nario had been proposed as a possible explanation for gamma-
ray bursts before these were identified as extra-galactic events
with luminosities larger than those observed for supernovae
[198].

Double electron capture is expected also to occur in the
crust of an accreting neutron star in a binary system. When
accretion pushes the original surface layer, made mainly of
56Fe, to higher densities, electron capture will transform 56Fe
to 56Cr once ρ > 1.5× 109 g cm−3. Haensel and Zdunik
studied the consequences for the accreted neutron star crust,

built on a single-nucleus (56Fe) approach [7] (see also [199,
200]). Upon pushing the matter to even higher densities,
further double electron captures occurred (56Cr→ 56Ti at
ρ = 1.1× 1010 g cm−3, 56Ti→ 56Ca at ρ = 8× 1010 g cm−3,
and 56Ca→ 56Ar at ρ = 2.5× 1011 g cm−3), before the density
was reached at which neutrons are emitted from the nucleus
(ρ = 4.1× 1011 g cm−3, neutron drip). Thus, the double elec-
tron capture of 56Ar is accompanied by the emission of free
neutrons, 56Ar→ 52S+ 4n. The successive electron captures
lower the charge of the nuclei so that pycnonuclear fusion
reactions induced by zero-point motion fluctuations in the
Coulomb lattice become possible. Double electron captures,
and, in particular, pycnonuclear fusion reactions, are a consid-
erable heat source, as discussed in [7, 201].

The crust’s composition, which includes nuclei other than
56Fe, complicates the situation. This is also true for the ashes
of x-ray burst eventswhich, due to repeating outbursts, are also
successively pushed to higher densities and run through a sim-
ilar sequence to the one described above, of double electron
capture, neutron liberation, and pycnonuclear fusion [203].
As pointed out by Schatz et al [8], the ashes of former burst
events have finite temperatures (a few 108 K) which, although
small compared to typical electron capture Q values, open up
a small energy window, within which, beta decays of elec-
tron capture daughters can occur. For such an URCA pro-
cess to occur, the electron capture process has to satisfy two
conditions: it must be mediated by an allowed transition to
a state at excitation energies Ex < T and the beta-decaying
nucleus must not have a strong electron capture branch. On
general grounds, even–even nuclei, which are the most abun-
dant nuclei in the crust, do not formURCA pairs but rather per-
form double electron capture [202]. On the other hand, nearly
all odd–A nuclei can form URCA pairs. The authors of ref-
erence [202] have identified about 85 URCA pairs. Figure 25
shows the neutrino luminosities of these pairs (setting the mass
fraction of the nucleus on which an electron is captured to
X = 1) and the depth in the neutron star at which they oper-
ate. As pointed out in [8], cooling by URCA pairs in the crust
reduces the heat transport from the crust into the region of
the x-ray burst or superburst ashes which reside in the less
dense regions (this region is often called the ocean). This
lowers the steady-state temperature in the ocean. This puts
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Figure 25. The depths at which URCA pairs of mass number A operate in neutron stars. The size of the data points corresponds to the
neutrino luminosity of the pair, setting its mass fraction to X = 1. (The top five are colored in red.) The gray band indicates constraints for
superburst ignition, assuming an ignition at a column depth between 0.5–3× 1012 g cm−2. Reproduced from [202]. © IOP Publishing Ltd.
All rights reserved.

constrains on the ignition of the 12C+12C fusion reaction to
start the next burst cycle. This ignition now has to occur at
higher densities [202]. URCA pairs can also operate directly in
the ocean. However, due to the lower densities, nuclei are less
neutron-rich, with smaller Q values for electron capture than
those in the crust. Since the neutrino luminosity scales with
Q5, this strongly reduces the effectiveness of URCA pairs in
the ocean [202].

Due to the simultaneous observation of the gravitational
wave and the electromagnetic signal from GW170817, the
merger of two neutron stars in a binary system has been iden-
tified as one of the astrophysical sites, see e.g., [204], where
the rapid neutron-capture process (r-process) [205–208] oper-
ates. The Ye value of the ejected material, which is determined
by weak processes, is particularly important for determining
nucleosynthesis in mergers. The initial Ye profile of the neu-
tron stars can be determined from beta-equilibrium. However,
as the neutron stars approach each other and finally merge,
the temperature increases and neutrino emission becomes very
important. An accurate prediction of the neutrino luminosi-
ties requires a description of high density neutrino–matter
interactions [209] and its implementation in neutrino radia-
tion transport, as is currently done in core-collapse supernova
[210]. The absorption of both νe and ν̄e together with elec-
tron and positron capture leads to substantial changes in the
Ye of the ejected material, particularly in the polar regions
[211–214]. These processes occur when thematerial is hot and
is composed mainly of neutrons and protons.

Another important source of material is the so-called sec-
ular ejecta originating from the accretion disk that surrounds
the central remnant produced by the merger. If this is a long-
lived neutron star, the neutrino luminosities are large enough to
affect the neutron-to-proton ratio of the ejected material [215].
If the central object is a black hole, the neutron-to-proton ratio
is determined by a dynamic beta equilibrium [216] between
electron and positron capture and beta-decay operating in the
accretion disk [217–220] on hot material that mainly is made
of neutrons and protons. According to current understanding,
electron capture on nuclei does not play an important role in
r-process nucleosynthesis in neutron-star merger events.

4.4. The fate of intermediate-mass stars

The final fates of stars depend on their masses at birth.
Stars with masses of less than about 8M� advance through
hydrogen and helium burning. As they suffer significant mass

loss due to stellar winds, their masses at the end of helium
burning are not sufficient to ignite further burning stages.
They end their lives as WDs. Stars with masses in excess of
about 11M� develop a core at the end of each burning phase
which exceeds the Chandrasekhar mass. As a result, they can
ignite the full cycle of hydrostatic burning and end their lives
as collapsed-core supernovae, leaving either neutron stars or
black holes as remnants. The fate of intermediate-mass stars
(8–11M�) balances on a knife edge between collapsing into
a neutron star or ending in a thermonuclear runaway which
disrupts most of the core [221]. Simulations of such stars are
quite sensitive to astrophysical uncertainties such as convec-
tive mixing or mass loss rates [221]. On the other hand, the
major nuclear uncertainty, related to electron capture on 20Ne,
has recently been removed, since this rate, as we described
in section 3.1.2, is now known experimentally for the rele-
vant astrophysical conditions. We briefly summarize the con-
sequences which this nuclear milestone has for the fate of
intermediate-mass stars.

Intermediate-mass stars go through hydrostatic hydrogen,
helium and core carbon burning, but are not massive enough to
ignite further advanced burning stages. In the center of the star,
a core develops which consists mainly of 16O and 20Ne, with
smaller amounts of 23Na and 24,25Mg. Due to their position on
theHertzsprung–Russell diagram, stars with such anONe core
are referred to as super AGB stars. It is important to note that
the cores of super-AGB stars are denser than their counterparts
after helium burning in more massive stars. As nuclear burn-
ing has ceased in the ONe core, its gravitational collapse is
counteracted by the electron degeneracy pressure. However,
the densities achieved in the core result in electron chemical
potentials large enough to initiate electron capture reactions,
which reduce the pressure withstanding collapse. Here, two
distinct processes play an essential role in the development of
the core. This is shown in figure 26, which displays the final
temperature–density evolution of the core center. First, sev-
eral URCA pairs (25Mg–25Na, 23Na–23Ne, 25Na–25Ne) oper-
ate at various phases of this final evolution. These pairs pro-
vide an efficient coolingmechanism. Second, electron captures
also occur on the abundant α-nuclei 24Mg and 20Ne once the
electron chemical potential overcomes the capture Q values
(the Q value of 16O is too high for electron capture at these
densities). However, for these N = Z nuclei, the electron cap-
ture daughters, (24Na and 20F), also capture electrons which,
due to their smaller Q values than the first captures, occur
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Figure 26. Temperature–density evolution of the ONeMg core of
an intermediate-mass star. The labels indicate at which densities the
URCA pairs and the electron captures on 24Mg and 20Ne operate.
The red (blue) lines show the evolution with (without) inclusion of
the forbidden ground-state-to-ground-state contribution to the 20Ne
electron capture rate. The calculation assumes that the ONe core
accretes a mass of 10−7M� per year from ongoing hydrostatic
burning. Reprinted figure with permission from [52], Copyright
(2019) by the American Physical Society.

significantly faster than competing β-decays. Furthermore, the
second capture often proceeds to excited states in their daugh-
ters, which then decay by γ emission to the ground states and
heat the environment (see figure 26). Due to its lower initial
Q-value, double electron capture on 24Mg proceeds at lower
densities than that on 20Ne. Recognizing the low temperature at
the onset of electron capture on 20Ne (about 300 keV), largely
due to the efficient URCA cooling [222], the authors of ref-
erence [51] pointed out that the transition from the 20Ne 0+

ground state to the 20F 2+ ground state, although second for-
bidden, could dominate the rate at core conditions, since all
other transitions were exponentially suppressed, either by the
tail of the electron distribution, or a Boltzmann factor due to
thermal excitation.

The inclusion of the ‘forbidden’ ground-state-to-ground-
state transition in the electron capture rate on 20Ne shifts the
onset of this capture to lower densities before the last epoch
of URCA cooling by the 25Na–25Ne pair (see figure 26). This
shift in density has, however, an important impact on the fate
of the star, which ends either in gravitational collapse or ther-
monuclear explosion. This fate is determined by the competi-
tion between electron capture and nuclear energy generation
by oxygen fusion [221]. If the ignition of oxygen (requiring
temperatures in excess of 109 K) occurs at low enough densi-
ties, the fusion generates sufficient energy to reverse the col-
lapse and to disrupt the star in a thermonuclear explosion. At
higher densities, the deleptonization behind the burning front
is so rapid that the loss of pressure cannot be recovered by
nuclear burning. In this case, the core continues to collapse,
ending as a neutron star. The increase of the 20Ne electron
capture rate due to the contribution of the forbidden transi-
tion seems to shift the fate toward thermonuclear explosion
[52]. This is demonstrated in figure 27, which is based on a

Figure 27. Temperature (blue) and density (red) profiles of an ONe
core at the ignition of oxygen fusion, calculated with (solid lines)
and without (dashed lines) consideration of the forbidden
ground-state-to-ground-state transition in the 20Ne electron capture
rate. The calculations were performed using the spherically
symmetric MESA code [223], assuming that the ONe core accretes
a mass of 10−7M� per year from ongoing hydrostatic burning.
Reprinted figure with permission from [52], Copyright (2019) by the
American Physical Society.

spherically symmetric simulation of the core evolution per-
formed with the MESA code [223]. In the calculation per-
formed without the addition of the forbidden contribution to
the rate, oxygen is ignited in the center, while in the case
that uses the experimental 20Ne capture rate and includes the
forbidden transition, the star develops an isothermal core at
temperatures below the ignition value. In this inner core, dou-
ble electron capture on 20Ne continues to generate heat, which
leads to an off-center ignition of oxygen burning (at a radius
of 58 km for the case shown in figure 27). We also note that,
without the forbidden contribution, the core reaches a higher
density at ignition.

To determine the fate of the star requires us to study the
propagation of the burning front, which needs a 3D hydro-
dynamic treatment to resolve the relevant length scales. Such
studies have been reported in [52] and all simulations matched
to the parameters of the spherically symmetric MESA results
ended in thermonuclear explosions producing an ONeFe
WD remnant. This has significant implications for the total
nucleosynthesis yields of intermediate-mass stars, since ther-
monuclear explosions eject about 0.01M� more mass than
gravitational collapse and intermediate-mass stars are much
more abundant than heavier stars. A first exploration shows
that the ejecta of thermonuclear explosions are particularly
rich in certain neutron-rich Ca, Ti, and Cr isotopes and in the
trans-iron elements Zn, Se, and Kr [52]. This might have inter-
esting implications for the understanding of the early chemical
evolution of our Galaxy [224].

4.5. Helium flashes in accreting helium WDs

Subluminous B stars are stars with burning helium cores, thin
hydrogen envelopes, and masses of about 0.5M� [225]. Often,
these stars exist in tight binaries with WDs [226]. When the
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WD accretes matter from the unburned outer layers of its com-
panion star, an amount of 14N, a product of hydrogen burning
in the CNO cycle, is also present, depending on the initial
metallicity of the donor star. Electron capture on 14N is then
a decisive factor for the fate of the accreted material.

Due to its low Q value of 0.667 MeV, electrons are cap-
tured on 14N once the density of the accreted matter on the
WD surface exceeds a threshold value of about 1.156× 106

g cm−3 [227]. As the relevant temperatures are rather low (T
less than a few 108 K), the capture proceeds solely by the
allowed transition between the 14N and 14C ground states. The
respective transition matrix element is known from the 14C
beta decay. Coulomb corrections due to environmental effects
are relatively minor, but are considered in recent astrophysical
applications [227].

For the temperatures involved and for densities larger than
about 106 g cm−3, the electron capture rate is larger than
the competing β decay and, in the helium-rich environment,
the electron capture is followed by an α capture on 14C
[228]. The energy generated by this so-called NCO reaction
(14N(e−, νe)14C(α, γ)18O) [229]—despite some uncertainties
in the α-capture rate on 14C [230]—is larger than that of
the triple-alpha reaction in the relevant temperature–density
range. Thus, it is the NCO reaction that triggers a rather steep
rise of the temperature in the environment so that, as a second
step, the triple-alpha reaction is also ignited. This finally leads
to a thermonuclear instability which is observed as a helium
flash.

The evolution of these flashes depends crucially on the
accretion mass flow [228]. If the mass flow is large (10−8M�
year−1), the energy released from the subsequent gravitational
contraction leads to heating of the environment, enabling a
14C nucleus to capture an α particle rapidly. The electron
capture process controls the NCO reaction sequence and an
insignificant amount of 14C is built up. For smaller mass flows
(10−9M� year−1), the gravitational energy released by core
contraction can be radiated away, keeping the temperature in
the core low. Hence, when the core density exceeds the value
for electron capture, the temperature is too low to ignite α
captures on 14C. This occurs at conditions with higher den-
sities and after 14N has been completely converted to 14C.
Simulations also show that for smaller accretion rates, the
core becomes convectively unstable. The timescale on which
the flashes develop also depends on the accretion rate and
is significantly shorter for smaller rates (a few 107 year for
10−9M� year−1).

5. Summary

In his authoritative review of core-collapse supernovae, Hans
Bethe stated in 1990 [1]: ‘the theory of electron capture has
gone a full circle and a half.’ He was referring to the fact
that in early models, capture was assumed to occur on free
protons. This was questioned by BBAL [2], who noted that
the concentration of free protons during collapse was very
low and that the capture took place on nuclei with mass
numbers A = 60–80, changing a proton in the f7/2 shell to a

neutron in the f5/2 orbital by an allowed GT transition. Fol-
lowing Bethe, the third semi-circle is due to Fuller’s obser-
vation that the neutron f5/2 orbitals are occupied at neutron
number N = 38 [17], blocking GT transitions within the pf
shell. Hence, at the time when Bethe wrote his famous article,
electron capture in supernovae was assumed to occur on free
protons and capture on nuclei was switched off for nuclei with
N > 38 [18].

As we have summarized in this manuscript, the experimen-
tal and theoreticalwork of the last two decades implies that this
picture was too simple. Experimental techniques for measur-
ing GT strength distributions based on charge-exchange reac-
tions with progressively better energy resolutions—advancing
from the pioneering (n, p) reactions to the much more refined
(d,2 He) and (t,3 He) reactions—have provided clear evidence
that nuclear correlations play a decisive role in the total
strength, and even more, in the fragmentation of the GT distri-
bution, thus invalidating the IPM on which the early electron
capture work, which was discussed and reviewed by Bethe in
1990 [1], was based. In parallel, many-body models became
available which were able to account for the relevant nuclear
correlations and describe the experimental GT data quite well.
Importantly, these models, and also the experimental data,
imply that the GT strength is not blocked at the shell gap
between the pf and g9/2 orbitals caused by strong nuclear
cross-shell correlations.As amajor consequence, electron cap-
ture takes place on nuclei during the entire collapse. With
this result, the theory of electron capture has now made two
complete circles.

The evaluation of stellar electron capture for core-collapse
supernovae rests on the fact that, with progressing core den-
sity, the electron chemical potential grows significantly faster
than the average Q value which dominate the core composi-
tion. As a consequence, detailed descriptions of the nuclear
strength functions (i.e. GT) are only needed for nuclei in the
Fe–Ni mass range (A = 45–65), which are most abundant dur-
ing the early collapse phase, while for the neutron-rich, heavy
nuclei, which dominate later in the collapse at higher densities,
a more general reproduction of the strength functions (now,
however, including forbidden transitions) will suffice. This is
quite a fortunate situation.

For those nuclei for which the calculation of stellar cap-
ture rates requires detailed descriptions of the allowed strength
functions (pf - and sd-shell nuclei, where the latter occur in the
burning stages prior to collapse), diagonalization shell-model
calculations can be performed that, in general, reproduce the
measured GT strength functions quite well. In fact, if the cap-
ture rates are calculated solely from the ground-state distribu-
tions, the rates obtained from data and from the shell model
agree to within better than a factor of 2 under the relevant astro-
physical conditions. The theoretical capture rates (i.e. [13, 34])
consider excited states determined from shell-model calcula-
tions, accounting for the fact that each nuclear state has its own
individual strength distribution. There are no indications that
the shell-model results for excited states might be less reliable
than for the ground states. However, there is a concern that
the procedure applied in [34] might slightly underestimate the
partition function at higher temperatures [138].
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The fact that cross-shell correlations unblock GT transi-
tions, even in the ground states of nuclei with proton num-
bers Z < 40 and neutron numbersN > 40, has been proven by
experimental data for GT strength distributions and also from
spectroscopic information obtained from transfer reactions.
Thus, the assumption that GT transitions are Pauli blocked
for nuclei with N > 38 has been disproven by experiment.
Modern many-body models, such as the diagonalization shell
model (for selected nuclei) and the SMMC approach, can
reproduce such cross-shell correlations. The latter approach
has been adopted to determine partial occupation numbers in
large model spaces, including the shell gaps at N = 40 and
50. The capture rates were then calculated within a hybrid
model (HM) from these occupation numbers within the frame-
work of the RPA, exploiting the fact that these heavier nuclei
become abundant during the collapse at sufficiently high den-
sities, requiring only the overall strength, but not a detailed
reproduction of the GT strength functions. The contributions
from forbidden transitions were included, which become pro-
gressively more important with increasing density. The HM
indicates that the gaps atN = 40 and 50 lead to some reduction
of the capture rates, but the rates are obviously large enough
at the relevant temperatures that captures on nuclei dominate
those on free protons during the entire collapse. This is clearly
borne out in modern supernova simulations, thus closing the
second circle referred to by Hans Bethe.

The unblocking of the GT strength at the neutron num-
bers N = 40 and 50 has also been confirmed by calculations
performed within the thermal quasiparticle RPA approach,
which consistently considers correlations up to the 2p–2h
level. As cross-shell correlations in general require config-
urations beyond 2p–2h, GT strength, in particular at low
excitation energies, can be missed. This translates into the
observation that, at modest temperatures and densities, capture
rates obtained within the TQRPA are somewhat smaller than
in the HM. At higher temperatures and densities, the two mod-
els give very similar results, including the neutron-rich nuclei
with N = 50, which significantly contribute to the capture
process under these astrophysical conditions. Both theoreti-
cal approaches imply that at the respective temperatures of the
order of T = 1 MeV, configurations from higher shells, which
are strongly reduced in the ground state, are present in the ther-
mally excited nuclear states and significantly unblock the GT
strength. This observation is quite important, since the ground-
state GT distribution for such nuclei has been experimentally
observed to have nearly vanishing strength and the electron
capture rate would nearly be blocked if calculated from the
ground-state distribution. While the unblocking appears to be
quite solid on theoretical ground, experimental verification is
desirable.

Although core-collapse supernovae are arguably the most
important astrophysical application, electron capture also
plays a role in other astrophysical environments. In thermonu-
clear supernovae, the rate of electron capture on nuclei deter-
mines the production yield of neutron-rich nuclei. As the
relevant nuclei are those in the Fe–Ni mass range, experi-
mental and theoretical (by diagonalization shell-model cal-
culations) progress has constrained the relevant capture rates

significantly, to the point where an improved description of
the details of the GT strength distribution only changed the
nucleosynthesis yields by a few percent. The description of
capture rates for sd-shell nuclei, again based on shell-model
calculations and data, has reached a similar degree of accuracy,
which appears to be sufficient for the simulation of this process
for the core evolution of intermediate-mass stars. However,
attention has recently been drawn to the fact that in the low-
temperature–low-density environment of such stellar cores,
only a few transitions dominate the capture rates and also that
in exceptional situations a forbidden transition can noticeably
contribute to the rate. Such a situation happens for the cap-
ture on 20Ne, where the second forbidden transition from the
20Ne ground-state to the 20F ground state enhances the cap-
ture rate just at the most crucial conditions for the core evo-
lution. The transition strength has now been measured so that
the entire electron capture rate on 20Ne is now experimentally
determined in the relevant temperature–density regime.

Double electron captures, initiated on abundant even–even
nuclei, are relevant for the crust evolution of accreting
neutron stars. The process is triggered once the electron chem-
ical potential (i.e. the crustal density) is high enough for
electrons to overcome the Q value between the even–even
mother nucleus and the odd–odd daughter. As the Q value of
the second capture step on the odd–odd nucleus is smaller,
due to nuclear pairing, this energy gain can be transferred
into heating of the crust. For simulations of the crust’s evo-
lution, one is generally not so interested in the capture rate
(which is often faster than competing timescales), but in the
portion of the energy gain which is translated into heat. As
this can involve quite exotic neutron-rich nuclei, a detailed
determination of this energy portion is a formidable nuclear-
structure challenge and current models are likely to be too
uncertain.

Despite the progress that has been achieved in recent years
in the determination of stellar electron capture rates, further
improvements are certainly desirable and, in specific cases,
needed. Additional precision measurements of GT strength
distributions for sd- and pf -shell nuclei will lead to further
improvements and to refinements of the shell-model calcula-
tions, however, it is not expected that these improvements will
have a significant impact on supernovadynamics or nucleosyn-
thesis. It is, however, desirable that the gap of nuclei (with
mass numbers A = 38–45), for which no shell-model electron
capture rates exist, should be filled. Such calculations are chal-
lenging, as they require an accurate description of cross-shell
correlations. They would certainly benefit from some detailed
experimental GT distribution measurements. A particularly
interesting and important case is 40Ar, which serves as a mate-
rial for neutrino detectors such as ICARUS [231–233], which
has the potential to detect supernova neutrinos. Detailed GT−
data from (p, n) [234] and (3He, t) charge-exchange data [235]
and M1 data from (γ, γ′) photon scattering reactions [236]
can serve as experimental constraints for the determination
of charged-current (νe, e−) and neutral-current (ν, ν ′) cross-
sections on 40Ar. However, GT+ data, which are relevant for
electron capture and charged-current (ν̄e, e+) cross-sections do
not exist yet. In principle, forbidden transitions, which are not
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considered in the shell-model electron capture rates for sd and
pf -shell nuclei, can contribute to the rates. However, such con-
tributions will only be relevant in core-collapse supernovae at
higher temperatures than those at which these nuclei dominate
the core composition. The cases of 20Ne [52,146] and 24Na
[237], for which a second forbidden transition dominates the
capture rate at the relevant conditions during the core evolution
of intermediate-mass stars, show, however, that such excep-
tional cases can occur at rather low temperatures, where only
a few transitions contribute to the capture rate.

The shell gaps at neutron numbers N = 40 and 50 do not
block electron capture on nuclei in current supernova mod-
els. In both cases, this is based on modern many-bodymodels,
which at N = 40 overcome the gap by nucleon correlations,
while for N = 50, thermal excitation is the main unblock-
ing mechanism (plus contributions from other multipoles than
GT). For N = 40, the finding is supported by experimental
data, although it is quite limited so far. It would be desir-
able to enlarge the data pool. It is particularly tempting that
recent developments open up the measurements of GT dis-
tributions for unstable neutron-rich nuclei, based on charge-
exchange reactions performed in inverse kinematics. Such
additional data would certainly be welcome, in order to fur-
ther constrain models. At N = 50, theoretical models imply
that cross-shell correlations induced by thermal excitation ren-
der ground-state GT distributions inapplicable to the calcula-
tion of capture rates at the finite temperatures which exist in
the astrophysical environment when these heavier and very
neutron-rich nuclei dominate the capture process. Although
the two models which have been applied to N = 50 nuclei
agree rather well in their rate predictions, improvements to the
models are conceivable. On one hand, the finite-temperature
QRPA model should be extended to non-spherical nuclei and,
in the midterm, should also include higher correlations, as in
the second QRPA approach. On the other hand, the SMMC
approach is uniquely suited to studying nuclear properties at
the finite temperatures of relevance. It might be interesting
to calculate the GT strength function at those temperatures
directly within the SMMC approach. This presupposes the
handling of a numerically ill-defined inverse Laplace trans-
formation. First steps in this direction have been taken in
reference [238].

Of course, it is always conceivable that future observations
or simulations of supernovae or other astrophysical objects
will point to the need for particular electron capture rates,
which will then require specific experimental and theoretical
attention.

In summary, the description of stellar electron capture has
come a long and winding way. The experimental and theoret-
ical progress of recent years has probably firmly established
that electron capture proceeds on nuclei during core-collapse
supernovae. The circle, as referred to by Hans Bethe, might
have come to an end.
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[97] Bäumer C et al 2005 Phys. Rev. C 71 024603
[98] Hagemann M et al 2004 Phys. Lett. B 579 251
[99] Hagemann M et al 2005 Phys. Rev. C 71 014606
[100] Popescu L et al 2007 Phys. Rev. C 75 054312
[101] Grewe E W et al 2008 Phys. Rev. C 77 064303
[102] Guillot J et al 2006 Phys. Rev. C 73 014616
[103] Bazin D, Caggiano J A, Sherrill B M, Yurkon J and Zeller A

2003 Nucl. Instrum. Methods Phys. Res. B 204 629
[104] Fujita H et al 2002 Nucl. Instrum. Methods Phys. Res. A 484

17–26
[105] Gao B et al 2020 Phys. Rev. C 101 014308
[106] Titus R et al 2019 Phys. Rev. C 100 045805
[107] Zamora J C et al 2019 Phys. Rev. C 100 032801
[108] Noji S et al 2015 Phys. Rev. C 92 024312

33

https://doi.org/10.1086/159597
https://doi.org/10.1086/159597
https://doi.org/10.1086/163208
https://doi.org/10.1086/163208
https://doi.org/10.1086/159598
https://doi.org/10.1086/159598
https://doi.org/10.1086/159598
https://doi.org/10.1086/159598
https://doi.org/10.1086/191056
https://doi.org/10.1086/191056
https://doi.org/10.1086/191056
https://doi.org/10.1086/191056
https://doi.org/10.1016/0375-9474(81)90019-1
https://doi.org/10.1016/0375-9474(81)90019-1
https://doi.org/10.1103/revmodphys.64.491
https://doi.org/10.1103/revmodphys.64.491
https://doi.org/10.1103/revmodphys.64.491
https://doi.org/10.1103/revmodphys.64.491
https://doi.org/10.1103/PhysRevC.40.559
https://doi.org/10.1103/PhysRevC.40.559
https://doi.org/10.1103/PhysRevC.40.559
https://doi.org/10.1103/PhysRevC.40.559
https://doi.org/10.1103/physrevc.45.997
https://doi.org/10.1103/physrevc.45.997
https://doi.org/10.1103/physrevc.45.997
https://doi.org/10.1103/physrevc.45.997
https://doi.org/10.1103/physrevc.55.2802
https://doi.org/10.1103/physrevc.55.2802
https://doi.org/10.1016/j.ppnp.2005.11.019
https://doi.org/10.1016/j.ppnp.2005.11.019
https://doi.org/10.1016/j.ppnp.2005.11.019
https://doi.org/10.1016/j.ppnp.2005.11.019
https://doi.org/10.1016/j.nuclphysa.2006.02.014
https://doi.org/10.1016/j.nuclphysa.2006.02.014
https://doi.org/10.1016/j.nuclphysa.2006.02.014
https://doi.org/10.1016/j.nuclphysa.2006.02.014
https://doi.org/10.1140/epja/i2018-12612-5
https://doi.org/10.1140/epja/i2018-12612-5
https://doi.org/10.1103/physrevc.74.024309
https://doi.org/10.1103/physrevc.74.024309
https://doi.org/10.1103/revmodphys.75.819
https://doi.org/10.1103/revmodphys.75.819
https://doi.org/10.1103/revmodphys.75.819
https://doi.org/10.1103/revmodphys.75.819
https://doi.org/10.1086/324092
https://doi.org/10.1086/324092
https://doi.org/10.1086/324092
https://doi.org/10.1086/324092
https://doi.org/10.1103/revmodphys.77.427
https://doi.org/10.1103/revmodphys.77.427
https://doi.org/10.1103/revmodphys.77.427
https://doi.org/10.1103/revmodphys.77.427
https://doi.org/10.1146/annurev.ns.38.120188.000333
https://doi.org/10.1146/annurev.ns.38.120188.000333
https://doi.org/10.1146/annurev.ns.38.120188.000333
https://doi.org/10.1146/annurev.ns.38.120188.000333
https://doi.org/10.1016/s0375-9474(99)00240-7
https://doi.org/10.1016/s0375-9474(99)00240-7
https://doi.org/10.1016/s0375-9474(99)00240-7
https://doi.org/10.1016/s0375-9474(99)00240-7
https://doi.org/10.1006/adnd.1994.1007
https://doi.org/10.1006/adnd.1994.1007
https://doi.org/10.1006/adnd.1994.1007
https://doi.org/10.1006/adnd.1994.1007
https://doi.org/10.1006/adnd.2001.0865
https://doi.org/10.1006/adnd.2001.0865
https://doi.org/10.1006/adnd.2001.0865
https://doi.org/10.1006/adnd.2001.0865
https://doi.org/10.1103/physrevlett.86.1678
https://doi.org/10.1103/physrevlett.86.1678
https://doi.org/10.1103/physrevlett.86.1678
https://doi.org/10.1103/physrevlett.86.1678
https://doi.org/10.1103/physrevc.63.032801
https://doi.org/10.1103/physrevc.63.032801
https://doi.org/10.1103/physrevc.87.025803
https://doi.org/10.1103/physrevc.87.025803
https://doi.org/10.1103/physrevc.78.044301
https://doi.org/10.1103/physrevc.78.044301
https://doi.org/10.1103/physrevlett.90.241102
https://doi.org/10.1103/physrevlett.90.241102
https://doi.org/10.1103/physrevlett.69.3157
https://doi.org/10.1103/physrevlett.69.3157
https://doi.org/10.1103/physrevlett.69.3157
https://doi.org/10.1103/physrevlett.69.3157
https://doi.org/10.1016/s0370-1573(96)00017-8
https://doi.org/10.1016/s0370-1573(96)00017-8
https://doi.org/10.1016/s0370-1573(96)00017-8
https://doi.org/10.1016/s0370-1573(96)00017-8
https://doi.org/10.1103/physrevlett.91.201102
https://doi.org/10.1103/physrevlett.91.201102
https://doi.org/10.1086/177016
https://doi.org/10.1086/177016
https://doi.org/10.1086/177016
https://doi.org/10.1086/177016
https://doi.org/10.1103/physrevc.81.015804
https://doi.org/10.1103/physrevc.81.015804
https://doi.org/10.1103/physrevc.101.025805
https://doi.org/10.1103/physrevc.101.025805
https://doi.org/10.1086/165716
https://doi.org/10.1086/165716
https://doi.org/10.1086/165716
https://doi.org/10.1086/165716
https://doi.org/10.1016/0375-9474(89)90288-1
https://doi.org/10.1016/0375-9474(89)90288-1
https://doi.org/10.1016/0375-9474(89)90288-1
https://doi.org/10.1016/0375-9474(89)90288-1
https://doi.org/10.1051/0004-6361/201321518
https://doi.org/10.1051/0004-6361/201321518
https://doi.org/10.1051/0004-6361/201935095
https://doi.org/10.1051/0004-6361/201935095
https://doi.org/10.3847/0004-637x/817/2/163
https://doi.org/10.3847/0004-637x/817/2/163
https://doi.org/10.1103/physrevc.89.045806
https://doi.org/10.1103/physrevc.89.045806
https://doi.org/10.1103/physrevlett.123.262701
https://doi.org/10.1103/physrevlett.123.262701
https://doi.org/10.1103/physrev.128.1297
https://doi.org/10.1103/physrev.128.1297
https://doi.org/10.1103/physrev.128.1297
https://doi.org/10.1103/physrev.128.1297
https://doi.org/10.1086/149887
https://doi.org/10.1086/149887
https://doi.org/10.1086/171431
https://doi.org/10.1086/171431
https://doi.org/10.1086/171431
https://doi.org/10.1086/171431
https://doi.org/10.1103/revmodphys.70.1265
https://doi.org/10.1103/revmodphys.70.1265
https://doi.org/10.1103/revmodphys.70.1265
https://doi.org/10.1103/revmodphys.70.1265
https://doi.org/10.1103/revmodphys.83.195
https://doi.org/10.1103/revmodphys.83.195
https://doi.org/10.1103/revmodphys.83.195
https://doi.org/10.1103/revmodphys.83.195
https://doi.org/10.1088/0004-637x/764/2/118
https://doi.org/10.1088/0004-637x/764/2/118
https://doi.org/10.1016/0375-9474(83)90277-4
https://doi.org/10.1016/0375-9474(83)90277-4
https://doi.org/10.1016/0375-9474(83)90277-4
https://doi.org/10.1016/0375-9474(83)90277-4
https://doi.org/10.1016/0092-640x(87)90010-6
https://doi.org/10.1016/0092-640x(87)90010-6
https://doi.org/10.1016/0092-640x(87)90010-6
https://doi.org/10.1016/0092-640x(87)90010-6
https://doi.org/10.1088/0034-4885/52/8/002
https://doi.org/10.1088/0034-4885/52/8/002
https://doi.org/10.1088/0034-4885/52/8/002
https://doi.org/10.1088/0034-4885/52/8/002
https://doi.org/10.1103/revmodphys.83.157
https://doi.org/10.1103/revmodphys.83.157
https://doi.org/10.1103/revmodphys.83.157
https://doi.org/10.1103/revmodphys.83.157
https://doi.org/10.1016/j.ppnp.2005.09.001
https://doi.org/10.1016/j.ppnp.2005.09.001
https://doi.org/10.1016/j.ppnp.2005.09.001
https://doi.org/10.1016/j.ppnp.2005.09.001
https://doi.org/10.1016/j.ppnp.2011.01.056
https://doi.org/10.1016/j.ppnp.2011.01.056
https://doi.org/10.1016/j.ppnp.2011.01.056
https://doi.org/10.1016/j.ppnp.2011.01.056
https://doi.org/10.1016/0375-9474(87)90089-3
https://doi.org/10.1016/0375-9474(87)90089-3
https://doi.org/10.1016/0375-9474(87)90089-3
https://doi.org/10.1016/0375-9474(87)90089-3
https://doi.org/10.1016/0031-9163(63)90255-5
https://doi.org/10.1016/0031-9163(63)90255-5
https://doi.org/10.1016/0031-9163(63)90255-5
https://doi.org/10.1016/0031-9163(63)90255-5
https://doi.org/10.1006/adnd.2001.0872
https://doi.org/10.1006/adnd.2001.0872
https://doi.org/10.1006/adnd.2001.0872
https://doi.org/10.1006/adnd.2001.0872
https://doi.org/10.1016/j.ppnp.2015.08.001
https://doi.org/10.1016/j.ppnp.2015.08.001
https://doi.org/10.1016/j.ppnp.2015.08.001
https://doi.org/10.1016/j.ppnp.2015.08.001
https://doi.org/10.1103/physrevc.24.1073
https://doi.org/10.1103/physrevc.24.1073
https://doi.org/10.1103/physrevc.24.1073
https://doi.org/10.1103/physrevc.24.1073
https://doi.org/10.1103/physrevc.79.024602
https://doi.org/10.1103/physrevc.79.024602
https://doi.org/10.1103/physrevlett.99.202501
https://doi.org/10.1103/physrevlett.99.202501
https://doi.org/10.1103/physrevc.83.054614
https://doi.org/10.1103/physrevc.83.054614
https://doi.org/10.1016/0370-2693(89)91650-x
https://doi.org/10.1016/0370-2693(89)91650-x
https://doi.org/10.1016/0370-2693(89)91650-x
https://doi.org/10.1016/0370-2693(89)91650-x
https://doi.org/10.1103/physrevlett.112.252501
https://doi.org/10.1103/physrevlett.112.252501
https://doi.org/10.1103/physrevlett.108.262503
https://doi.org/10.1103/physrevlett.108.262503
https://doi.org/10.1016/0370-2693(89)90374-2
https://doi.org/10.1016/0370-2693(89)90374-2
https://doi.org/10.1016/0370-2693(89)90374-2
https://doi.org/10.1016/0370-2693(89)90374-2
https://doi.org/10.1016/j.nima.2006.07.045
https://doi.org/10.1016/j.nima.2006.07.045
https://doi.org/10.1016/j.nima.2006.07.045
https://doi.org/10.1016/j.nima.2006.07.045
https://doi.org/10.1139/p87-083
https://doi.org/10.1139/p87-083
https://doi.org/10.1139/p87-084
https://doi.org/10.1139/p87-084
https://doi.org/10.1016/0375-9474(90)90331-f
https://doi.org/10.1016/0375-9474(90)90331-f
https://doi.org/10.1016/0375-9474(90)90331-f
https://doi.org/10.1016/0375-9474(90)90331-f
https://doi.org/10.1016/0375-9474(91)90571-m
https://doi.org/10.1016/0375-9474(91)90571-m
https://doi.org/10.1016/0375-9474(91)90571-m
https://doi.org/10.1016/0375-9474(91)90571-m
https://doi.org/10.1103/physrevc.48.2818
https://doi.org/10.1103/physrevc.48.2818
https://doi.org/10.1103/physrevlett.59.439
https://doi.org/10.1103/physrevlett.59.439
https://doi.org/10.1103/physrevc.40.559
https://doi.org/10.1103/physrevc.40.559
https://doi.org/10.1103/physrevc.49.3128
https://doi.org/10.1103/physrevc.49.3128
https://doi.org/10.1103/physrevc.49.3128
https://doi.org/10.1103/physrevc.49.3128
https://doi.org/10.1103/physrevc.51.1144
https://doi.org/10.1103/physrevc.51.1144
https://doi.org/10.1103/physrevc.51.1144
https://doi.org/10.1103/physrevc.51.1144
https://doi.org/10.1103/physrevc.47.648
https://doi.org/10.1103/physrevc.47.648
https://doi.org/10.1103/physrevc.47.648
https://doi.org/10.1103/physrevc.47.648
https://doi.org/10.1103/physrevc.52.r1161
https://doi.org/10.1103/physrevc.52.r1161
https://doi.org/10.1103/physrevc.52.r1161
https://doi.org/10.1103/physrevc.52.r1161
https://doi.org/10.1016/s0168-9002(01)01365-1
https://doi.org/10.1016/s0168-9002(01)01365-1
https://doi.org/10.1016/s0168-9002(01)01365-1
https://doi.org/10.1016/s0168-9002(01)01365-1
https://doi.org/10.1103/physrevc.68.031303
https://doi.org/10.1103/physrevc.68.031303
https://doi.org/10.1103/physrevc.70.054302
https://doi.org/10.1103/physrevc.70.054302
https://doi.org/10.1103/physrevc.71.024603
https://doi.org/10.1103/physrevc.71.024603
https://doi.org/10.1016/j.physletb.2003.09.101
https://doi.org/10.1016/j.physletb.2003.09.101
https://doi.org/10.1103/physrevc.71.014606
https://doi.org/10.1103/physrevc.71.014606
https://doi.org/10.1103/physrevc.75.054312
https://doi.org/10.1103/physrevc.75.054312
https://doi.org/10.1103/physrevc.77.064303
https://doi.org/10.1103/physrevc.77.064303
https://doi.org/10.1103/physrevc.73.014616
https://doi.org/10.1103/physrevc.73.014616
https://doi.org/10.1016/s0168-583x(02)02142-0
https://doi.org/10.1016/s0168-583x(02)02142-0
https://doi.org/10.1016/s0168-9002(01)01970-2
https://doi.org/10.1016/s0168-9002(01)01970-2
https://doi.org/10.1016/s0168-9002(01)01970-2
https://doi.org/10.1016/s0168-9002(01)01970-2
https://doi.org/10.1103/physrevc.101.014308
https://doi.org/10.1103/physrevc.101.014308
https://doi.org/10.1103/physrevc.100.045805
https://doi.org/10.1103/physrevc.100.045805
https://doi.org/10.1103/physrevc.100.032801
https://doi.org/10.1103/physrevc.100.032801
https://doi.org/10.1103/physrevc.92.024312
https://doi.org/10.1103/physrevc.92.024312


Rep. Prog. Phys. 84 (2021) 066301 Review

[109] Scott M et al 2014 Phys. Rev. C 90 025801
[110] Hitt G W et al 2009 Phys. Rev. C 80 014313
[111] Cole A L et al 2006 Phys. Rev. C 74 034333
[112] Paschalis S et al 2013 Nucl. Instrum. Methods Phys. Res. A

709 44–55
[113] Bohr A and Mottelson B R 1969 Nuclear Structure vol I (New

York: Benjamin)
[114] Anantaraman N et al 2008 Phys. Rev. C 78 065803
[115] Cole A L, Anderson T S, Zegers R G T, Austin S M, Brown B

A, Valdez L, Gupta S, Hitt G W and Fawwaz O 2012 Phys.
Rev. C 86 015809

[116] Sasano M et al 2011 Phys. Rev. Lett. 107 202501
[117] Sasano M et al 2012 Phys. Rev. C 86 034324
[118] Perdikakis G et al 2012 Nucl. Instrum. Methods Phys. Res. A

686 117–24
[119] Yasuda J et al 2018 Phys. Rev. Lett. 121 132501
[120] Zegers R G T et al 2010 Phys. Rev. Lett. 104 212504
[121] Meharchand R et al 2012 Phys. Rev. Lett. 108 122501
[122] Ayyad Y et al 2020 Nucl. Instrum. Methods Phys. Res. A 954

161341
[123] HixW R, Mezzacappa A, Messer O E B and Bruenn SW 2003

J. Phys. G: Nucl. Part. Phys. 29 2523–42
[124] Dzhioev A A, Vdovin A I, Wambach J and Ponomarev V Y

2014 Phys. Rev. C 89 035805
[125] Dzhioev A A, Vdovin A I and Wambach J 2015 Phys. Rev. C

92 045804
[126] Langanke K, Dean D J, Radha P B, Alhassid Y and Koonin S

E 1995 Phys. Rev. C 52 718–25
[127] Martínez-Pinedo G, Poves A, Caurier E and Zuker A P 1996

Phys. Rev. C 53 R2602–5
[128] Caurier E, Poves A and Zuker A P 1995 Phys. Rev. Lett. 74

1517–20
[129] Wakasa T et al 1997 Phys. Rev. C 55 2909–22
[130] Gysbers P et al 2019 Nat. Phys. 15 428–31
[131] Suzuki T, Honma M, Mao H, Otsuka T and Kajino T 2011

Phys. Rev. C 83 044619
[132] HonmaM, Otsuka T,Mizusaki T, Hjorth-Jensen M and Brown

B A 2005 J. Phys.: Conf. Ser. 20 002
[133] Poves A, Sánchez-Solano J, Caurier E and Nowacki F 2001

Nucl. Phys. A 694 157–98
[134] Honma M, Otsuka T, Brown B A and Mizusaki T 2002 Phys.

Rev. C 65 061301
[135] Brink D M 1955 PhD Thesis Oxford University
[136] Axel P 1968 Simple nuclear excitations distributed among

closely spaced levels Proc. on Int. Symp. on Nuclear Struc-
ture (Vienna: IAEA) p 299

[137] Langanke K and Martínez-Pinedo G 1999 Phys. Lett. B 453
187–93

[138] Misch G W, Fuller G M and Brown B A 2014 Phys. Rev. C 90
065808

[139] Tan L, Liu Y-X, Wang L-J, Li Z and Sun Y 2020 Phys. Lett. B
805 135432

[140] Aufderheide M B, Fushiki I, Woosley S E and Hartmann D H
1994 Astrophys. J. Suppl. 91 389–417

[141] Martínez-Pinedo G, Langanke K andDeanD J 2000 Astrophys.
J. Suppl. 126 493–9

[142] Wildenthal B H 1984 Prog. Part. Nucl. Phys. 11 5–51
[143] Brown B A and Richter W A 2006 Phys. Rev. C 74 034315
[144] Toki H, Suzuki T, Nomoto K, Jones S and Hirschi R 2013 Phys.

Rev. C 88 015806
[145] Anderson B D et al 1991 Phys. Rev. C 43 50–8
[146] Kirsebom O S et al 2019 Phys. Rev. C 100 065805
[147] Zhi Q, Langanke K, Martínez-Pinedo G, Nowacki F and Sieja

K 2011 Nucl. Phys. A 859 172–84
[148] Takahasi Y and Umezawa H 1975 Collect. Phenom. 2 55–80
[149] Dzhioev A A, Vdovin A I and Stoyanov C 2019 Phys. Rev. C

100 025801
[150] Paar N, Colò G, Khan E and Vretenar D 2009 Phys. Rev. C 80

055801

[151] Niu Y F, Paar N, Vretenar D and Meng J 2011 Phys. Rev. C 83
045807

[152] Yako K et al 2005 Phys. Lett. B 615 193–9
[153] Pfeiffer A, Mairle G, Knöpfle K T, Kihm T, Seegert G, Grab-

mayr P,Wagner G J, Bechtold V and Friedrich L 1986 Nucl.
Phys. A 455 381–98

[154] Sullivan C, O’Connor E, Zegers R G T, Grubb T and Austin S
M 2016 Astrophys. J. 816 44

[155] Pascal A, Giraud S, Fantina A F, Gulminelli F, Novak J, Oertel
M and Raduta A R 2020 Phys. Rev. C 101 015803

[156] Raduta A R, Gulminelli F and Oertel M 2017 Phys. Rev. C 95
025805

[157] Nabi J-U and Klapdor-Kleingrothaus H V 1999 Eur. Phys. J.
A 5 337–9

[158] Pruet J and Fuller G M 2003 Astrophys. J. Suppl. 149 189–203
[159] Titus R, Sullivan C, Zegers R G T, Brown B A and Gao B 2018

J. Phys. G: Nucl. Part. Phys. 45 014004
[160] Sullivan C, Zegers R G T, Titus R, Brown B A, Gao B,

Grubb T O and O’Connor E 2018 Weak rate library https://
groups.nscl.msu.edu/charge_exchange/weakrates.html

[161] O’Connor E 2015 Astrophys. J. Supp. 219 24
[162] Koonin S E, Dean D J and Langanke K 1997 Annu. Rev. Nucl.

Part. Sci. 47 463–504
[163] Radha P B, Dean D J, Koonin S E, Langanke K and Vogel P

1997 Phys. Rev. C 56 3079–86
[164] Dean D J, Langanke K, Chatterjee L, Radha P B and Strayer

M R 1998 Phys. Rev. C 58 536–44
[165] Litvinova E and Robin C 2021 Phys. Rev. C 103 024326
[166] Ravlic A, Yuksel E, Niu Y F and Paar N 2020

arXiv:2010.06394
[167] Woosley S E and Weaver T A 1995 Astrophys. J. Suppl. 101

181
[168] Kotake K, Sumiyoshi K, Yamada S, Takiwaki T, Kuroda T,

Suwa Y and Nagakura H 2012 Prog. Theor. Exp. Phys. 2012
01A301

[169] Burrows A 2013 Rev. Mod. Phys. 85 245–61
[170] Janka H-T, Melson T and Summa A 2016 Annu. Rev. Nucl.

Part. Sci. 66 341–75
[171] Müller B 2020 Living Rev. Comput. Astrophys. 6 3
[172] Burrows A and Vartanyan D 2021 Nature 589 29–39
[173] Fischer T, Langanke K andMartínez-Pinedo G 2013 Phys. Rev.

C 88 065804
[174] Furusawa S 2018 Phys. Rev. C 98 065802
[175] Nagakura H, Furusawa S, Togashi H, Richers S, Sumiyoshi K

and Yamada S 2019 Astrophys. J. Suppl. 240 38
[176] Raduta A R, Gulminelli F and Oertel M 2016 Phys. Rev. C 93

025803
[177] Hillebrandt W and Niemeyer J C 2000 Annu. Rev. Astron.

Astrophys. 38 191–230
[178] Hillebrandt W, Kromer M, Röpke F K and Ruiter A J 2013

Front. Phys. 8 116–43
[179] Lach F, Röpke F K, Seitenzahl I R, Coté B, Gronow S and
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