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ABSTRACT. For the spatially inhomogeneous, non-cutoff Boltzmann equation posed in the whole

space R2, we establish pointwise lower bounds that appear instantaneously even if the initial

data contains vacuum regions. Our lower bounds depend only on the initial data and upper
bounds for the mass and energy densities of the solution. As an application, we improve the
weakest known continuation criterion for large-data solutions, by removing the assumptions of
mass bounded below and entropy bounded above.

1. INTRODUCTION

The Boltzmann equation is a kinetic equation arising in statistical physics. Its solution f (¢, z,v) >
0 models the density of particles of a diffuse gas at time t € [0,T], at location z € R?, and with
velocity v € R3. The equation reads

(11)  afto-Vef = Q1) = / 3 /S B ve,0) (FWF0) ~ f(0)f(0) dodu.,

where v and v, are post-collisional velocities, and v' and v/, are pre-collisional velocities, given by

U,:v+v*+a|v—v*| and U,:v+v*_a|v—v*\'

2 2 * 2 2
In this article, we focus on the non-cutoff version of (1.1) that includes the physically realistic
singularity at grazing collisions. The collision kernel is given by

UV — Uy

B(v —vy,0) = |v — v,]707272%b(cos 0), where cosf =0 - , v > =3, se€(0,1),

v — 4]
and b a positive bounded function.

The main purpose of this article is to prove that pointwise lower bounds for f appear instanta-
neously, under rather weak assumptions on both the solution and the initial data. We make no a
priori assumption of positive mass, except at t = 0, where uniform positivity in some small ball
in (x,v) space is required (but otherwise vacuum regions may exist). The constants in our lower
bounds depend only on the initial data and zeroth-order norms of the solution (see (1.2) below).

On physical grounds, gases modeled by (1.1) should be expected to fill vacuum regions instan-
taneously, so it is important to establish this property under as few assumptions as possible. On
a mathematical level, lower bounds for f grant nice coercivity properties to the collision operator
Q(f, f), which are a key ingredient of the regularity and existence theory for (1.1) (see, e.g., [14]).
Two specific applications we have in mind are:
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(a) Continuation. The recent result of Imbert-Silvestre [13] (which finished a long program of
the two authors and Mouhot, see [21, 11, 16, 12]) showed that solutions to (1.1) can be
continued for as long as the mass, energy, and entropy densities of f are bounded above,
and the mass density is bounded below, when v + 2s € [0,2]. Our main theorem implies
that the lower mass bound and upper entropy bound are not needed, reducing the number
of required conditions from four to two. See Corollary 1.3 below.

(b) Local existence. For the closely related Landau equation, we have shown [10] that classical
solutions can be constructed for very irregular initial data (bounded and measurable)
with pointwise polynomial decay in v of order 5. Pointwise lower bounds for the Landau
equation (proven in [8]) played an important role in the proof, and we expect Theorem 1.2
to play an analogous role in proving existence of solutions with low regularity initial data
for the Boltzmann equation. We plan to explore this question in a future article.

Let us state our results precisely. We work with classical solutions, i.e. functions f that are C! in
(t,z), C% in v, and satisfy (1.1) in a pointwise sense on [0, 7] x R® x R?, with f(0,z,v) = fin(z,v).
Our conditional assumptions on f are

sup / (1 + |v|max{2’7+25}) ft,z,v)dv < Ky, and
(1'2) te[0,T],z€R3 JR3 5
sup flt,z,- 3y < Py for somep>———— (onlyif v+ 2s < 0).
te[0,T),2€R3 ¢ Mz 3+7v+2s ( )

For y+2s € [0, 2], condition (1.2) means the mass and energy densities of f are uniformly bounded.?
These conditional assumptions grant us some control of the collision operator (see Lemma 2.2).
We assume there are some 0,7 > 0 and (zg,vg) € R? x R3 such that the initial data satisfies

(1.3) Jin = 1B, (20)x B, (vo)-
Any continuous fi, # 0 satisfies (1.3). A slightly stronger hypothesis, which always follows
from (1.3) in the spatially periodic case, is

Definition 1.1. A function g : R? x R® — [0, 00) is well-distributed with parameters R,d,r > 0
if, for every x € R3, there exists x,, € Br(x) and v,, € Br(0) such that g > O1B, (2,m)% By (vm)-

Our main result is:

Theorem 1.2. Lety € (—3,1) and s € (0,1). Suppose that f : [0, T] x R3 xR® — R is a solution
of (1.1) satisfying (1.2) and whose initial data f(0,-, ) = fin satisfies (1.3). Then

F(t2,0) > pt2)e " (1) € [0,T) x B® x B,

where the functions p(t,x),n(t, z) are uniformly positive and bounded on any compact subset of
(0,T] x R® and depend only on T, the constants Ko and Py in (1.2), and vo, §, and r in (1.3).
If fin is well-distributed with parameters R, §, r > 0, then p and n are independent of x and
are uniformly positive and bounded on any compact subset of (0,T]. In this case, p and n depend
only on T, the constants Ky and Py in (1.2), and the constants R, §, and r in Definition 1.1.

Two remarks on the theorem statement are in order. First, the Gaussian asymptotics in v
are optimal, as many short-time and close-to-equilibrium solutions are known to satisfy Gaussian
upper bounds. Second, it can be seen from the proof that the dependence of our lower bounds on
T is mild—in other words, pu cannot degenerate to 0 and 7 cannot tend to infinity for any finite T,
provided the bounds (1.2) continue to hold. This is especially important in the following corollary.

As an application we improve the criteria of [13] for smoothing and continuation in the spatially
periodic case by removing the lower bound on the mass and the upper bound on the entropy.

Un the case v+ 2s > 2, it is known that f enjoys a self-generating bound on ng |[v|Y25 f dv in terms of the
mass, energy, and entropy densities [5], but this result requires qualitative assumptions on the solution f (pointwise
polynomial decay in v of high order) that we do not make in this article.
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Corollary 1.3. Let f be a solution of (1.1) on [0,T] x T? x R® with initial data f(0,-,") = fin
satisfying (1.3). Let v+ 2s € [0, 2].

(a) Suppose that fin is C* in (t,z,v) and Schwartz class inv. If f satisfies the hydrodynamic
bounds (1.2), then, for any ty € (0,T), ¢ > 0, and any k-th order derivative D* in (t,x,v),

(L + [0])2D" f[| oo ((to,71x T2 xR3) < Coksto-

The constant Cy .+, depends only onT, q, k, to, 7, s, Ko, and the constants in (1.3).

(b) Assume v < 0 if s € (0,1/2) and v < 0 if s € [1/2,1). Suppose that (v)*0%0° fi, €
L (T3,R3) for all £ > 0 and all multi-indices o, 3. If f cannot be extended to a solution
on [0,T +¢) for any € > 0, then either

lim sup ft,z,v)dv=00 or lim sup / [v2f(t, 2, v) dv = oco.
t—=T— zcT3 JR3 t—=T— pcT3 JR3

The extra restrictions on v in part (b) above are inherited from [17, 9]; indeed, in its proof, it
is necessary to apply a short time existence theorem for initial data with polynomial (rather than
exponential or Gaussian) decay in v and, to our knowledge, [17, 9] are the only such results.

1.1. Prior lower bounds for the Boltzmann equation. This topic goes back to Carleman’s
proof of almost-Gaussian decay in v for a spatially homogeneous hard-spheres model [6]. Still
in the homogeneous setting, this was improved to Gaussian decay for cut-off collision kernels by
Pulvirenti-Wennberg [20]. Fournier [7] proved strict positivity for the homogeneous, non-cutoff
case, and Mouhot [18] derived the first quantitative lower bounds for the inhomogeneous equation
(with periodic boundary conditions), obtaining Gaussian decay in the cutoff case, and exponential
decay in the non-cutoff case. The more recent work of Imbert-Mouhot-Silvestre [12] is the first to
prove the optimal Gaussian asymptotics for the non-cutoff equation. The current article borrows
some techniques from [12].

All results mentioned in the previous paragraph require that the mass density is uniformly
bounded from below at every ¢ and x (either as an explicit assumption or by working in the space
homogeneous case). The key feature of our result is that we do not assume any uniform-in-z lower
bounds hold, even at t = 0.

The two works of Briant [4, 3] are more similar to the present article because they show the
instant appearance of exponential lower bounds, despite vacuum regions in the initial data. Briant’s
work concerns bounded spatial domains, and his lower bounds depend on the W2 norm of f;
in contrast, the present work applies to solutions in the whole space R2, and our estimates do
not depend quantitatively on derivatives of f, which is important for the proof of Corollary 1.3.
We also note that our proof is substantially simpler than [4, 3], although it does not address the
setting of mild solutions on domains with boundary as Briant’s does.

For more on the history of the Boltzmann equation and its mathematical theory, see [23, 19].

1.2. Method of proof. Briefly, the proof of Theorem 1.2 consists of the following five steps: (1)
Propagate the lower bound (1.3) from ¢ = 0 to small positive times. (2) Spread the lower bounds
from velocities near vy to all velocities, for small ¢ and z ~ xg. (3) Propagate lower bounds to
(t1,71) with z; € R3 arbitrary, and ¢; sufficiently small, along trajectories with x ~ zo +tvy, using
the lower bounds for f near vy = (z1 — zo)/t1. (4) Repeat Step 2 to spread lower bounds to all
velocities at (t1,21). (5) Repeat the process to obtain lower bounds up to time t = T

Steps 1 and 3 are achieved by a barrier argument that propagates lower bounds along charac-
teristics of the free transport equation (Lemma 3.1), and Step 2 is accomplished by adapting the
strategy of [12] to handle lower bounds that are not uniform in = (see Lemma 3.2).
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1.3. Comparison with Landau equation. Lower bounds analogous to our Theorem 1.2 were
proven for the Landau equation in [8], using a probabilistic method. The argument followed the
same steps outlined in Subsection 1.2, but instead of barriers, the proof proceeded by analyzing the
expectation of a stochastic process, which was related to f by a formula of Feynmann-Kac type.
A probabilistic proof should be possible for the Boltzmann equation as well, but one would have
to contend with jumps in the corresponding stochastic process as Q(f,-) is a nonlocal operator
for fixed f, unlike the Landau collision operator Qr,(f,-), which is local. The proof in the present
article is simpler, and handles different ranges of v more easily than the probabilistic proof in [§],
which required v < 0.

Interestingly, the Gaussian asymptotics of the lower bounds in Theorem 1.2 do not hold in
general for the Landau equation: in [8, Proposition 4.4], we showed that when v < 0, for certain
initial data, f satisfies upper bounds proportional to exp{—c|v|>*1"1} for positive times. The proof
of Lemma 3.2 below (or Lemma 3.4 in [12]) would fail for the Landau equation at the step of
bounding Q(f, f — ) from below at a crossing point (where ¢ is a barrier). The nonlocality of
Q(-,-) with respect to both of its arguments is used to obtain a good lower bound for this term.
Since Qr(+,-) is local in its second argument, the analogous lower bound fails for the Landau
equation.

1.4. Notation. We say a constant is universal if it depends only on =, s, and Ky (if v + 2s <
0, we additionally allow dependence on p and Pj). We write C to be any positive, universal
constant changing line-by-line. Additional dependence is denoted with subscripts, e.g. C,. depends
on universal constants as well as r and may also change line-by-line.

We write (a) = /1 + |a|? for any vector or scalar a.

1.5. Outline of the paper. In Section 2, we review some useful properties of the Carleman
decomposition. Section 3 contains the proof of Theorem 1.2, and Section 4 proves Corollary 1.3.

2. PRELIMINARIES

!/
*

2.1. Carleman decomposition of Q(f,g). By adding and subtracting g(v)f(v
tegral, we can write

(2.1) Q(f,9) = Qs(f,9) + @ns(f, 9)

where

) inside the in-

Qs(f,g9) = (g(v") — g(v)) f(WL)B(Jv — v.|,0) do dw, and
(2.2) /W /52

Qulr9) =9) [ [ (1) = F0) B0 = v.].) dod.
Following [21] (see also [1]), Qs is an integro-differential operator with kernel K:
Lemma 2.1. [21, Section 4] The operator Qs(f,g) can be written

(23 Q1.9 = [ () =gty (w.v) v

with kernel

1 ~
@4 K) = o /{ o oy P s ),

where b is uniformly positive and bounded.

Technically, the integral [ps(g(v') — g(v))K¢(v,v")dv’ is understood in a principal value sense
when s € [%, 1), but we work with functions smooth enough that the integral is always well-defined.
Therefore, we abuse notation by omitting the “p.v.”

We also need the following pointwise upper bound on Qs(f, g9):
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Lemma 2.2. [12, Lemma 2.3] If g is bounded and C?, then
|Qs(f7 g)(t7 xz, ’U)| < C (;/R?’ |w‘7+28f(t7 T,V — w) dw) Hg”i;s(R?’) HD?]'gHiw(Rd)

For f satisfying (1.2), Lemma 2.2 easily implies
(25) |Qs(f7 g)(tv 33, U)l S A<’U>(’Y+25)+ ||g||2:ob(R3) ||D39H200(]R3)7

with A > 0 depending only on Ky and F.
The second term in this decomposition is a lower-order convolution term, thanks to the Can-
cellation Lemma (see [1, 2, 22]). We quote from [21] for convenience:

Lemma 2.3. [21, Lemmas 5.1 and 5.2] There is a constant C > 0 such that
Quf.9) = Co(w) [ 1al7 (0= 2)
R

Since Qus(f,g) > 0 whenever g > 0, this term has a good sign in barrier arguments used to
prove lower bounds.

3. PROOF OF THE MAIN RESULT

3.1. Propagating lower bounds forward in time. The following key lemma is used both to
preserve a mass core near (Zg,vo) for short times (which corresponds to 7 =1 in the statement of
the lemma), and to push lower bounds to different locations in x via free transport.

Lemma 3.1. Fiz7 > 0 and f solving (1.1) on [0, T|xR3*xR3. If f(0,2,v) > 61{ju—sg|<r |v—vo|<r/r}
for some (xq,v0) € R® and §,7 > 0, then the lower bound
)
t > —
Flta0) > 2
holds whenever 0 <t < min{T, 7} and, for a universal constant Cs 1,

03.1,,,25

P (ol + /I

lv—v?  |x—x0—tv|* 1
3.1 < =
(3-1) r2 /T2 * 72 4

Proof. Consider the function

and t<

v —wvol? | — 3o — tv?
12 /72 r2 )

with ¢1,co > 0 chosen later. Here v is a smooth approximation of the “positive part” function;

that is, a smooth, increasing function such that

(s = {0, if 5 <0,

(3.2) ft,x,v) = —cit + cotp (1

s, ifs>1/2.
We wish to show that f is a subsolution to the linear Boltzmann equation, at least at points where
it is positive. Assume that (¢,2,v) is such that f(t,z,v) > 0. We clearly have Qs(f, f) = Qs(f, f +
cit), so that (2.5) and the nonnegativity of Qus(f, f)(¢, z,v) (which holds because f(t,z,v) > 0)
imply
Qf, /)t z,v) > —A<v>(w+25)+||i+ clt||igf(R3)||Dgi||igo(R3),
with A universal. Clearly, ||f + cit|p®s) = c2. Next, for any v € R?, with the shorthand
hy =1—72jv —vo|?/r? — | — xo — tv|? /72,
D2 f(v)| = |4cay” (hy)r = (72 (v — vo) — t(z — g — tv)) @ (T2 (v — vp) — t(z — zg — tv))
+ 2621/)’(]17«)7“7251‘]‘ (7’2 + t2)|
< Cey (0" (h)|(£ 4+ 72)r 72 + [/ (hy)|r27%) < Ceor™ 272
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We have used ¢ < 7, and that ¢ (h,.) = 0 if 7%|v — vo|?/r? + |z — 2o — tv|?/r? > 1. Therefore,
Qf, Ht,x,v) > —A<v>(7+28)+02728r_23.

Let ¢; = 2A(|Jvg| + 7/7) 029+ o721 =25 Thus,
(3.3) Oif +v-Vof =—c1 <Q(f, f) for all v € B,/ (vo).

Now, we claim f > f for all (¢,z,v) such that f(¢,z,v) > 0. By choosing co = 36/4, this claim is
true for ¢ = 0. If the claim fails, then there is a first crossing point (to, zo, vo) with f(to, o, v0) > 0,
such that f(to,zo,v0) = f(to,zo,v0) and f(t,z,v) > f(t,z,v) whenever f(t,z,v) > 0 and t < tg.
The strict positivity of ¢y follows from the compact support of f(t,-) for each t. We also have
f(to,,v) > f(to,z,v) for all (z,v) € RS.

Letting g = f — [, we have 0;g(to, 20,v0) < 0 and V,g(to, 2o, v0) = 0, so that (3.3) implies

(3.4) 0> (0¢ +vo - Va)g(to, zo,v0) > Q(f, 9).
Next, since g(tg, z,v) > 0 = g(to, o, vo) for all (z,v) € RS, we have

Qs(fag)(t(thaUO) = /3 Kf(t07$07Uavl)(g(tO;anU/) - g<t07x0a1}0))dv/ Z 0)
R

and Quns(f, g9)(to, o, v0) > 0 by Lemma 2.3. Thus, Q(f, g) > 0, contradicting (3.4).
This contradiction implies f > f whenever f(t,2z,v) > 0. The claim then follows by choosing
C = A/24 and using the definition of f. O

3.2. Spreading lower bounds to all velocities. First, we require a lemma that spreads local
lower bounds to a larger domain in v, at the cost of shrinking the z-domain where the lower bounds
hold. The proof strategy and notation are similar to [12, Lemma 3.4]. The differences are: first,
that our initial lower bound is not uniform in x, so we need to include a cutoff in x in our barrier
function; and second, that our solution f is not yet known to be strictly positive everywhere, so
that we must make our barrier strictly negative for large v and x to control the location of the
first crossing point.

Lemma 3.2. Suppose that f is a solution of (1.1)on [0,T] x R? x R? satisfying (1.2) as well as
f>¢ on [0,T] x B,(0) x Bg(0),

for some £ >0, p >0, and R > 1, there is a universal constant ¢ such that for any & € (0, 1—2_1/2)
such that 1IR30 < 1/2 with ¢ = 5 + 2(y + 25), there holds

f> IR min{t, R*~(F28)+¢2s 4 1)) on [0,T] x B,/2(0) x B sa-¢)r:
Note that &€ < 1 — 272 implies v2(1 — &) > 1.

Proof. We may assume that 7' < 1. Otherwise, we may shift f in time to establish the claim on
time intervals of the form [Ty — 1, Tp] for Tp € [1,T].

First we construct suitable cutoff functions in v and in . Let @¢(v) be a smooth function
such that e = 1 in B s5;_¢)(0), ¢ = 0 outside B 5,_¢/s), and D¢ e < 10£72. Define
ve,r(v) = we(v/R). Next, let ¥, be a smooth, radially decreasing function with 1,(z) = 1in B/,
and 1, (z) = 0 outside B,(0) satisfying |V 1,| < 4p~ .

Applying (2.5), we have, for some constant C; > 0,

(3.5) Qs (f, pe,r)(t, 7, )| < C1(v) T2+ (ER) 725,

Our barrier in the ¢ variable is defined by

U(t) == at R3¢ (1 —e

K ) ,  where K := 4V2Rp~! + C1(vV2R)1+29)+ (Rg) 7%,



SELF-GENERATING LOWER BOUNDS AND CONTINUATION FOR THE BOLTZMANN EQUATION 7

and where « € (0,1) is chosen later. Note that 7" < 1 and the smallness condition on £ together
imply £(t) < ¢/2 for all t € [0, Tp].

For small € > 0 (later we take ¢ — 0), our goal is to prove

(3.6) F(t,0) > h(t, 2,0) = () pe a@)Yy(x) — 2, 0 <t < Ty, (x,v) € R,
This inequality holds at ¢ = 0 because f > 0 and £(0) = 0. If (3.6) is false, then there is a first
crossing point (o, g, vo) with tg € (0,Tp], such that f(to,zo,v0) = h(to, zo,v0), and f(t,z,v) >
h(t,z,v) for all t <ty and (z,v) € R®. Since f > 0, the crossing point must satisfy zo € supp v,
and v € supp ¢ g, i.e. |zo| < p and |vg| < v/2(1 — £/2)R. The strict positivity of to follows from
the compactness of supp ¥, X supp ¢¢ g (recall that f is a classical solution and, hence, continuous
up to time t = 0). )

Since (to,zo,v0) is the first crossing point, we have ¢'(to)pe r(vo)¥,p(20) = Och(to, zo,v0) >
8tf(t0,l‘o,vo) and wa(to,.%‘o,’ljo) = th(to,xo,vo) = f(to)ﬁp&R(Uo)Vw’(/)p(xo). From thiS, (1.1)
and the fact that Qus(f, f) > 0, we conclude that
(3.7) ¥ (to) e, r(v0)1hp (o) + L(to)p(vo)vo - Vathp(20) > Qs(f, )(to, To,v0)-

Using the linearity of Qs(f,-), (3.5), and the fact that Qs(f,g +¢) = Qs(f, g), we find

Qs(f.£) = Qslf. f = 1) + L (@)Qs(f, pe.r) = Qs f = ) = L) () Cuw) T30+ (€R) .
On the other hand, using that #'(t) = ag9R3T7¢? — K{(t), that ¢¢ g, 1, < 1, and that |V,1,| <
4p~1 in (3.7), we find
QIR — Kl(to) + U(to) O (vo) "2+ (ER) ™% + dlvolp™ (to) = Qs(f. f — h)(to, o, vo).-
Now, from |vy| < v/2R and the definition of K, we cancel terms and obtain

allRTE2 > Qu(f, f — h)(to, o, vo0)

L) (F) = hitos 0,0 ) 10 =52 cos ) v av
= v') — h(to, zg,v v, ) =5—"b(cos 0) v, dv
R3 J{v: (v, —vo)-(vo—v’)=0} |UO - UI|3+2(

> / / Lo (W) (FW) — htor 20, 0') ) =22 s ) vt o
= B * - 0540, *) . 13425 * .
Bpr J{v.:(v,—vg)-(vo—v’)=0} " |vO - UI‘3+2

In the last inequality, we used the nonnegativity of the integrand to discard the parts of the integral
with v' € Br and v, & Bg.

For v/ € Bg, we have (f —h)(to, z0,v") > f(to, 0, v") — £(to)1b,(0) e r(v"). Furthermore, since
|zo| < p, on the domain of integration, we have f(to,xo,v,) > ¢, and f(to,xo,v") — h(to,zo,v") >
¢ — {(to) > /2, so our inequality becomes

2 ~
34y p2 / / 1 |v+2s5+1 / /
(3.8) iR > O /BR /v;:(v;v0)~(u0u')—0} 1, (W) — v, | b(cos 6) dv;, dv'.
At this point, we may quote verbatim the calculations of [12, Lemma 3.4] to obtain
3.9) (PR737% 1g, (V)" — v/ |72 b(cos 0) dvl. dv’ > BEIR3T7 12,
( R\ Yx * *
Br J{v}:(v.—vo) - (vo—v')=0}

for some 8 > 0 independent of the free parameter o € (0,1). Choosing « sufficiently small, (3.8)
and (3.9) yield a contradiction. We note that our choice of « is independent of .

This establishes f(t,z,v) > £(t)1,(x)pe, r(v) — . Taking e — 0, we conclude the proof; that is,
for t € [0,To], 2 € B,/2(0),v € B 5,_¢)r(0),

o Kt/2

~ 1—
ft,z,v) > 0(t) > a§QR3+7€2T > IR min{t, K}
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Proposition 3.3. Let f be a solution to (1.1) on [0,to] x RS satisfying
f>¢ on {0 <t < tp,|x —xo — tvg| < 7|V —v0| <71}
Fiz t € (0,ty). Then there are constants c1,ca2 > 0 depending only on universal constants, t, and
r, such that
flt,z,v) > crle—ezlv—vol® ift € [t to],v € R, |x — 29 — tvg| < 1/2.
Proof. First, we recenter around the origin by defining
f(t,:mv) = 3T f(t, 20 + 72 + tvg, vo + TV),
A direct calculation shows that f is a solution of the Boltzmann equation with f > ¢r3%7 for

(t,l‘,U) S [O,to] X Bl(O) X Bl(O)
Let Ty € (0,tg] be arbitrary, and define the following sequences for n > 1:

1 1 1
T, = (1 — 2n> To, & := onrir Pni= o R, = \/5(1 —&)Rn—1, and Rp=1.

Note that R, ~ 2"/2. Letting £y = ¢r+7, our initial lower bound is f >l for t € [To/2,Tp) =
[T17T0]7 S BI)(J = By, and v € BRO = B;.

Applying Lemma 3.2 iteratively, we obtain a sequence of lower bounds ¢,, > 0 such that f > ¢,
on [T,,,Ty] x B, % Bg, . The smallness condition on &, in Lemma 3.2 holds at every stage because
EIR3T0, < (27m)9-B+1)/2 < 1/2. (If necessary, we can replace £,, with min{¢,,,1}.) Notice that

U1 = €LR3V 2 min{T, 1 — T, R, VF28)++25¢2s L p=1, 1

— Cngfz+7£i min{Qin*ltO, R;(’y+2s)++25272s(n+1) + R;127n} > C2fch0€2

n’

for some constants ¢, C' > 0. Iterating this inequality, we obtain ¢, > u?" for some u € (0,1).
Since the lower bound £, holds for |v| < €22 and |z| < 2=, the Gaussian decay of f(Tp,0,v)
follows. ~

Since Ty € (0,tg] was arbitrary, we translate from f back to f and obtain f(¢,z¢ + tvg,v) >
016*02”’”0'2 for all ¢t € (0,tg], with ¢; and co as in the statement of the proposition.

Applying the above argument with 7/2 replacing r and arbitrary x € B, /5(x0) replacing zo, we

conclude f(t, + tvg, v) > cre2v=l* for ¢ € (0, 0], and the proof is complete. O
3.3. Proof of the main theorem.

Proof of Theorem 1.2. The proof proceeds in five steps.
Step 1: sustaining mass for a small time. By assumption, fin(2,v) > 015, (20)x B, (vo)-
Lemma 3.1 with 7 = 1 implies
1)
ft,z,v) > 2 if v —wol <r/4, |z — 0 — tvg| < 7/4,0 <t <t,,

where )

.1 C317r*°

t* = mln{2, <|U0_|_/r>(’)’+25)+7T} .

In particular, ¢ < 1/2 implies |z — xg — tv| < 3r/8 if | — xg — tvo| < r/4.

Step 2: spreading mass to all v (localized in z) for small times. Applying Proposition
3.3 with £ = 6/2 and r/2 replacing r, we obtain

(3.10) ft,z,v) > crde vl g <t <t |z — xg — tvg| < 1/8,

with ¢1, co depending on r.
Step 3: spreading mass in z for small times. Now, fix any z; € R? and ¢, satisfying

-
0<ty <min<ty,, —— ».
! { 16|Uo}
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The triangle inequality implies that at time ¢;/2, the lower bound (3.10) holds for |z — | < r/16.
Let v; = 2(x1 — xg)/t1, and let §y > 0 be such that

f(t1/2,2,v) > b, if | — 20| < ro,|v —v1| < 7ro/t1,

where ro = r/16. We aim to use Lemma 3.1 with vg = vy and 7 = ¢ /2, applied to f(t1/2+1t,z,v),
to propagate this lower bound along trajectories  ~ xg+tvy, up to t = ¢1/2. Therefore, we require

1+2s |1 — 20| + 10 24 2s sl
(3.11) by I < Cs11§ (the last condition in Lemma 3.1).
1

If ¢1 satisfies this inequality, then Lemma 3.1 implies

) t
50, if51<t<t1,|v—vl\<%,|x—mo—tv1|<%0.

f(ta,v) >
Applying Proposition 3.3 to f(t1/2+t,z,v), we conclude f(ty,z1,v) > cre=2"I* for some ¢1, cp >
0 depending on r, |x1 — xgl, |vg|, and §.

Step 4: Extending the lower bound for moderate times. On the other hand, if ¢; does
not satisfy (3.11), choose #; sufficiently small depending on r and |z; — x| so that the inequality
is satisfied. (This is always possible, since v < 1.) Proceeding as above, with #; replacing ¢, we
obtain a lower bound at t = ¢, = near z1, and (via Proposition 3.3) velocities near zero:

. T r
flE,x,0) > 6y, if \xfx1|<zo,\v\<zo.
Next, we propagate this forward in time with v9 = 0 and 7 = 1 in Lemma 3.1 to obtain
1) -
flt,z,v) > ?1, if o — x| < %, lv| < %, and t < min{t; + Ty, T},

where, with C' from the last condition in Lemma 3.1,
Ty := C5.1(ro/4)* (ro /4) =29+,

As long as t; < min{#; 4+ T, T}, this lower bound extends up to time ¢;, and applying Proposition
3.3 to f(t; +t,x,v), we obtain f(ty,z1,v) > ce—clv—uil® > C_lce_c‘“'z7 with ¢ depending on
d,7,v0,t1, and |z1 — xg|. In particular, if the initial data is well-distributed, then ¢ can be chosen
depending only on ¢; and the well-distributed parameters §, r, and R.

Step 5: extending the lower bound for any t. We have established a Gaussian lower
bound on f(t1,z1,v), where z; € R? is arbitrary and ¢; < Tp := min{t.,r/(16|vo|), Tx,T}. The
upper bound for ¢; depends only on |vg| and 7 (not on z;). Therefore, we have shown

(3.12) flt,z,v) > u(t,x)efn(t’“")‘”lQ7 0<t<TyxcRvecR

It is clear from our construction that p and 7 are uniformly positive on compact subsets of (0, Tp] x
R? and that T depends only on r and vy. Since f(Tp/2,-,-) satisfies (1.3) with the same r and vy
(although a different 0), we can repeat steps one through four to obtain (3.12) on [Ty/2,375/2].
Iterating this finitely many times concludes the proof of the first statement in the theorem.

The second statement follows by noticing that the lower bound in Step 3 is uniform in x due to
the well-distributed condition, and, hence, all subsequent bounds are independent of x. O

4. UPPER BOUNDS AND CONTINUATION

In this section, we apply the lower bounds of Theorem 1.2 to derive an improved continuation
criterion. First, we show that our pointwise lower bounds for f imply coercivity estimates for
the linear operator Qs(f,). The following lemma plays a similar role to [15, Lemma A.3] or [21,
Lemma 4.8], but the key difference is that here, no bound on the entropy density is used.
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Lemma 4.1. Let f : R3 — R be a nonnegative function with f(v) > 01B, (vy) for some 6,7 > 0
and vo € R®. Then there exist constants A\, > 0 (depending on &, r, and |vo|) such that for all
v € R3, there is a symmetric subset of the unit sphere A(v) C S? such that

o |A(W)| > u(1+|v|)~t, where | -| is the 2-dimensional Hausdorff measure.
o Kp(v,v") > A1+ |v]) 728 |0" — 0| 73725 whenever (v —v')/|v — /| € A(v).

Proof. From (2.4), letting w = v/, — v, we have

6
Ki(v,0') > = / 15, (vo) (v + w)|w[ T dw | v — /[ 72725
C {w-(v'—v)=0} "

For fixed v € R3, the integral in parentheses is only nonzero if the plane P(v') = v + (v — v')*
intersects B;(vg) nontrivially. To get a uniform positive lower bound, we take A(v) to be the set
of directions (v —v’)/[v — v'[ such that P(v’) intersects B,./3(vo). If (v —v')/|v —'| € A(v), then

/ L, o (0-+ @) 2w 2 Oy — o #2141 By (ug) 1 - (f ) =0}
{w-(v'—v)=0}

> C7 12 |ug — 72T

To estimate the size of A(v) C S?, note that w € A(v) if and only if there is a vector 8 L w with
the angle ¢ between S and vy — v satisfying |sin ¢| < (r/2)/|v — vg|. This means w lives in a strip
of width ~ 7|v — vg|~! centered around the equator perpendicular to vg — v (i.e. the intersection
of (vg —v)+ with S2). This strip has surface area > C~1r|v — vo| L. O

Now we may follow the proof of [21, Theorem 1.2], with our Lemma 4.1 replacing [21, Lemma
4.8], to obtain:

Proposition 4.2. Let f be a solution of the Boltzmann equation (1.1) on [0,T] x T2 x R?® that
satisfies (1.2). Assume that the initial data fi, satisfies (1.3) for some §,r > 0, o € T3, and
vg € R3. Then f satisfies an L bound that is uniform away from t = 0, i.e.

1t -, Moo (s ximsy < Crysirg (1 +¢7%/32).

If v+ 25 <0, Crs5,r0, depends additionally on

sup /}R3 () f(t,z,v)P dv,

[0,7] XT3
where p > 3/(3 +~ + 2s) and ¢ = max{0,1 — 3(y + 2s)/(2s)}.

Note that [21] uses the entropy bound to obtain a cone of nondegeneracy, but does not use the
entropy bound anywhere else. Our Lemma 4.1 produces a cone of nondegeneracy without using
an entropy bound, which allows us to weaken the assumptions.

Combining this L> bound with the basic inequality slogs < s2, we see that for ¢ > t,

i) = [ f(ta0)log (ta.0)dv < | f (o) lap [ a0 do<C

for some C depending only on ¢, Ky, and the initial data. (Recall that, for v+ 2s € [0,2], K is
an upper bound for the mass and energy densities.)

We have shown that, away from ¢ = 0, the entropy density H(t.x) is bounded from above and
the mass density is bounded from below, in terms of only K, and the initial data. Combining
this with [13, Theorem 1.2] immediately implies part (a) of Corollary 1.3. Part (b) follows from
combining these smoothing estimates with the local existence result of [9] (when v < 0) or [17]
(when v < 0 and s € (0,1/2)).



SELF-GENERATING LOWER BOUNDS AND CONTINUATION FOR THE BOLTZMANN EQUATION 11

ACKNOWLEDGEMENTS

CH was partially supported by NSF grant DMS-2003110. SS was partially supported by a Ralph
E. Powe Award from ORAU. AT was partially supported by NSF grant DMS-1816643.

REFERENCES

(1] R. Alexandre. Around 3D Boltzmann non linear operator without angular cutoff, a new formulation. M2AN
Math. Model. Numer. Anal., 34(3):575-590, 2000.

[2] R. Alexandre, L. Desvillettes, C. Villani, and B. Wennberg. Entropy dissipation and long-range interactions.
Arch. Ration. Mech. Anal., 152(4):327-355, 2000.

[3] M. Briant. Instantaneous exponential lower bound for solutions to the Boltzmann equation with Maxwellian
diffusion boundary conditions. Kinet. Relat. Models, 8(2):281-308, 2015.

[4] M. Briant. Instantaneous filling of the vacuum for the full Boltzmann equation in convex domains. Arch. Ration.
Mech. Anal., 218(2):985-1041, 2015.

(5] S. Cameron and S. Snelson. Velocity decay estimates for Boltzmann equation with hard potentials. Nonlinearity,
33(6):2941-2959, 2020.

[6] T. Carleman. Sur la théorie de I’équation intégrodifférentielle de Boltzmann. Acta Math., 60(1):91-146, 1933.

[7] N. Fournier. Strict positivity of the solution to a 2-dimensional spatially homogeneous Boltzmann equation
without cutoff. Ann. Inst. H. Poincaré Probab. Statist., 37(4):481-502, 2001.

[8] C. Henderson, S. Snelson, and A. Tarfulea. Local existence, lower mass bounds, and a new continuation criterion
for the Landau equation. Journal of Differential Equations, 266(2-3):1536—1577, 2019.

[9] C. Henderson, S. Snelson, and A. Tarfulea. Local well-posedness of the Boltzmann equation with polynomially
decaying initial data. Kinetic and Related Models, 13(4):837-867, 2020.

[10] C. Henderson, S. Snelson, and A. Tarfulea. Local solutions of the Landau equation with rough, slowly decaying
initial data. Annales de UInstitut Henri Poincaré (C) Non Linear Analysis, to appear.

[11] C. Imbert, C. Mouhot, and L. Silvestre. Decay estimates for large velocities in the Boltzmann equation without
cut-off. Journal de I’Ecole polytechnique, 7:143-183, 2020.

[12] C. Imbert, C. Mouhot, and L. Silvestre. Gaussian lower bounds for the Boltzmann equation without cutoff.
SIAM J. Math. Anal., 52(3):2930-2944, 2020.

[13] C. Imbert and L. Silvestre. Global regularity estimates for the Boltzmann equation without cut-off. Preprint.
arXiv:1909.12729, 2019.

[14] C. Imbert and L. Silvestre. Regularity for the Boltzmann equation conditional to macroscopic bounds. arXiv
preprint arXiw:2005.02997, 2020.

[15] C. Imbert and L. Silvestre. The weak Harnack inequality for the Boltzmann equation without cut-off. J. Eur.
Math. Soc. (JEMS), 22(2):507-592, 2020.

[16] C.Imbert and L. Silvestre. The Schauder estimate for kinetic integral equations. Analysis and PDE, to appear.

[17] Y. Morimoto and T. Yang. Local existence of polynomial decay solutions to the Boltzmann equation for soft
potentials. Anal. Appl. (Singap.), 13(6):663-683, 2015.

[18] C. Mouhot. Quantitative lower bounds for the full Boltzmann equation. I. Periodic boundary conditions. Comm.
Partial Differential Equations, 30(4-6):881-917, 2005.

[19] C. Mouhot. De Giorgi-Nash—Moser and Hérmander theories: new interplays. In Proceedings of the International
Congress of Mathematicians—Rio de Janeiro 2018. Vol. III. Invited lectures, pages 2467-2493. World Sci.
Publ., Hackensack, NJ, 2018.

[20] A. Pulvirenti and B. Wennberg. A Maxwellian lower bound for solutions to the Boltzmann equation. Comm.
Math. Phys., 183(1):145-160, 1997.

[21] L. Silvestre. A new regularization mechanism for the Boltzmann equation without cut-off. Comm. Math. Phys.,
348(1):69-100, 2016.

[22] C. Villani. Regularity estimates via the entropy dissipation for the spatially homogeneous Boltzmann equation
without cut-off. Rev. Mat. Iberoamericana, 15(2):335-352, 1999.

[23] C. Villani. A review of mathematical topics in collisional kinetic theory. In Handbook of mathematical fluid
dynamics, Vol. I, pages 71-305. North-Holland, Amsterdam, 2002.



