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ABSTRACT: Ocean—atmosphere coupling modifies the variability of Earth’s climate over a wide range of time scales.
However, attribution of the processes that generate this variability remains an outstanding problem. In this article, air-sea
coupling is investigated in an eddy-resolving, medium-complexity, idealized ocean—atmosphere model. The model is run in
three configurations: fully coupled, partially coupled (where the effect of the ocean geostrophic velocity on the sea surface
temperature field is minimal), and atmosphere-only. A surface boundary layer temperature variance budget analysis
computed in the frequency domain is shown to be a powerful tool for studying air—sea interactions, as it differentiates the
relative contributions to the variability in the temperature field from each process across a range of time scales (from daily to
multidecadal). This method compares terms in the ocean and atmosphere across the different model configurations to infer
the underlying mechanisms driving temperature variability. Horizontal advection plays a dominant role in driving tem-
perature variance in both the ocean and the atmosphere, particularly at time scales shorter than annual. At longer time
scales, the temperature variance is dominated by strong coupling between atmosphere and ocean. Furthermore, the Ekman
transport contribution to the ocean’s horizontal advection is found to underlie the low-frequency behavior in the atmo-
sphere. The ocean geostrophic eddy field is an important driver of ocean variability across all frequencies and is reflected in
the atmospheric variability in the western boundary current separation region at longer time scales.

KEYWORDS: Air-sea interaction; Heat budgets/fluxes; Surface temperature; Fourier analysis; Quasigeostrophic models;
Climate variability

1. Introduction 2013; Bishop et al. 2017) to determine the time scales at which
SST and heat fluxes are positively correlated (interpreted as
the atmospheric heat fluxes driving ocean SST dynamics) or
negatively correlated (indicating ocean-driven behavior).
Other studies (Buckley et al. 2014, 2015; Small et al. 2020)
calculate the upper-ocean heat budget (the temperature field
integrated over a certain depth) and use correlation tech-
niques to determine the relative contributions of each term to
the heat budget. Among their findings, Buckley et al. (2015)
suggest that the surface heat fluxes may not be entirely
atmosphere-driven, indicating the need to better understand
the driving mechanisms of each term contributing to temper-
ature variability.

More specifically, Buckley et al. (2014, 2015) and Small
et al. (2020) decompose the upper-ocean heat budget into
components (including advection, Ekman, and surface heat
flux contributions) in regional ocean and global climate
models. Their results show that the processes involved in air—
sea coupling vary widely by region and time scale. Through
employment of spectral analysis in the frequency domain
on a low-resolution (1°) ocean model, Buckley et al. (2014,
2015) find that local atmospheric forcing drives much of the
upper-ocean heat content across the North Atlantic basin.
Over the Gulf Stream atmospheric forcing dominates only on
subannual scales, while geostrophic advection plays a domi-
nant role at interannual scales. This time scale dependence
aligns with results from Bishop et al. (2017), who determine
that the ocean influence on SST variability increases with
Corresponding author: Paige E. Martin, paigemar@umich.edu time scale, but decreases with spatial scale. Small et al. (2020)

Ocean-atmosphere interaction is an important component
of Earth’s climate system. Heat exchanged at the interface of
the ocean and atmosphere is one of the key processes con-
trolling climate variability. The communication between the
ocean and atmosphere is complicated by the multitude and
time dependence of processes contributing to variability, as
well as the inherently coupled nature of the climate system. In
this study, we examine the processes involved in surface tem-
perature variability in the ocean and atmosphere and the time
scales at which each of these processes act.

Itis well established that oceanic and atmospheric dynamics
have preferred time scales. The classical view is that the slow-
moving ocean integrates the atmosphere’s high-frequency
(interannual and shorter) dynamics into low-frequency (de-
cadal and longer) variability (Bjerknes 1964; Hasselmann 1976;
Frankignoul and Hasselmann 1977). Over the decades, many
studies (e.g., Barsugli and Battisti 1998; Sutton and Allen 1997,
Kushnir et al. 2002; Bishop et al. 2017) have built upon this
paradigm, which remains the basis of our understanding of air—
sea coupling.

Air-sea interaction has been diagnosed in the literature
using a number of different methods in recent years. For in-
stance, lagged correlation between sea surface temperature
(SST) and surface heat flux has been used (e.g., Gulev et al.
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use a regression method on a high-resolution (0.1° ocean and
0.25° atmosphere) eddying coupled model to compare the
contributions from terms in the upper-ocean heat budget.
They find that, at monthly time scales, ocean-driven pro-
cesses play a substantial role in driving variability of tem-
perature anomalies via advection, particularly (but not
exclusively) in the strongly eddying regions of the ocean
(western boundary currents). We note that all three of these
studies use monthly output for their analyses; with a focus on
both oceanic and atmospheric variability across time scales,
we use daily output in this work and can thus resolve vari-
ability at shorter time scales.

Recent evidence suggests that ocean eddies play a sig-
nificant role in air-sea interactions, impacting both oceanic
and atmospheric dynamics. For instance, Chelton et al.
(2004), Minobe et al. (2008), and Small et al. (2008) (and
references therein) detail many ways in which ocean eddies
impact the atmospheric boundary layer and the resulting
feedback into the ocean. These eddy-driven air-sea feed-
backs are especially significant in the North Atlantic due to
the energetic eddy activity in the Gulf Stream (Kirtman et al.
2012). For example, eddy-driven feedback with the atmo-
sphere is crucial in setting the position and separation of the
Gulf Stream (Renault et al. 2016). The importance of eddy
contributions to temperature variability is further shown by
Kirtman et al. (2017), who demonstrate the large, nonlinear
effect that eddies have on the ocean SST variance. There is
also evidence that ocean eddies can influence atmospheric
variability beyond the atmospheric boundary layer (Deremble
et al. 2012; Lambaerts et al. 2013), further indicating the need
to study high-resolution, fully coupled ocean—atmosphere
models.

The dependence of SST variance on mechanical air-sea
coupling is explored by Larson et al. (2018). They compare two
global 1° ocean—atmosphere model runs, one with full coupling
and one that is mechanically decoupled; in the latter a clima-
tological, rather than a dynamic, atmospheric wind stress is
passed to the ocean. Through employment of this partial
coupling, Larson et al. (2018) are able to determine that tem-
perature variance is decreased significantly in the midlatitudes
in the absence of Ekman processes. In the current study, we
also make use of partial coupling, but in a different configu-
ration (explained below) that highlights the effect of ocean
mesoscale eddies on both ocean and atmosphere surface
temperature variance.

Building upon earlier work (Hayashi 1980; Sheng and
Hayashi 1990), a number of recent studies (Arbic et al. 2012,
2014; Sérazin et al. 2018; O’Rourke et al. 2018; Martin et al.
2020) have used a frequency-domain technique to study energy
budgets. They have all shown that this spectral energy budget
method is a powerful tool in deciphering the contribution of
nonlinear advection and other terms to variability at different
time scales. Most of the recent studies cited above focus on
ocean models and observations. Martin et al. (2020) employ
the technique to identify the processes that deposit energy into,
or extract energy from, both the ocean and atmosphere at
specific time scales within the Quasi-Geostrophic Coupled
Model (Q-GCM; Hogg et al. 2003). Overall, Martin et al.
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(2020) find that intrinsically driven kinetic energy advection
creates variability in both the ocean and atmosphere at time
scales longer than monthly in the atmosphere, and longer than
interannual in the ocean. They also identify oceanic regions
with distinct patterns of variability, notably the western
boundary current separation region.

Hochet et al. (2020) use a similar frequency-domain tech-
nique to diagnose the depth-integrated temperature variance
budget (in contrast to the energy budget) in an idealized eddy-
permitting primitive equation ocean model. They find that
horizontal advection drives a forward cascade toward higher
frequencies in the depth-integrated temperature variance bud-
get, consistent with expectations from previous work (e.g., Arbic
et al. 2012, 2014) on the cascade of available potential energy in
the quasigeostrophic limit, in which available potential energy is
equivalent to temperature variance. Hochet et al. (2020) use the
frequency-domain technique to supplement interpretations
of low-frequency (multidecadal) variability of the overturning
circulation. In their eddying model the eddies serve to damp
low-frequency temperature variance and transfer variance to
high frequencies.

With particular interest in understanding the time scales
of variability, in this paper we transform the surface temper-
ature variance budgets of the medium-complexity Q-GCM
into the frequency domain. This technique disentangles the
processes that drive temperature variability via surface tem-
perature variance budgets calculated in the ocean, as well
as the atmosphere. Several of the aforementioned studies
(Buckley et al. 2014, 2015; Larson et al. 2018; Small et al. 2020)
isolate the Ekman transport contribution to the advection
in their models. Here, we separate the Ekman transport con-
tribution and go a step further by running both an atmosphere-
only and a “partially coupled” model experiment in which
the direct ocean geostrophic contribution to advection is re-
moved from the ocean mixed layer leaving only Ekman-driven
advection (noting that the stress term depends weakly on
geostrophic dynamics). The partially coupled configuration
is specifically designed to change only this one feature of
Q-GCM, while all other aspects of the coupled run remain
intact. By removing the direct effect of geostrophic eddy ad-
vection on the ocean mixed layer we can determine the role
that ocean eddies, as well as Ekman transport processes, play
in SST variability. As mentioned previously, the idea of par-
tial coupling to identify underlying mechanisms of variability
is not new (e.g., Hogg et al. 2006; Larson et al. 2018; Liu and
Di Lorenzo 2018), but we are, to our knowledge, the first to
use this particular coupling setup to investigate surface tem-
perature fields.

Using the frequency-domain temperature variance budget
analysis in conjunction with partial coupling provides key in-
sight into the underlying mechanisms driving variability in
Q-GCM across a range of time scales. In the next section we
describe the model setup and the coupling configurations. The
frequency-domain temperature variance equations are out-
lined in section 3. Section 4 presents the results of the tem-
perature variance spectra and budgets in both the ocean and
atmosphere. Finally, we discuss the results and conclude in
section 5.
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FIG. 1. Schematic of Q-GCM. Snapshots of layer pressure are shown for the quasigeostrophic layers in the
atmosphere and ocean. Snapshots of atmosphere and sea surface temperature are shown at the ocean—-atmosphere
interface. Note that the vertical axis is not drawn to scale. The map in the bottom right displays the rough geo-
graphical location of the region that this Q-GCM ocean (outlined in blue) and atmosphere (outlined in red)
simulation is meant to idealize. The black dotted line indicates the equator.

2. Quasi-Geostrophic Coupled Model
a. Model setup

We use the Quasi-Geostrophic Coupled Model v1.5.0
(Q-GCM; Hogg et al. 2003, 2014) consisting of a box ocean
coupled to a reentrant channel atmosphere. The model (shown
schematically in Fig. 1) represents the northern midlatitudes,
with the ocean tuned to mimic the North Atlantic with a
middle latitude of 40°N. There are three quasigeostrophic
layers in both the ocean and atmosphere, separated by ageo-
strophic mixed layers at the interface of both fluids (i.e., the
ocean and the atmosphere) in order to allow for the air-sea
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coupling in the model via vertical heat fluxes and momentum
exchange. The model has no bottom topography, is spun up
from rest for 50 years before analysis is undertaken, and is
driven only by a temporally constant, latitudinally varying in-
flux of solar shortwave radiation. The model generates daily
output, and diurnal and seasonal variation are not present in
the model.

In the current study, we focus on the mixed layers in the
model, where the air-sea coupling takes place. The atmo-
sphere (denoted by superscript @) mixed layer (denoted by
subscript m) temperature field (7)) evolves in time according to
the following:
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TABLE 1. Q-GCM parameters.
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Parameter

Ocean value

Atmosphere value

Basin dimensions

Number of grid points

Horizontal grid spacing

Approximate latitude and longitude extent
Atmosphere indices over ocean

Layer thicknesses (H,, H,, H3)

Mixed layer thicknesses (H,,)

Time step

Mean Coriolis parameter at 40°N (fp)

y derivative of Coriolis parameter (3)
Density (p)

Heat capacity (C,)

Layer temperatures (7, 7>, T5)
Temperature diffusion coefficients (K,, K,)

4800 km X 4800 km
960 X 960
S5km
18°-62°N, 10°-70°W
350, 750, 2900 m
100m
9 min
937456 X 10" 557!
1.75360 X 10" "' m~!s™!
1000kgm 3
1x10°Jkg 'K™!
287,282,276 K
200,2 X 10°m*s™!

30720km X 7680 km
384 X 96
80 km
5°-75°N, 180°W-180°E
x:163-223, y: 19-79
2000, 3000, 4000 m
1000 m
3 min
937456 X 105!
1.75360 X 10" "' m~!s™!
1kgm 3
4x10°Tkg 'K™!
330, 340, 350 K
2.5 % 10%2 x 10 m*s™!

Mean radiative forcing (Fs) - —220Wm ™2
Radiation perturbation magnitude (Fg) - 80Wm 2
Adiabatic lapse rate () - 1X102Km™?
Bottom Ekman layer thickness (8.x) 1m -
Reduced gravities (g, g) 0.015, 0.0075ms 2 1.2,04ms™>
Biharmonic viscosity (A4) 2Xx10°m*s™! 1.5 X 10" m?*s™!
Mixed boundary condition parameter (ay,) 0.2 1.0
Drag coefficient (Cp) 13 x 1073 13 %1073
The ocean (denoted by superscript o) mixed layer temperature
evolution equation is
vertical temperature advection  entrainment heat flux
E(OT ):_(ou oT ) _(ov oT ) + Uwekon Fren+ _ F/\ _ FOTJ'_Fril
at " " n " Y UHm oPU C/)OHm op0 CpOHm op0 CI)OHm

horizontal temperature advection

solar radiation

_ Fs +°K VZOT —oK V40T
W 2'H " m 4"H " m*
P m

diffusion

Mixed layer velocities are written as u,, (eastward direction)
and v, (northward direction). The Ekman velocity wey is de-
fined in both fluids as proportional to the vertical component of
the curl of the wind stress 7 (V X 7)/fy, and the formulation of
7 is given in the appendix. The brackets in the above equations
are used to specify our naming conventions for each term
throughout the paper; for instance, we will refer to the heat flux
terms as either sensible/latent or radiative. Due to incom-
pressibility constraints, the mixed layer height in the atmo-
sphere (“h,,) varies in time, unlike its counterpart in the ocean,
which remains constant °H,,, = 100 m. We run the model with a
horizontal resolution of 5km in the ocean and 80km in the
atmosphere; there are roughly six grid cells per 30-km ocean
deformation radius, and we thus consider the model to resolve
ocean mesoscale eddies. A bilinear interpolation scheme is
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[

sensible and latent heat flux ~ radiative heat flux

surface heat fluxes

@

used to interpolate quantities between the oceanic and at-
mospheric grids. Specific formulations of the variable mixed
layer height and heat flux terms can be found in the appendix.
The remaining variables and constants are described in
Table 1. For the governing equations of the quasigeostrophic
layers, we refer the reader to the Q-GCM user guide (Hogg
et al. 2014).

b. Model configurations

To better understand the mechanisms underlying tempera-
ture variability in Q-GCM, three different configurations of the
model are run: fully coupled (FC), partially coupled (PC), and
atmosphere-only (AT). The difference between FC and PClies
in the ocean’s mixed layer velocity formulation. In FC, the
ocean’s mixed layer velocities are given by the sum of the first
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FIG. 2. Atmosphere surface temperature (AST) and sea surface temperature (SST) anomaly snapshots (shaded
colors) and 50-yr averages (contours) for the atmosphere and ocean in each model configuration: fully coupled
(FC), atmosphere-only (AT), and partially coupled (PC). The static SST field used in the AT configuration is the 50-
yr average (depicted by the contours) of FC SST. Contour intervals are 4 K.

(or upper) layer pressure (denoted °p;) gradient term (the
geostrophic flow that occurs in the model’s interior layers) and
the ageostrophic Ekman transport contribution:

1 1 1 1
umz__op + > OTy’Ovmz_Opx_ > OT)(’ 3

q TR, B, O
where 7° and 7 are the zonal and meridional components of
wind stress, respectively. In PC, the ocean mixed layer veloc-
ities are calculated only from the Ekman term, with no con-
tribution from the geostrophic term:

o

1 1
‘u =——"°"7%% =——; 7.

Based on Eq. (4), the ocean’s geostrophic circulation in PC is
not directly felt by the ocean mixed layer, and therefore neither
is it directly felt by the atmosphere. However, we note that the
stress is defined by a difference of first layer velocities between
the atmosphere and ocean (see formulation in the appendix).
We calculate that the ocean dynamics alter the stress by
roughly 15%, a small enough margin that we do not consider
eddies to be a sizeable contribution to advection in the PC
configuration. Without the direct effect of ocean eddies, the
SST gradient in the PC case is steeper and thus results in an
overestimation of the Ekman dynamics when compared with
the FC case.

The difference between FC and PC is visually apparent in
Fig. 2, which shows the snapshots (color shading) and 50-yr
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averages (contours) of surface temperature in each model
configuration. There are two noticeable differences between
the FC and PC ocean snapshots. First, the eddy field visible in
the FC snapshot in Fig. 2 disappears in the PC snapshot due
to the near removal of the geostrophic (eddy) advection of
temperature in the latter case. Second, the meridional tem-
perature gradient, indicated by the density of contours, is no-
ticeably greater in PC than in FC due to the lack of eddy
meridional heat transport. The strong sea surface temperature
(SST) gradient is also apparent in the atmosphere surface
temperature (AST) field in the PC case, and will play a role in
the results discussed below.

The AT model configuration consists of the atmosphere
without any dynamic ocean; the ocean is instead represented
by a climatologically averaged SST field taken from a 50-yr
average of the FC case (shown in Fig. 2 by the contours in the
FC SST plot). As depicted in the AT surface temperature plot
in Fig. 2, the AT atmosphere’s meridional temperature gradi-
ent resembles that of FC, but no ocean—atmosphere feedbacks
are permitted in this case.

By design, these configurations significantly alter the coupling
between ocean and atmosphere, and thus the thermodynamics at
the interface between fluids. However, the overall model dy-
namics are not modified greatly. Comparing the layer kinetic and
potential energy in both fluids across model configurations, we
find that (over a 10-yr period in each model run) the energetics
differ by less than 8 %. This similarity in total energetics indicates
that the FC, PC, and AT model runs are not entirely dissimilar,
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despite many of the differences we note in the air-sea interac-
tions in this manuscript. Through comparison of results from the
temperature variance budgets (explained in the next section)
across the three model configurations, we aim to diagnose the
influence that a dynamic ocean has on the atmosphere, and the
importance of both ocean geostrophy and Ekman advection on
the surface temperature fields of both fluids.

3. Temperature variance budgets in the frequency
domain

The frequency-domain temperature variance budget tech-
nique reveals the terms that drive or dampen temperature
variance and the time scales at which these terms act. This
method is the same as used by Hochet et al. (2020), but we
apply it to the surface temperature fields. Our goal is to study
air-sea interaction, rather than the deep interior modes of

OF CLIMATE VOLUME 34
variability focused on in Hochet et al. (2020). Temperature
variance (or the square of temperature) is a conserved quantity
in Q-GCM. To obtain the temperature variance budget
equations in both the ocean and atmosphere, the temperature
evolution equations given in Egs. (1) and (2) are multiplied by
twice the corresponding fluid’s mixed layer temperature 7,,.
This yields equations of the form 27,,,(8/3t)(T,,), which is equal
to (9/0t)(T?) (i.e., the time evolution of surface temperature
variance). Motivated by our interest in the time scales of model
variability, we convert our budget equations into the frequency
domain. That is, we take the Fourier transform of each term in
the temperature evolution equations [Egs. (1) and (2)] before
multiplying through by twice the Fourier transform of the
temperature. Upon integration over the entire x—y domain, we
obtain balanced budgets as long as the spun-up model is av-
eraged over a long enough time to neglect the tendency terms.
The ocean spectral temperature variance budget is thus

7Re[a ><(ou or ) ] _ Re[ m*(o [of;*okao Tm]
horizontal temperature advection
vertical temperature advection
1 — 1 — 1 —
+ o Re['T, *F¢f] ———=Re[’T, *F,] ——5=>—Re[’T, *(F] + F},
0= ZJJ opocpon e[ m m gpocpon e[ m )\] opocpon B[ m ( 0 m)] dx dy, (5)

entrainment heat flux

+°K,Re['T, *V3°T | - °K,Re[°T, *V},

sensible and latent heat flux

T,

radiative heat flux

diffusion

where an asterisk (*) represents the complex conjugate and a
caret or hat () denotes a Fourier transform. Note that the
solar radiation term integrates to zero over the ocean domain,
and hence it does not appear in the above equation.

In the atmosphere, we consider only the portion of the at-
mosphere that lies directly above the ocean and ignore the re-
gions that are over land. There are two reasons for this choice.
First, the Q-GCM atmosphere spans the circumference of the
Earth at the relevant latitudes, but the Pacific Ocean equivalent
does not exist as we only model one ocean basin (of a size similar

to the North Atlantic Ocean). This means that the ratio of land to
ocean is unrealistically large in Q-GCM. Second, air-sea cou-
pling is only relevant for the portion of the atmosphere that
overlies the ocean. Therefore, the atmosphere temperature
variance terms given below are only integrated over the region
directly above the ocean. Hence, the solar radiation heat flux
from land seen in Eq. (1) is no longer relevant and we do not
necessarily expect the terms to balance precisely (as variance is
allowed to flux in and out of the ocean region in the atmosphere).
The atmosphere temperature variance terms are then as follows:

[l/\ ll/(l\ 11 a. a 1 kpa a
~Re['T,*(u, T,), 1= Re['T, *(v,'T,), | = Rel T, *(w, T, ]
horizontal temperature advection vertical temperature advection
[ 1 F, 1 F 1 — F! +F]
- ——Re|T, * +——Re|'T #**| +—— Re|'T #m 0
2JJ apa Cp |: m ah :| apa Cp m ah ,,pa Cp c m a R dx dy . (6)

heat flux to/from 1Ist layer

+K,Re[‘T

sensible and latent heat flux

T *V2 T 1—“K,Re["T, "V 'T ]

radiative heat flux

diffusion

The corresponding equations for the full atmospheric domain
(not shown) were derived and the budgets were found to bal-
ance, as expected over the full domain.
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All three model configurations were run for 400 model years
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b) Atmosphere temperature spectrum
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FIG. 3. Temperature spectra in the (a) ocean and (b) atmosphere for all three model configurations: fully coupled
(FC), partially coupled (PC), and atmosphere-only (AT). Solid curves are the averages over seven 100-yr time
periods and semitransparent shading indicates the 90% confidence interval.

transforms are applied, the mean and trend from the data
are removed, and the data are multiplied by a Tukey window
(20% taper) function to account for nonperiodicity. Spectral
smoothing is applied to the spatially integrated variance terms
in this paper, where the amount of smoothing increases with
higher frequency. Additionally, 90% confidence intervals of
the averaged spectral terms, based on the standard deviation
across the seven 100-yr periods, are computed and shown.
When we compare magnitudes across different figures, we
have calculated the statistical F test to verify that our claims are
significant at the 90% level.

Equations (5) and (6) are functions of only frequency w,
after spatial integration. We also show spatial maps of results
calculated using the same equations above but without spatial
integration, for which each term is instead averaged over fre-
quency bands. Each term in Egs. (5) and (6) is the product of
the Fourier transform of surface temperature with the Fourier
transform of the temperature evolution term, and their inter-
pretation thus follows: if the term is positive, it is considered to
be driving (or generating) variance in the temperature field.
Conversely, a negative term damps temperature variance.
Furthermore, the greater the magnitude of a term, the bigger
role that term plays in driving (or damping) the variance.

4. Results
a. Temperature spectra

We start by discussing the surface temperature variance
frequency spectral density (subsequently referred to simply as
“temperature spectra’) displayed in Fig. 3. According to the
well-known theory of Hasselmann (1976), the ocean responds
to atmospheric input of high-frequency variance by integrating
this forcing into low-frequency ocean variability. Consequently
there is a “reddening” (or steepening) of the ocean tempera-
ture spectrum. In Fig. 3a we do indeed see a red spectrum of
ocean SST variance. At time scales shorter than about 2 years,
the partially coupled (PC) simulation has a steeper slope and
lower variance than the fully coupled (FC) model run, af-
firming that the ocean geostrophic eddy field enhances the
high-frequency variability in the ocean. At low frequencies,
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however, PC has more variability than FC. We will investigate
the greater low-frequency variance in PC in the next section.
The atmosphere surface temperature spectra are shown in
Fig. 3b. Spectra at high frequencies (corresponding to periods
of about 20 days and shorter) are nearly identical (i.e., are not
statistically different according to the F test) in the FC and
atmosphere-only (AT) simulations, indicating that the choice
of a static or dynamic SST field has little effect on the atmo-
sphere at these time scales in this model. However, at the
longest time scales (especially beyond 1 year), ocean dynamics
have a strong impact on the atmosphere’s low-frequency var-
iability, as evidenced by the lower variance in AT than in either
FC or PC. While the FC and PC spectra display similarly
shaped curves, there are clear differences in the magnitudes of
the curves over certain time ranges. At high frequencies, PC
shows greater variance through about 30 days than is seen in
FC; we posit that this is due to the enhanced background SST
gradient in PC compared to FC and will verify this claim in
later sections. At slightly longer time scales, from about 30—
90 days, FC has greater variance than PC. Because this time
span coincides with ocean eddy growth time scales, it is likely
that the eddies being generated in the ocean are injecting
variance directly into the atmosphere. This assertion will be
explored further in section 5. At the lowest frequencies, the
fact that both the atmosphere and ocean exhibit greater tem-
perature variance in PC compared to FC hints at the existence
of a feedback between the fluids at long time scales. Verifying
these claims and determining the processes responsible for this
low-frequency coupling are the main goals of this paper.

b. Temperature variance budget in the ocean

In this section, we examine the domain-integrated ocean
temperature variance budget terms in frequency space (de-
scribed in section 3) in both FC and PC model configurations,
as shown in Figs. 4a and 4b, respectively. Focusing first on the
ocean FC case (Fig. 4a), horizontal advection is seen to be
positive and thus drives variance at all frequencies. In fact, it is
the only significant driver of variance at time scales shorter
than two years. The positive contribution of horizontal ad-
vection over all frequencies contrasts with the shift between
positive and negative contributions seen by Hochet et al.
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FI1G. 4. Frequency-domain ocean temperature variance budgets
in the (a) fully coupled (FC) ocean and (b) partially coupled (PC)
ocean model configurations. Solid curves are averages over seven
100-yr periods and semitransparent shading indicates the 90%
confidence interval.

(2020)—again, their work looks at depth-averaged contribu-
tions, which are dominated by geostrophic dynamics and thus
exhibit a forward cascade of temperature variance. Near the
2-yr mark, the entrainment heat flux in Fig. 4a switches from
removing to adding variance, and at time scales longer than
5 years the entrainment heat flux is of comparable magnitude
to the horizontal advection term. Because the entrainment
heat flux depends directly on Ekman pumping, the change in
sign and the large low-frequency magnitude of the entrainment
heat flux indicates an essential role that Ekman pumping plays
in driving ocean temperature variance. The remaining terms,
namely, the sensible/latent heat and radiative heat flux terms,
as well as the diffusion and vertical advection terms, remove
variance at nearly all frequencies. The small values of the re-
sidual verify that the temperature variance budget is balanced.

The temperature variance terms for PC (Fig. 4b) differ no-
ticeably in shape from those of FC (Fig. 4a) at high frequencies.
There is no significant contribution to variance from any PC
term at time scales shorter than around 2 years, in contrast to
the horizontal advection-driven high frequencies in FC.
Because the horizontal advection in PC is Ekman-driven (with
only a small geostrophic eddy contribution via wind stress), it
appears that Ekman advection does not contribute to the high-
frequency variance in the ocean. The dominant driving role of
horizontal advection in FC at time scales shorter than 2 years is
thus likely due solely to ocean geostrophic eddies. At longer
time scales, most terms, notably the entrainment heat flux,
display a greater magnitude at low frequencies (time scales
longer than around 6 years) in PC relative to FC (verified by an
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F test), consistent with the behavior shown at low frequencies
in the ocean spectra depicted in Fig. 3a. The low-frequency
horizontal advection terms, however, have similar magnitudes
in both FC and PC. With this similarity in magnitude, it would
appear that the horizontal advection in FC is mostly driven by
Ekman contributions at the longest time scales. However, ex-
amination of the spatial maps of temperature variance (Fig. 5,
discussed below) demonstrates that ocean geostrophic eddies
also play a large role in driving variance at low frequencies. We
also note that the diffusion term is not statistically different
from zero in the PC run. We attribute the small diffusion to the
lack of small-scale dynamics, such as eddies, that do not need to
be compensated for in PC.

The variance maps for ocean horizontal advection in FC and
PC are shown (color shading) in Fig. 5 with SST contours
overlaid. These maps are produced by averaging over fre-
quency bands instead of integrating over the ocean’s spatial
domain, and reveal the spatial patterns of the temperature
variance budget terms across different time ranges.
Comparison of the leftmost and rightmost columns in Fig. 5,
depicting horizontal advection in FC and PC respectively,
demonstrates that the spatial patterns differ significantly, with
the PC pattern aligning with the ocean gyres and FC dominated
by the western boundary current separation (CS) region.

We can understand the FC pattern better by separating the
contributions from geostrophic and Ekman flow components
(respectively displayed in the middle-left and middle-right
columns in Fig. 5). This separation of contributions to hori-
zontal advection allows us to compare the Ekman contribution
to advection within the FC run (with ocean eddies present)
with that of the PC run where horizontal advection depends
only on Ekman transport. Comparing these two Ekman-only
advection terms (the two rightmost columns in Fig. 5), similar
spatial patterns emerge in the lowest frequency band (2-100
years), but the magnitude of this pattern in the PC domain is
significantly greater than in the FC domain. Based on the dis-
played coalignment with the SST contours, the greater mag-
nitude in PC is likely due to the larger meridional SST gradient
in PC than in FC. Contours of mixed layer velocities in FC and
PC were also plotted and do not align with the Ekman ad-
vection spatial patterns, thus supporting our claim that the SST
gradient is the primary mechanism responsible for the large
Ekman advection magnitude in the PC run. At higher fre-
quencies, Ekman transport has a negligible contribution to
both FC and PC temperature variance. A slight exception is the
weak signal from FC Ekman transport in the CS region in the
middle frequency band; this weak signal is not visible in the PC
simulation. Despite the smaller magnitudes, the weak Ekman
signal in the CS region indicates that the Ekman and geo-
strophic eddy fields interact in the FC regime—a type of
communication severely reduced in the PC run. We also note
the extent of cancellation in the domain-integrated terms,
particularly in the low-frequency maps of Ekman-driven
advection.

Comparing across the middle two columns of Fig. 5, it is
clear that the ocean eddy-driven CS region generates variance
at all frequencies, and dominates the variance in the higher two
frequency bands shown. The ocean eddy field, therefore, is the
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FIG. 5. Spatial maps of the ocean fully coupled (FC) and partially coupled (PC) horizontal advection temperature variance budget
terms. (top) The domain-integrated term as a function of frequency. (remaining rows) Maps of frequency band-averaged budget terms: 2
to 100 years (highlighted in blue in the domain-integrated term shown in the top row), 6 months to 1 year (highlighted in purple), and 18 to
20 days (highlighted in pink). (left),(right) The full horizontal advection term for FC and PC, respectively. (center left) The geostrophic
eddy component and (center right) the horizontal Ekman component of horizontal advection in the FC case. Contours of SST averaged
over 50 years are shown in gray with intervals of 4 K. The rectangle outlined in black is the western boundary current separation (CS)

region.

principal driver of horizontal advection and thus variance at
annual and shorter time scales. Only in the lowest frequency
band is there a substantial input from Ekman processes.
Outside the CS region, the geostrophic and Ekman compo-
nents of low-frequency FC horizontal advection show similar
magnitudes, yielding the combined asymmetric pattern shown
in the total FC horizontal advection term. Thus, Ekman and
geostrophic eddy flows are of similar importance in their con-
tributions to low-frequency temperature variance outside of
the CS region. Still, the largest magnitudes of variance input
due to horizontal advection stem from the eddies in the CS
region, even at the lowest frequencies. The variance maps show
that while Ekman advection takes on its largest values at low
frequencies (as observed in the domain-integrated PC plot in
the top row of Fig. 5), the geostrophic eddy-driven CS region
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drives variance at all frequency bands, including the lowest.
This observation contradicts the claim suggested earlier that
Ekman advection is the primary contributor to low-frequency
variance input of the FC horizontal advection.

In the domain-integrated ocean budget (Fig. 4a), the en-
trainment heat flux (which depends directly on both Ekman
pumping and the temperature difference between ocean
mixed-layer and upper-layer temperature) adds variance at
low frequencies in FC and even more so in PC, and displays
interesting behavior shifting from negative to positive contri-
butions in FC. Motivated by the change in sign, we examine
spatial maps of the entrainment heat flux contribution to the
temperature variance budget (Fig. 6). Maps for two different
time ranges are shown: from 2 to 100 years (highlighting the
positive values of the entrainment heat flux term) and from
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FIG. 6. Spatial maps of the ocean entrainment heat flux tem-
perature variance term in the (left) fully coupled (FC) and (right)
partially coupled (PC) configurations. (top) The domain-
integrated term as a function of frequency. (middle),(bottom)
Maps of frequency band-averaged budget terms for (middle) 2 to
100 years (highlighted in blue in the top row) and (bottom) 6
months to 1 year (highlighted in purple in the top row). Contours of
SST averaged over 50 years are shown in gray with intervals of 4 K.
The rectangle outlined in black is the western boundary current
separation (CS) region.

6 months to 1 year (highlighting the negative values in FC). The
CS region shows a distinctive signature in FC that is not present
in PC. Across both frequency bands, the CS region in FC acts to
dampen the variance due to entrainment contributions.
However, the different patterns between the two frequency
bands in FC indicate the source of the sign change in the
domain-integrated term: the region where the two gyres meet,
between the CS region and the eastern ocean boundary. This
positive region in the FC 2-100-yr results coincides with the
atmospheric storm track and we infer that the large input of
temperature variance due to the entrainment heat flux stems
from atmospherically driven mechanisms, partially driven by
Ekman pumping. The negative eddy signature in the CS region
opposes the large variance input by entrainment along the gyre
boundaries in FC and is essentially nonexistent in PC-another
indication that the ocean geostrophic eddy field completely
dominates the CS region, and also that this region has different
dynamics than the rest of the domain. Overall, the entrainment
heat flux spatial signature suggests that low-frequency (time
scales longer than 2 years) ocean temperature variability is
largely driven by coupling with the atmosphere, particularly
outside of the CS region.

The above results make it clear that the CS region plays a
crucial role in variance behavior, in that it shows a distinctly
different pattern and greater magnitude of variance than the
rest of the ocean domain, in line with results from Martin et al.
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FIG. 7. Frequency-domain temperature variance budget in the
fully coupled (FC) ocean’s western boundary current separation
(CS) region, depicted by the black-outlined rectangle in Figs. 5 and
6. Solid curves are averages over seven 100-yr periods and semi-
transparent shading indicates the 90% confidence interval.

(2020) that showed the CS region is important for the nonlinear
advection of kinetic energy. To further examine the behavior
in the CS region of the FC ocean, we have plotted the CS
spatially integrated SST variance terms in Fig. 7. As was ap-
parent from the spatial maps in Fig. 5, horizontal advection
adds to the variance; in fact we can now see that it is essentially
the only term that adds variance in the CS region. Separation of
the geostrophic and Ekman components of horizontal advec-
tion (Fig. 5) demonstrates that the majority of the variance-
generating behavior in the CS horizontal advection term is due
to the direct influence of ocean geostrophic eddies on advec-
tion. All other terms dampen the variance at all frequencies.

c. Temperature variance budget in the atmosphere

We now turn our attention to the atmosphere temperature
variance budget, and we remind the reader that we are only
considering the portion of the atmosphere that lies directly
above the ocean. In Fig. 8 we compare three different model
configurations—FC, PC, and AT (atmosphere-only)—all
plotted with the same y-axis scaling for ease of comparison. As
in the ocean, horizontal advection plays a dominant role par-
ticularly at time scales shorter than annual in all three model
runs. The shapes and magnitudes of the curves are similar
across model configurations at time scales shorter than about 2
years. At periods greater than 2 years, radiative heat flux is the
dominant driver of variance in both PC and FC. However, the
magnitude of radiative heat flux in PCis roughly 3 times larger
than that of FC. Radiative heat depends on both ocean and
atmosphere surface temperature and, based on comparison
with the AT results, where it is close to zero across all fre-
quencies, it is clearly influenced by the presence of ocean dy-
namics. Thus, the low-frequency atmosphere is also driven by a
process that stems from coupling with the ocean, further ver-
ifying the existence of a low-frequency feedback between
ocean and atmosphere.

As in the ocean, insight into the behavior of specific atmo-
spheric terms can be obtained from spatial maps. Maps of the
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FI1G. 8. Frequency-domain temperature variance budgets in the
atmosphere (lying just above the ocean) in the (a) fully coupled
(FC), (b) partially coupled (PC), and (c) atmosphere-only (AT)
model configurations. Solid curves are averages over seven 100-yr
periods and semitransparent shading indicates the 90% confidence
interval.

atmosphere’s horizontal advection (left three columns) and
radiative heat flux (right three columns) contributions to the
temperature variance budget for each of the three model
configurations (columns), and across three frequency bands
(rows) of 2 to 100 years, 6 months to 1 year, and 18 to 20 days,
are presented in Fig. 9. As in Fig. 5, temperature, in this case
the time-averaged atmosphere surface temperature (AST), is
contoured. In the highest frequency band shown, the spatial
pattern and sign of horizontal advection is similar across all
three model runs, but the PC map shows a greater magnitude
over the eastern storm track region, aligned with the steepest
gradient of AST. This increased magnitude in PC compared
with FC and AT is thus likely due to the increased meridional
SST gradient in PC, and is also the apparent source of the in-
creased high-frequency variance in the PC AST spectrum in
Fig. 3b. In the midfrequency band shown in Fig. 9, both FC terms
display distinctly different behavior in the CS region (the region
that lies directly above the ocean’s CS region) than in either PC
or AT, and this CS pattern persists at the lowest frequency band,
but not in the highest band. We thus find that the ocean geo-
strophic eddy field has an effect on the atmosphere, but pre-
dominantly in the CS region and at the lower frequencies. The
transition frequency (at which the impact of ocean eddies is
visible in the atmospheric domain) is discussed in section 5.
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The lowest frequency band displayed in Fig. 9 shows dis-
tinctive behavior compared with the other frequency bands.
For both horizontal advection and radiative heat, the spatial
pattern in FC and PC are similar and differ significantly from
that in AT. The greater magnitude of the values in PC com-
pared with FC is again attributed to the steeper temperature
gradient in PC. The similarity in spatial pattern between FC
and PC suggests that the spatial pattern of temperature vari-
ance in the low-frequency atmosphere is set up by the ocean’s
Ekman advection, which is nonexistent in AT. In addition, the
effect of the Ekman term is exaggerated in PC compared to FC
due to the larger temperature gradient, and so we would expect
any behavior due to Ekman advection to display greater
magnitude in PC than in FC. The connection between radiative
heat and Ekman processes is of particular importance since
Figs. 8a and 8b show that radiative heat flux is the primary
driver of low-frequency variance in the atmosphere. We
therefore assert that the low-frequency feedback from the
ocean to the atmosphere occurs via radiative heat, but under-
lying this process is forcing from the Ekman transport in the
ocean. The other difference between the FC and PC patterns
in both terms is the larger magnitude over the CS region
compared with the rest of the domain in FC. As discussed
previously, the larger FC CS magnitudes are attributed to
ocean geostrophic eddies.

5. Discussion and conclusions

We have used a new surface temperature variance
budget frequency technique to identify the underlying
drivers of surface temperature variability in the ocean and
atmosphere across a wide range of time scales in the
medium-complexity Quasi-Geostrophic Coupled Model.
We build upon Hasselmann’s (1976) result that the ocean
integrates high-frequency atmospheric forcing into low-
frequency variability. Our main findings can be summed
up as follows:

e Horizontal advection is essentially the only driver of vari-
ance in each fluid (the ocean and the atmosphere) at annual
and shorter time scales. In the ocean, subannual horizontal
advection is found to be almost entirely driven by geo-
strophic eddies.

e From interannual to multidecadal time scales, the main
driving terms of surface temperature variance in both the
ocean and atmosphere are due to coupling between the two
fluids. Through decomposition of the temperature variance
budget and comparison across model configurations, we
have determined that Ekman processes are at the core of
the low-frequency coupling between the ocean and atmo-
sphere in Q-GCM. Specifically, the ocean surface tempera-
ture variability is largely driven by Ekman pumping via the
entrainment heat flux [especially outside of the western
boundary current separation (CS) region], while the atmo-
sphere surface temperature variability is mostly driven by
radiative heat transfer from the ocean, that is itself largely
determined by the Ekman transport contribution to hori-
zontal ocean advection.
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FIG. 9. Spatial maps of the (left three columns) atmospheric horizontal advection and (right three columns) radiative heat temperature
variance budget terms over the ocean. Three model configurations are shown: fully coupled (FC), partially coupled (PC), and atmosphere-
only (AT). (top) The spatially integrated term as a function of frequency. (remaining rows) Maps of frequency band-averaged budget
terms for the low-frequency band (2 to 100 years, highlighted in blue in the top row), the middle-frequency band (6 months to 1 year,

highlighted in purple), and the high-frequency band (18 to 20 days,

averaged over 50 years are shown in gray with intervals of 4 K.

e Ocean geostrophic eddies drive ocean variance at all time
scales in this study, and are imprinted onto the atmosphere in
the CS region at long time scales.

The influence of ocean geostrophic eddies on surface tem-
perature variance is made clear in our analysis through com-
parison of the fully coupled (FC) system with the partially
coupled (PC) system, where in the latter ocean horizontal
advection depends on Ekman transport processes only (noting
that there is a weak dependence on geostrophy due to the
relative wind stress). In the ocean, horizontal advection is
driven by ocean eddies at time scales shorter than annual. At
longer time scales, eddies continue to play a role, particularly
in the CS region, but are of similar magnitude as the Ekman
contribution to horizontal advection outside of the CS region.
Hence, the ocean geostrophic eddy field plays a major role
throughout the ocean domain, but particularly at high fre-
quencies and in the CS region.

Our ocean CS results agree with and extend the western
boundary current region results from recent studies by Buckley
et al. (2015) and Small et al. (2020). They both find that geo-
strophic contributions to advection drive ocean surface tem-
perature variance, while surface heat fluxes (sensible/latent
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highlighted in pink). Contours of atmosphere surface temperature

heat flux + radiative heat flux) dampen variance in the western
boundary current region, as we also observe (Fig. 7). However,
in their frequency-domain analysis, Buckley et al. (2015) find
that ocean dynamics do not play a role until interannual and
longer time scales. Using a higher-resolution model that re-
solves eddies, Small et al. (2020) find that this balance of ad-
vection and air-sea fluxes in the western boundary current
region holds true at least at monthly time scales, contradicting
the claim of Buckley et al. (2015) that ocean dynamics are only
important at interannual and longer time scales. Our study
combines the use of a frequency-domain analysis with an eddy-
resolving, multidecadal ocean model to show that horizontal
advection drives variance in the ocean CS region at all time
scales resolved in this study, from multidecadal down to nearly
daily time scales.

In contrast to Buckley et al. (2015), Small et al. (2020) also
observe that ocean advection adds variance in regions outside
of the CS area. While the largest values of variance input in
the Q-GCM ocean from horizontal advection stem from the
CS region, Fig. 5 reveals that horizontal advection drives var-
iance throughout the ocean. At subannual time scales, the
geostrophic eddy contribution to advection adds variance
along the atmospheric storm track and at longer time scales
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Ekman advection adds variance in the subtropical gyre. The
Ekman and geostrophic components of advection are also
distinguished in Small et al. (2020), and geostrophic eddies are
found to dominate the advection term, consistent with the re-
sults presented here, particularly at the monthly time scales
investigated by Small et al. (2020). Through examination of
lower-frequency behavior than was studied in Small et al.
(2020), we have further shown that at interannual and longer
time scales the Ekman and geostrophic components contribute
similarly (in magnitude) to advection outside of the CS region,
but with differing spatial patterns (shown in the middle two
columns of Fig. 5).

We have found that Ekman processes play a major role in
driving variability at low frequencies in both fluids, particularly
outside of the CS region. The dominance of Ekman heat
transport has also been noted by Larson et al. (2018), who find
that SST variance is noticeably reduced in the midlatitudes in
the absence of Ekman processes, particularly at the decadal
time scale (this time scale was especially apparent over the
North Pacific Ocean). Our results are in agreement that
Ekman advection plays a major role driving SST variance at
long time scales, although, by resolving eddies in our model, we
determine that ocean eddies are also a large contributor to low-
frequency variance. Additionally, while we do not investigate
the effect of spatial scale on temperature variance, Small et al.
(2020) find that Ekman advection acts at large spatial scales,
which is in line with findings by both Buckley et al. (2015) and
Larson et al. (2018) regarding large Ekman-driven variability
in their low-resolution (i.e., not eddy-resolving) models. With
our result that Ekman advection acts at low frequencies, we
suggest that Ekman processes are important for driving oce-
anic variability at both large spatial scales and long time scales
(interannual to multidecadal).

It is well known that the ocean eddy-driven western
boundary currents can directly influence the atmosphere,
particularly on the location of the storm track via moisture-
driven and cloud-feedback processes (e.g., Small et al. 2008;
Minobe et al. 2008; Smirnov et al. 2015; Kirtman et al. 2017).
Because the Q-GCM atmosphere does not include moisture, it
is difficult to compare specific mechanisms between our study
and studies employing more realistic models. Our work does
show that, even without explicitly resolved moisture processes,
the CS region locally impacts the atmosphere surface boundary
layer at the longer time scales (visible in both horizontal ad-
vection and radiative heat maps shown in Fig. 9). Although not
shown in this manuscript, the distinct CS dynamics become
visible in the atmosphere at around 30 days in both the hori-
zontal advection and radiative heat terms, with the magnitude
increasing with time scale. Thus, ocean eddies are capable of
directly affecting the atmosphere, by injecting variance at
ocean eddy time scales in addition to a more integrated effect
at the longer time scales. This observation also validates the
claim made in section 4a that the greater variance in the FC,
compared with the PC, atmosphere between 30 and 90 days
(Fig. 3b) can be explained by the distinct pattern due to ocean
eddies in the CS region. CS-region ocean eddies also impact
the atmosphere at time scales longer than 90 days, but their
effect is overtaken by other processes elsewhere in the domain.
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Many previous studies on the topic of air-sea coupling stress
the importance of the surface heat fluxes on ocean temperature
variability. For instance, Gulev et al. (2013) calculate the cor-
relation of SST and sensible/latent heat flux in observations, to
confirm the claim by Bjerknes (1964) that the atmosphere
drives SST variability at short (subdecadal) time scales while
the ocean drives SST variability at long (multidecadal) time
scales (outside of eddying regions). Their reasoning relies on
the assumption that the surface heat fluxes are atmospherically
driven such that if there is correlation between sensible/latent
heat flux and the SST field, this indicates that the atmosphere is
driving SST. Our approach instead suggests that surface heat
fluxes tend to dampen the ocean’s SST variability more than
drive it (see Fig. 4a). Furthermore, we consider the surface heat
fluxes to be inherently coupled terms, and have shown that the
radiative heat flux in the atmosphere is largely driven by
Ekman advection in the ocean, which itself arises from atmo-
spheric winds. Our results show that it is difficult to determine
whether the atmosphere drives the ocean or vice versa, but we
can conclude that there is intense coupling occurring at inter-
annual and multidecadal time scales generating variability in
both the ocean and atmosphere.

Coupled modes of low-frequency variability at near-decadal
time scales (on par with the low-frequency ocean—atmosphere
coupling we find in this study) have been highlighted in numerous
other studies, and have been attributed to various mechanisms
such as advection (Sutton and Allen 1997; Menary et al. 2015) or
mechanical ocean-atmosphere feedback (Wu and Liu 2005;
Kravtsov et al. 2007). Our results point to advection as playing a
major role in temperature variance in both fluids, especially in
the western boundary current. However, we attribute the low-
frequency coupling observed in this study to a combination of
Ekman processes and radiative heat flux. While we do not examine
specific modes of variability, the mechanisms underlying the low-
frequency ocean—atmosphere coupling in this paper could help
pinpoint the driving forces of such decadal-scale coupled modes.

This work has been carried out on a dynamically rich but still
idealized ocean—-atmosphere model, without small-scale pro-
cesses like atmospheric convective storms or cloud feedbacks,
which are known to be important in air-sea interaction (e.g.,
Small et al. 2008; Minobe et al. 2008). However, our results can
guide the analysis of more realistic models in which it may not
be feasible to calculate or save all of the terms necessary to
close the temperature variance budget. Specifically we have
used a novel frequency-domain approach to show that advec-
tion and Ekman processes are key players in air-sea coupling,
and that interannual to multidecadal climate variability is
dominated by coupling between the two fluids. As a comple-
ment to the ever increasing resolution and complexity of global
climate models, we wish to stress the potential of medium-
complexity models such as Q-GCM to enrich our under-
standing of the physical processes involved in air-sea coupling.
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APPENDIX

Heat Flux Formulations in Q-GCM

The heat flux terms in Eqgs. (1) and (2) are defined as follows
(with the superscript o denoting ocean and superscript a de-
noting atmosphere). At the air-sea boundary the heat flux
formulations are as follows:

FL+F, + F] — Overocean
Atmosphere:
F_ — Over land

Ocean:{°F,= —F, —F] —F},— F,,
F, =X(°T,—“T, ) — Sensible and latent heat
Fl =D/ T, — Oceanicradiative heat

F) =D}T, — Atmosphericradiative heat over ocean

F, . - . .
F ()= 7‘ sin {M} — Incomingshortwave solarradiation.

%
(A1)

At the boundary of the mixed layer with the quasigeostrophic
layer 1, the heat flux formulations are the following:

Atmosphere:{F, = F) + F} +“F¢,

F)l=Bl‘n +D}T — Upwardatmospheric
mixed layer radiation

F} = Ah"n1 + Bl“’nm — Downward atmospheric
layer 1 radiation

‘F, =", “m, — Atmospheric entrainment

heat flux
Ocean:{"F,"~ = —0.5°p°C,(°T,, = °T)w,, .

°F¢" — Oceanic entrainment heat flux (A2)
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TABLE Al. Constants in Q-GCM heat flux terms.

Parameter Value

A 35

B 0.15

D} 6.427

D}, —-3.234

B}, -0.021

D] 2.965

Al 1.68632 X 1073
B} 0.011

The atmosphere surface perturbation height is denoted “m,,
and first layer height perturbation “n;. The constant “¢,, is the
rate of relaxation of atmospheric mixed layer height
anomalies.

As mentioned in section 2a, the atmospheric mixed layer
height evolves in time and is given by

ad
—("h,)=—(Cu "h ) — (v “h ) —‘ |, (A3)
dt m m m’x m m’y m
where
‘¢
‘e, = e iy M (A4)
“p Cp( T1 - Tm)
The stress formulation in the atmosphere is given by
a M(“v, —°v)) + (a + b)M(“u, —u,)
b 1+ (a+by*M?
ap— M("u1 - 0”1) —(a+ b)M(”v1 - ”vl)
b 1+ (a+b)>*M? ’ (A3)
where
C “pC
M=|"a —‘u ’a:a_D,b:H—D. A6
‘ " "1| Hme op Hme ( )

Many of the variables and constants used above have already
been described in section 2 or in Table 1. The values of the re-
maining parameters shown here are included in Table Al. All
nonderived model parameters were tuned by Jeff Blundell and
Chris Wilson (personal communication, 19 May 2015), based on
the method explained in Wilson et al. (2015) section 2a.
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