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Abstract: Recent advancements in nanofabrication technology has led to commercialization of
single-chip polarization and color-polarization imaging sensors in the visible spectrum. Novel
applications have arisen with the emergence of these sensors leading to questions about noise
in the reconstructed polarization images. In this paper, we provide theoretical analysis for
the input and output referred noise for the angle and degree of linear polarization information.
We validated our theoretical model with experimental data collected from a division of focal
plane polarization sensor. Our data indicates that the noise in the angle of polarization images
depends on both incident light intensity and degree of linear polarization and is independent
of the incident angle of polarization. However, noise in degree of linear polarization images
depends on all three parameters: incident light intensity, angle and degree of linear polarization.
This theoretical model can help guide the development of imaging setups to record optimal
polarization information.

© 2021 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Advancements in nanofabrication technology over the last decade has led to the development and
commercialization of both single-chip polarization and color-polarization imaging sensors in the
visible spectrum [1]. These novel polarization sensors, often described as division of focal plane
[2-8] or bio-inspired sensors [9-12], monolithically combine pixelated polarization filters with an
array of CCD or CMOS imaging elements. Several technological challenges had to be overcome
to make this technology a viable commercial success. First, nanofabrication challenges associated
with fabrication of pixelated polarization filters and integration with an array of imaging elements
had to be addressed [8,13,14]. The size of the nanowires that comprise individual pixelated
polarization filters must be at least 5 times smaller than the shortest wavelength of interest.
For example, to capture polarization properties of a target in the blue spectrum (i.e., 400 nm
wavelength), the width of the nanowires should be less than 80 nm. Although today’s advanced
CMOS technology can fabricate transistors and metallic lines with sizes of around 20 nm or less,
these fabrication features are typically only available for digital circuits and not for analog circuits
and imaging sensors. Imaging sensors are fabricated in larger feature technologies (90 nm or
larger) with optimized photodiodes to achieve low noise (temporal and dark current) and high
quantum efficiency sensors [15]. Hence, polarization filters had to be fabricated using specialized
lithography processes not typically available for imaging technology. Second, combining color
and polarization imaging on a single chip further introduced complexity and cost in the fabrication
process. Color filters are realized using various polymers while polarization filters are fabricated
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using aluminum nanowires — two fabrication technologies that are incompatible. Monolithic
integration of both types of filters required extensive research and development. An alternative
approach is to use vertically stacked photodiodes with pixelated polarization filters to sense both
color and polarization properties [10]. The fabrication complexity and cost in the latter case is
shifted from the filters to the CMOS fabrication of the vertically stacked photodiodes.

The first single-chip polarization imaging sensor for the visible spectrum was achieved by
integration of pixelated polarization filters with an array of CCD elements [3]. This concept was
later extended to incorporate both color and polarization information by using vertically stacked
photodiodes as a substrate [10,16]. Since 2018, Sony has made polarization imaging technology
commercially available [1]. Over the last decade, many new applications have emerged which
have taken advantage of the single chip architecture for polarization imaging, such as early cancer
detection [17,18], underwater geolocalization [19], aerosol monitoring [20,21], discovery of new
polarization-based behaviors in marine animals [22—-24], computer vision applications [25-27]
and microstructural analysis of collagenous tissues [28,29].

The emergence of new applications spearheaded by the development of single-chip polarization
cameras has raised questions regarding signal-to-noise (SNR) ratio in polarization images, namely
output metrics of angle of polarization (AoP) and degree of linear polarization (DoLP). Since
many application-specific algorithms are based on AoP and DoLP images, the noise properties of
these images are typically directly correlated to the confidence in the observed results: higher
SNR in AoP and DoLP images means higher confidence in the observed polarization-based
physical phenomena. For example, accurate identification and differentiation of cancerous tissue
from healthy tissue based on light scattering recorded with AoP and DoLP images strongly
depends on the SNR of these polarization images [9]. Similarly, the accuracy of the underwater
geolocalization is strongly affected by noise in the AoP images, among other factors [19]. Thus,
for these examples, and many other potential applications of polarization imaging, it is important
to understand what factors influence the noise properties of both AoP and DoLP.

In this paper, we aimed to elucidate the noise and SNR properties of AoP and DoLP images
captured by a single-chip polarization camera by 1) developing a rigorous theoretical model for
both noise and SNR of the reconstructed polarization images; 2) utilizing Monte Carlo simulations
to evaluate the SNR properties of AoP and DoLP images; and 3) performing experimental
measurements to validate the theoretical models for the SNR of the polarization images.

2. Theoretical model for SNR in polarization images

2.1. Modeling input referred noise in division of focal plane polarimeters

Single-chip polarization imaging sensors combine four distinct pixelated polarization filters,
repeated across the entire imaging array. The four pixelated polarization filters comprise one
super-pixel and have transmission axes at 0°, 45°, 90° and 135°. The incident light on the imaging
sensor is first filtered by the four individual polarization filters before being absorbed by the
underlaying silicon photodiode. The photon-generated electron-hole pairs in the four photodiodes
within the super-pixel configuration, which are also commonly referred to as photo-charges, will
be denoted as Iy, I4s, Iog and I;3s.

The units of Iy, 145, Igg and 135 are number of electrons [e™] accumulated at the photodiode
during one exposure cycle. These photodiode charges are first converted to photovoltage, followed
by voltage amplification and, finally, analog to digital conversion before transmitting the data
off-chip. This is a linear conversion process characterized by a conversion gain factor, which
is sensor specific and has units of digital value per electron [DV/e™]. Hence, the digital values
obtained at the output of the image sensor can be referred back to the input (i.e., photo charges
at the photodiode) by dividing the output by the conversion gain. Since we are interested in
the noise characteristics of the polarization images, all observations will be input referred at
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the photodiode node to avoid effects introduced by amplifications circuits. Hence, the AoP and
DoLP values in this model are computed at the photodiode node.
The AoP and DoLP values can be computed as shown by Egs. (1) and (2):

1 S
AoP = Earctan(ﬁ) (1
{2+ 82
DolP=-1——. 2
So

In the above equations, Sy, S; and S, are the first three Stokes parameters, which are computed
via equations (3) through (5):

So = 1o+ Iop = Iss + 1135 3
S1 =1y — Iy 4)
Sy = Ius — I13s. )]

The two polarization quantities of interest, AoP and DoLP, will have uncertainty due to the noise
associated with the four individual photodiodes. There are several independent noise sources
in the signal path: 1) thermal noise due to the read-out electronics, such as source follower
amplifier, current biasing circuitry, amplifiers, analog to digital converter and others; 2) reset
noise due to the pixel transistor used to reset the photodiode and 3) shot noise associated with the
photon generated electron-hole pairs in the photodiode. Reset noise is mitigated with the use of
correlated double sampling circuitry, while read-out noise is minimized to few input referred
electrons using advance pixel and read-out circuitry.

The photon generated electron-hole pairs will either diffuse or drift to the positive or negative
end of the photodiode and contribute to the overall photocurrent. The uncertainty associated
with the photon generated electron-hole pairs is described by Poisson statistics: the variance of
the photon generated electron-hole pairs is equal to the mean of the electron-hole pairs in the
photodiode. When large number of electron-hole pairs are generated in a photodiode, the Poisson
distribution can be approximated as a normal distribution. Therefore, the noise associated with
the four individual photodiodes, which is also known as shot noise, can be represented via the
standard deviations of the photon generated electron-hole pairs, as shown below:

T Shot Noise at 10.45,90’135 = V 10,45,90,135 . (6)

In addition to the shot noise, each pixel will also experience uncertainty due to the read-out
noise. If the input-referred read-out noise per pixel is equal to R electrons, then the total
input-referred noise per individual pixel can we represented as:

— 2 2
0-10’45*90'135 - JO-ShotNaixe at I 45.90.135 + R . (7)

It can be observed from Eq. (7), that at low light intensities, the contributions of both read-out
electronics and photon shot noise are important. However, for moderate to high light intensities,
the photon shot noise dominates the total noise from the pixel and the read-out noise can be
ignored.

Since the noise in the AoP and DoLP quantities depend on the total noise generated by the four
photodiodes within a super-pixel, standard error propagation technique can be used to determine
the overall noise as shown by Egs. (8) and (9):
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From Egs. (8) and (9), we can observe that the noise in the AoP and DoLP parameters is a
weighted average of the noise from the four individual photodiodes scaled by the partial derivative
of the AoP and DoLP with respect to individual photodiode charges. The partial derivatives of
AoP and DoLP with respect to the individual photodiode charges are shown in the Appendix.

2.2. Modeling noise in angle and degree of linear polarization images for low light
intensities

For low light intensities, both input referred read-out noise and shot noise are important factors
for the total noise per pixel. After substituting the results of the partial derivatives in Egs. (8) and
(9) and further simplifying the mathematical expressions, the noise in the AoP and DoLP can be
represented by Eqgs. (10) and (11), respectively:

1 R?
= + 10
gaop \/4 «DoLP? S 2+ DoLP? « §2 (19)

1 — DoLP? cos(4 « AoP) 2R x (DoLP? + 1)
OpoLP = + . (11)

A Sg

In Egs. (10) and (11), the first term is the contribution due to shot noise and the second term
is the contribution of the read-out noise to the final noise figures. It can be observed that the
read-out noise component in Egs. (10) and (11) is inversely proportional to the square of the total
intensity. As the light intensity increases, the contributions of the read-out noise diminish and
shot noise dominates the total noise figure in angle and degree of linear polarization.

2.3. Modeling noise in angle and degree of linear polarization images for moderate
light intensities

When using polarization sensors to image moderate to bright light intensities, read-out noise
contributions are typically minimal compared to shot noise and can be ignored in this model. If
we ignore the read-out noise in Eq. (7) and then substitute the results of the partial derivatives in
Eqgs. (8) and (9), the noise in the AoP and DoLP can be represented by Egs. (12) and (13):

1
g 12
A« DoLP S, (12)

13)

ODoLP =
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These results imply that the noise in AoP is only affected by the incident intensity and degree of
linear polarization but is independent with respect to the incident angle of polarization. However,
the noise in DoLP is a function of all three Stokes parameters, thus indicating that DoLP depends
on the incident intensity, angle and degree of linear polarization.

Finally, the SNR for AoP and DoLP are shown in Eqgs. (14) and (15):

SNRAop = = 27 DoLP /S, (14)

TAoP
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In Eq. (14), the maximum possible AoP is used in the numerator (i.e. & radians) to avoid
penalizing low incident angles of polarization (e.g., AoP = 0°). From the above equations, we
can observe that the SNR of AoP depends on both light intensity and DoLP, while the SNR of
DoLP depends on the first three Stokes parameters (contained within the definition of DoLP) in a
more complex manner.

2.4. Output referred SNR for angle and degree of linear polarization

Up to this point, we have derived a closed-form solution for SNR for the angle and degree of
linear polarization values referred at the input node (i.e., at the photodiode node). However,
when we use polarization imaging sensors, we obtain pixel data that has been converted from the
photodiode charges to an output digital value, which is a linear conversion process characterized
by the sensor’s conversion gain factor. For example, the digital output value for the four pixels
can be represented by Eq. (16):

DV 590,135 = K * 1n.45.90,135- (16)

In Eq. (16), DV, represents the digital value from one of the four pixels within the super-pixel
configuration and K is the conversion gain in unit digital value per electron [DV/e™]. The AoP
and DoLP information at the output can be computed using Egs. (1) and (2) by substituting the
photodiode charges (Z,) with the output digital value (DV;). Since AoP and DoLP are unitless
quantities, (i.e., the conversion gain in the numerator is canceled by the conversion gain in the
denominator, provided that all pixels have the same conversion gain), the input referred and
output referred AoP and DoLP values are the same.

However, the output referred AoP and DoLP noise is VK times smaller than the input referred
AoP and DoLP noise, respectively, as shown by Egs. (17) and (18):

o _ 1 1 1 _ OAoP@input (17)
AoP@output — 2 DoLP \/I(*—SO = \/?

o _ K2« (S% - S% + S%) _ ODoLP@input (18)
DoLP @output K3 * Sg \/f .

Substituting Egs. (17) and (18) into Egs. (14) and (15), we can observe that the output referred
SNR is VK times higher than the input referred SNR for both AoP and DoLP parameters. Since
AoP and DoLP information is typically computed at the output, the SNR of AoP and DoLP images
can be improved by increasing the gain of the amplification circuitry at the cost of decreasing the
imager dynamic range by the same amount. To avoid confusion when comparing SNRs between
different polarization images, where the signal gain might not be the same, it is customary to talk
about input referred noise and input referred SNR of the polarization images.

2.5. Simulating input referred SNR for angle and degree of linear polarization

Figure 1 shows the simulated SNR for AoP and DoLP as a function of various incident light
intensities and DoLP levels using Eqgs. (14) and (15). The incident light intensity is represented
as a number of incident photons per photodiode for one exposure period. We also assumed
that the quantum efficiency for the sensor was 100% (i.e., each incident photon generates one
electron-hole pair on the photodiode). Since most division-of-focal-plane sensors have pixel well
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Fig. 1. Simulated SNR of (a) AoP and (b) DoLP as a function of light intensity and DoLP.
The simulation results are obtained using closed form solution for the SNR of AoP and
DoLP, respectively.

depths of ~10,000e™ [1,3], the range for the incident light intensity was selected to be between
10 and 10,000 photons per photodiode per exposure period.

The SNR of AoP was observed to increase with higher incident intensity and higher DoLP.
The SNR of the DoLP also followed a similar trend but had smaller overall SNR compared to the
AoP SNR. To summarize, linearly polarized light produced the highest SNR in both AoP and
DoLP images. Furthermore, increased light intensity also yielded higher SNR in polarization
images.

3. Monte Carlo simulation of the AoP and DoLP SNR

In the previous section, we used an error propagation technique to derive a closed-form solution
for the SNR for AoP and DoLP quantities. Next, we used a Monte Carlo (MC) approach to
validate the accuracy of the simulation results obtained from the theoretical model described by
Egs. (13) and (14). MC simulations use random sampling of the input variables together with
a noise-less mathematical model to compute statistics at the output. The statistics of the input
variable are known a priori, which enables proper sampling of the input signal before computing
the final output. After many individual simulations are performed, the statistics at the output
can be computed. This process is very attractive because each run is independent and, with the
utilization of graphics processors, statistics at the output signal can be quickly computed without
the need of deriving complicated error propagation equations [30].

For the MC simulations, we used equations (1) through (6) to determine the SNR for AoP
and DoLP quantities. Equations (1) through (5) established the mathematical framework for
computing AoP and DoLP quantities based on four noise-less input variables (i.e., accumulated
photo charges in the four photodiodes under the pixelated polarization filters). Equation (6)
provided statistics for the four input variables, which were used to guide the random draw
of values for the four photodiodes for a given mean signal and compute the two polarization
quantities of interest.

Instead of specifying a range of photo charges accumulated on the four individual photodiodes
in the MC simulation, we specified three different input variables: intensity, angle and degree of
linear polarization for the incident light. Based on these three inputs, we computed the standard
deviations on the reconstructed angle and degree of linear polarization. For a given light intensity,
angle and degree of linear polarization, the photon generated electron-hole pairs at a photodiode
were computed using Eq. (16), under the assumption that each incident photon generates one
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electron-hole pair in the photodiode:
1
1(6) = Elo[l + DoLP * cos(26 — 2 = AoP)]. (19)

In Eq. (16), Iy is the total number of incident photons per pixelated filter during one exposure
period and 6 is the transmission axis of the individual pixelated polarization filter. After the mean
photo charges in the four individual photodiodes were computed using Eq. (16), the standard
deviation within each photodiode was defined by the shot noise represented by Eq. (6). Hence,
for the MC simulation, we acquired 20,000 samples per photodiode from a Poisson distribution
with a mean signal defined by Eq. (16). For each randomly selected sample, AoP and DoLP
quantities were computed using equations (1) through (5). The noise for the AoP and DoLP
quantities were computed as the standard deviation of the resulting AoP and DoLP quantities
from all 20,000 input samples. The SNR was accordingly computed by dividing the mean with
the standard deviation of the output polarization signal.

The SNR for AoP and DoLP quantities computed via a MC simulation are shown in Fig. 2. In
these simulation results, the incident AoP was set to 60°, while the DoLP was varied between 0
and 1. The root mean square error between the theoretical and MC results for AoP and DoLLP
were 0.59 and 0.60, respectively. These results demonstrate that our theoretical model and MC
simulation matched very well. The RMSE could be further decreased by increasing the number
of randomly selected input samples at the expense of longer simulation time. The MC approach
demonstrates the feasibility of providing quick estimate for the SNR of AoP and DoLP without
deriving complicated mathematical framework.

Angle of Polarization SNR (dB)
gree of Linear Polarization SNR (dB)

8
8
= De

(b)

Fig. 2. (a) Monte Carlo simulation of AoP SNR as a function of light intensity and DoLP
and (b) Monte Carlo simulation of DoLP SNR as a function of light intensity and DoLP.

4. Experimental data and results
4.1. Experiment setup

The next step was to measure the SNR of the reconstructed AoP and DoLP quantities using a
commercially available polarization sensor and compare these results to our theoretical model.
To this end, a narrow-band red LED (LZ4-00R108, OSRAM) was coupled to an input port of an
integrating sphere to create uniform and depolarized output illumination. The output from the
integrating sphere passed through a linear polarizer (LPVISB100-MP, Thorlabs) followed by a
quarter-wave plate (WPMQ10M-633, Thorlabs) before illuminating a polarization sensor (FLIR
Blackfly S BFS-U3-51S5P).
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The linear polarization filter and quarter wave plate were mounted on separate computer-
controlled rotational stages and independently rotated between 0° to 180° in increments of 6°.
The independent rotation of these two polarization elements, helped generate a variety of different
angles and degree of linear polarization for the incident illumination on the image sensor.

The image sensor was equipped with a 50mm Tamron F/2.8 lens (M112FM50). The aperture
of the lens was set to /16 to minimize optical crosstalk between neighboring photodiodes. The
exposure time of the polarization sensor was swept between 200 us to 47 ms in steps of either
I ms or 2ms. A total of 1,000 images were collected for each incident illumination (19 different
exposures) and different DoLP level. Four pixels in the middle of the image sensor were selected
for analysis. If one of the four pixels was saturated or clamped to the lowest output value, these
pixels were not used to compute polarization information. The data from the four pixels were
referred back to the input by dividing the digital numbers by the conversion gain. Next, input
referred angle and degree of linear polarization were computed. Mean and standard deviation
were computed on the input referred data from the 1,000 images.

4.2. Computing conversion gain

The conversion gain for the image sensor was computed using photon transfer curve (PTC)
method published in the literature and shown in Fig. 3 [31]. Briefly, 10 sets of 1,000 images
were collected as exposure was varied between 20 us and 50 msec. Dark frames (n=1,000) were
collected with no light input to the camera and averaged to create an offset image. Figure 3 shows
the variance vs. average signal minus the offset. The conversion gain of the sensor was equal to
the slope of this curve (i.e., 0.35 DV/e™).

1000 %
800
600
400

200

Temporal Noise Variance (DN2)

y=0.35*x +6.62

500 1000 1500 2000 2500
Average Signal - Offset (DN)

Fig. 3. Photon Transfer Curve: noise variance versus average effective output signal

4.3. Experiment results and discussion

Figure 4 shows the SNR for AoP and DoLP computed from the data collected from a division of
focal plane polarimeter, along with the theoretical SNR for AoP and DoLP (i.e., closed form
solutions). The measured SNR for both AoP and DoLP closely followed the theoretical model.

Figure 5 shows 2-D cross-sectional profiles from the data presented in Fig. 4 for SNR of the
AoP (Fig. 5-(a)) and DoLP (Fig. 5-(b)) for three different light intensities. In these plots, it can be
observed that higher SNR was achieved at larger incident intensities and higher DoLP for the
incident light. The figure also shows the results of the theoretical models when the read-out
noise is either included or not. For low light intensities (204 incident photons), the experimental
data matched better with the theoretical model that included the read-out noise because both
read-out noise and shot noise are important contributors to the total noise per pixel in low light
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Fig. 4. (a) Experimental and theoretical SNR of AoP and (b) experimental and theoretical
SNR of DoLP

settings. However, as the incident intensity was increased to ~2,000 photons or higher, both
theoretical models converged to the same result and matched the experimental data very well. In
these cases, the shot noise dominates the total noise figure and contributions of the read-out noise
are minimal. Due to noise in the optical setup, several data points deviated from the theoretical
model especially at low light exposure time.
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Fig. 5. (a) 2-D cross profile of experimental and theoretical SNR of AoP and (b) 2-D cross
profile of experimental and theoretical SNR of DoLP

Figure 6 shows SNR for AoP for different incident angle of polarization and DoLP levels.
It is interesting to note that the SNR of AoP quantity is independent on the incident angle of
polarization as predicted by the theoretical results. Higher SNR of AoP quantity is achieved with
larger incident intensity (Fig. 6(a)) and highly polarized light (i.e., higher DoLP of the incident
light; Fig. 6(b)). For low light intensities (~200 incident photons), the inclusion of the read-out
noise in the theoretical model better represented the experimental data.
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Fig. 6. 2-D cross profile of experimental and theoretical SNR of AoP as a function of
different incident angles of polarization for (a) different light intensities and (b) different
degrees of linear polarization

5. Conclusion

In this paper, we presented both theoretical and experimental data for SNR in AoP and DoLP
quantities. The emergence of commercial polarization imaging sensors has reinvigorated the
field of polarization imaging. Many novel applications have emerged in the last couple of years,
ranging from discoveries in the biomedical field to remote sensing. As these and other new
applications emerge, it is important to understand the various contributions of noise in the
reconstructed polarization images. Optimization of imaging setups is necessary to acquire better
polarization data. In this spirit, we derived a theoretical model for the expected noise and SNR in
polarization images. Experimental data was collected from a commercially available polarization
sensors and these data matched closely with the theoretical model.

From our theoretical model, we can state that the SNR for AoP data depends on both intensity
and degree of linear polarization. The SNR for DoLP data depends on all three quantities of the
incident light: intensity, angle and degree of linear polarization. Furthermore, the output referred
AoP and DoLP noise was VK times smaller compare to the input referred AoP and DoLP noise
(where K is the conversion gain of the sensor). Increasing the amplification would decrease the
dynamic range of the sensor and has to be carefully optimized for a given application. The Monte
Carlo approach has been extensively used to estimate noise in both linear and non-linear systems.
The simplicity of this method can help guide the development and optimization of division
of focal plane sensors that utilize an alternative super-pixel configuration. These guidelines
can help optimize future polarization-based imaging applications, such as underwater based
geolocalization, microstructural organization in biological tissues, early cancer detection and
others.

Appendix: Partial derivatives of angle and degree of linear polarization

The final result of the partial derivative of the angle of polarization and degree of linear
polarization with respect to the photo charges at the four different photodiodes are shown by
equations (A1) through (AS8):
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