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Abstract

External electric fields have proven to be an effective tool in catalysis, on par with

pressure and temperature, affecting the thermodynamics and kinetics of a reaction.

However, fields in molecules are complicated heterogeneous vector objects, and there

is no universal recipe for grasping the exact features of these fields that implicate reac-

tivity. Herein, we demonstrate that topological features of the heterogeneous electric

field within the reactant state, as well as of the quantum mechanical electron density –

a scalar reporter on the field experienced by the system – can be identified as rigorous

descriptors of the reactivity to follow. We scrutinize specifically the Diels-Alder reac-

tion. Its 3-D nature and the lack of a singular directionality of charge movement upon

barrier crossing makes the effect of the electric field not obvious. We show that the

electric field topology around the dienophile double bond, and the associated changes

in the topology of the electron density in this bond are predictors of the reaction bar-

rier. They are also the metrics by which to rationalize and predict how the external
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field would inhibit or enhance the reaction. The findings pave the way toward design-

ing external fields for catalysis, as well as reading the reactivity without an explicit

mechanistic interrogation, for a variety of reactions.

Introduction

External electric fields, Eext(r), have been shown to play a powerful role in redox chemistry,1

enzyme catalysis,2,3 heterogeneous catalysis,4–6 and zeolite catalysis.7 In general, electric

fields should be able to influence the kinetics of any reaction that includes reagent polariza-

tion during transition state (TS) crossing by stabilizing or destabilizing charged-separated

resonance contributors.8 External electric fields break the canonical idea that a catalyst has

to be a reaction-specific chemical entity, e.g. a molecule or surface. It is even hypothesized

by Warshel that enzymes operate primarily under electrostatic preorganization: the idea

that the protein scaffold that does not directly participate in the reaction imparts an op-

timally oriented electric field by which to increase the enzyme’s efficiency.2,9,10 This effect

has been extensively studied experimentally and theoretically in the Ketosteroid Isomerase

protein.3,11–21 Computational studies on external electric field catalysis have also shown that

external fields can dictate stereoselectivity of reactions.22–24 Further, within the cytochrome

P450 enzyme, an oriented electric field can switch the enzyme from catalyzing a C-H hy-

droxylation to a C=C epoxidation.1 That is, by just switching the direction of the field

along the Fe=O bond, the reaction flips from hydroxylation to epoxidation. External elec-

tric fields have also been predicted to drive polar molecules to aggregate through enhanced

H-bonding and π-stacking.25 Understanding the role that electric fields can play in catalysis

and learning how to control them is of great interest.

Many useful reactions involve rearrangements in three dimensions (3-D), with electrons

relocating in multiple areas (aka arrow-pushing), and thus without an obvious singular di-

rection along which to apply an electric field for catalysis. The Diels-Alder reaction is one

of them. It is a powerful organic reaction that, in a single concerted step, forms two carbon-
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carbon single bonds with a total of four stereocenters. Despite the complexity, computa-

tional studies indeed showed that external fields can control its barrier, stereospecificity, and

endo/exo selectivity.8,22,24,26,27 In particular, Shaik has shown that ∆E‡ of the Diels-Alder

reaction can be affected by a rather strong electric field (∼ 50 MV/cm) along the direction

of bonds formation (z-direction in Scheme 1), via modulating the degree of charge transfer

at the TS.24 Note that, in these studies, the starting orientations of the reactants was fixed.

In reality, a large external field causes the pre-existing and induced dipoles in the system to

align with the field. Returning to the reactive configuration, then, comes with an entropic

penalty, and decoupling this part of ∆S‡ from the pure effect of the field on ∆G‡ and the re-

action rate becomes non-trivial. The problem was circumvented elegantly by Coote et al.,28

who attached the reactants to a surface and a STM tip and applied an oriented external

electric field across the Diels-Alder reaction. A five-fold increase in the reaction rate was

measured.28 Outside of such an involved setup, fields that can be realistically applied to a

reaction without causing reagent reorientation need to be milder. For example, an enzyme

scaffold would exert a field on order of ∼ 10 MV/cm, which is at least an order of magnitude

smaller than the field produced by the active site itself.12,29,30
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Scheme 1: Orientation, as considered in this study, (x, y, and z direction) within the
Diels-Alder reaction between cyclopentadiene and ethylene.
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Note that a field, E(r), experienced by atoms in a molecular system is a complicated

heterogeneous vector object. Electrons (or electron density, ρ(r)) and nuclei in the system

themselves contribute to the majority of this field, Eint(r), which in turn affects ρ(r) and

nuclear coordinates. Of course, Eint(r) is also a part of the quantum mechanical wave

function. The external field, Eext(r), which is applied to a system acts as a perturbation.

The overall portrait of the intramolecular field is therefore by far more intricate than a

uniform vector, and this is likely important for reactions where more than one local dipole is

created and more than one bond is shifted. Majority of interesting organic reactions belong

to this class. Generally, because the field is largely a result of the system geometry, plus

Eext(r), its signature can be found in ρ(r), and should be reflected in reactivity. This can

be shown most conveniently when nuclear coordinates are restrained or minimally affected

by the field, for example in enzymes.12,29

In this work we offer a way to detect, analyze, and compare the full heterogeneous in-

tramolecular vector fields, E(r), (with or without Eext) for the Diels-Alder reaction free of

restraints. Three variations of the Diels-Alder reaction are considered: cyclopentadiene with

ethylene, 1-methoxycyclopentadiene with cyanoethylene, and cyclopentadiene with maleic

anhydride (Scheme 2); which sample a range of polarities. We show that, while the in-

tramolecular field is complicated, features in it can be identified such that they can serve as

descriptors of reactivity, even for the apolar version of the reaction (Scheme 2a). We derive

field-based descriptors, which allow predicting the reaction barrier, ∆G‡, without an actual

calculation of the TS. This result testifies that the intramolecular field is a fundamental met-

ric of reactivity, and brings a great convenience to computation of reaction mechanisms, let

alone providing a rigorous descriptor set for PCA or machine learning. In addition, because

E(r) and ρ(r) are interdependent, features in ρ(r), in geometric correspondence with the

important features of E(r), are also reactivity predictors.
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Scheme 2: The three Diels-Alder reactions considered in this study: (a) non-polar reac-
tion of cyclopentadiene and ethylene; (b) polar reaction of 1-methoxycyclopentadiene and
cyanoethylene; and (c) moderately polar reaction of cyclopentadiene and maleic anhydride
polar.
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Computational Methods

All calculations were performed in TURBOMOLE 6.6.31–41 Geometries were optimized with

the B3LYP functional42–45 and the def2-SVP basis set.46 Note that B3LYP has been shown to

perform well for Diels-Alder reactions; however, it has also been shown to overestimate barri-

ers for polar cycloadditions.47 Numerical frequency calculations were performed at the same

level of theory to confirm the presence of either 0 imaginary frequencies (reactant/product

state) or 1 imaginary frequency (TS). Final electronic energies were evaluated with a larger

triple-ζ with polarization (def2-TZVP) basis set.48 We used the harmonic approximation

from the frequency calculations to calculate the free energy of the system. Implicit solva-

tion was modeled using the conductor-like screening model (COSMO)49 with the dielectric

constant set to 80 to mimic that of a polar solvent such as water. The external electric

field, Eext, applied to the Diels-Alder reaction varied in strengths from −0.002 to +0.002

a.u. (1 a.u. is 51.4 V/Å). All the results discussed are for the field applied in the z-direction

(Scheme 1), as it has the strongest effect on the reaction from the findings by Shaik.24 Our

maximum field applied is roughly ±10 MV/cm, again, inspired by enzymes.12,29,30

Topological analysis of E(r) (by E(r) we mean either Eint(r) in the absence of Eext, or

Eint(r) + Eext when Eext is present) was performed similarly to our previous study,29 using

the global distribution of stream lines first proposed by Dinh and Xu in the field of fluid

mechanics.50 In brief, we apply a grid to discretize the electric vector field in the molecular

regions of interest (2× 2× 4 Bohr3 in volume), with E(r) calculated from the wavefunction

in TURBOMOLE using Equation 1.

E(r) = −

∫
dτ ′

ρ(r′) (r− r′)

|r− r′|3
+
∑
i

Zi (r−Ri)

|r−Ri|
3

+ Eext (1)

We then randomly sample two points that lie on the same streamline, α, and compute the
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mean curvature, κ (Equation 2), and Euclidean distance between these two points.

κ =
|α′ × α′′|

|α′|3
=

|E(r)× E′(r)|

|E(r)|3
(2)

For each region, we sample 100, 000 points, and construct 2D histograms of mean curvature

versus Euclidean distance. We then use the χ2 metric to compute the distance between each

pair of histograms. The χ2 distance between two, N -bin, normalized histograms f and g is

given by Equation 3.

χ2 : D(f, g) =
1

2

N∑
i=1

(f [i]− g[i])2

f [i] + g[i]
(3)

The range of the χ2 metric is [0, 1] with values close to 0 representing topologically similar

vector fields, and values close to 1 representing topologically distinct vector fields.

The Quantum Theory of Atoms in Molecules (QTAIM) analysis of the electron density

was performed using the AIMALL software.51 QTAIM is a mathematically rigorous formal-

ism that partitions ρ(r) into atomic basins that are defined by zero-flux surfaces, i.e. surfaces

such that the normal vector at any point on the surface, n(r), satisfies Equation 4.52–55

∇ρ(r) · n(r) = 0 (4)

There are 4 types of critical points of ρ(r) (rc such that ∇ρ(rc) = 0) that are dependent

on the curvature of ρ(rc): nuclear critical points, bond critical points (BCP), ring critical

points (RCP), and cage critical points (SI Figure S4). BCP are saddle points on a ridge in

ρ(r) that is minimized along the bond direction, but maximized in all other directions. RCP

are saddle points within a ring of nuclear critical points such that ρ(r) is minimized in 2

spatial directions, but maximized in one (direction orthogonal to the ring plane). At each

found BCP and RCP, we compute ρ(r), ∇2ρ(r), the electrostatic potential (V (r)), and the

Lagrangian electronic kinetic energy density (G(r)).53 In addition, at each BCP, we compute

the delocalization index between the two atoms in the bond (δ(A,B)), which measures the
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number of delocalized electrons in that bond.56

Results and Discussion

First, the reaction profiles without Eext were computed (Figure 1). For the reaction between

non-polar cyclopentadiene and ethylene, the calculated barrier is 26.8 kcal/mol, and the

TS is symmetric, with the two forming C-C bonds having the lengths of 2.22Å (Figure

1a). Note that in the pre-reaction complex, ethylene is perpendicular to the plane of the

cyclopentadiene ring. Our results are consistent with prior computational studies of this

reaction.57,58 For the reactions between the more polar reactants (b and c, respectively), lower

barriers are calculated: 15.5 kcal/mol (16.0 kcal/mol) for the endo (respectively, exo) reaction

of 1-methoxycyclopentadiene and cyanoethylene, and 15.8 kcal/mol (16.8 kcal/mol) for the

endo (respectively, exo) reaction of cyclopentadiene and maleic anhydride. Lower barriers

are due to the electron-donating effects on the diene (reaction b) and electron withdrawing

effects on the dieneophile (reactions b and c). As expected, the endo reaction is favored in

both (b) and (c). For the reaction with high asymmetry and polar substituents (Figure 1b),

a significant asynchronicity in seen at the TS. Note that our computed ∆E‡ of the reaction

(a) and (c) differ from those reported by Shaik since they calculated the electronic barriers

in the gas phase, whereas we modeled solvation in water.24 It has been shown that the

Diels-Alder reaction rate is increased in polar solvents, such as water.59–61 While there has

shown to be issues with utilizing both a polarizable continuum as an implicit solvent and an

external electric field,62 often times it is necessary to consider both (such as in the active site

of an enzyme). Also, this current work is not focused on understand the role solvation plays

in the Diels-Alder reaction with and without the presence of an exciting field. Furthermore,

our results are consistent with a previous study which calculated the reaction barrier for

reaction (c) endo (exo) to be 17.5 (18.8) kcal/mol with the M06-2X functional.63

The applied uniform external electric field, Eext, in the range of ±20 × 10−4 a.u., has
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Figure 1: Calculated free energy (in kcal/mol) profiles of considered Diels-Alder reactions.
Shown structures along the reaction pathway are for no external field (NEF). ±20z represents
|Eext| = ±20× 10−4 a.u. in the z-direction. Distances shown are in Å.
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an effect on each reaction (Figures 1 and 2); the more polarity there is in the system,

the greater the effect (Figure S2). For all reactions, the increase in Eext applied in the z-

direction increases the reaction barrier (both ∆G‡, and ∆E‡) (Figure 2). ∆G of the reaction

generally increases as well, thought the non-polar reaction (a) is the exception, with ∆G

slightly decreasing with the growing fields. Eext alters the reaction barrier by affecting both

the reactants, and the TS, and the TS is affected more, which is to be expected due to the

increased charge transfer at the TS.24 In addition, the TS free energy and electronic energy

are smooth functions of Eext, with a slightly parabolic relationship rather than strictly linear.

For the reactant states, the electronic energy is smooth as a function of the field applied,

whereas the free energy is not. This indicates that there is some amount of anharmanicity

involved the reactant state as the field increases. This anharmanicity is likely in the motion

by which the reactants come together, and hence is fixed at the TS (excluded from harmonic

approximation of the free-energy) resulting in a smooth function for the TS free-energy.

Figure 2: Reaction barrier (∆G‡ and ∆E‡), free energy of reaction (∆G), reactant and TS
(de)stabilization (negative values - stabilization, positive - destabilization), for all reactions
as a function of Eext. For reaction (a) (black lines), a zoomed-in graph is shown in the SI to
emphasize that it still responds to Eext, despite the effect being almost negligible.

The Diels-Alder reaction is often rationalized through Frontier Molecular Orbital Theory

(FMOT).64–66 Within FMOT, the highest occupied molecular orbital (HOMO) of the diene

reacts with the lowest unoccupied molecular orbital (LUMO) of the dienophile to form the
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two new C-C bonds. Eext affects the energies of both the HOMO, and the LUMO, as well

as the HOMO-LUMO gap (Figure 3). In general, the LUMO responds the strongest to

Eext, with a change in energy of about ±7.5 kcal/mol for reactions (b) and (c), whereas the

HOMO only shifts by about half of this. The HOMO-LUMO gap increases/decreases under

the field applied in the positive/negative z-direction, leading to an increase/decrease in the

barrier, respectively. The one outlier is reaction (c) exo with the HOMO energy showing a

discontinuity at an applied field of +10× 10−4 a.u. In fact, there is a slight, yet substantial

change in the reactant state geometry for reaction (c) exo at this field. Because of the

substantial change in the nuclear coordinates for fields above +10× 10−4 a.u. in reaction (c)

exo, we omit these data points from the correlations constructed in the rest of this study.

With the set of over 60 computed reactions in the absence of, and under various external

fields, we now aim to identify the metrics of Diels-Alder reactivity in the intramolecular

electric field, E(r). Often, the evaluation of E(r) at discrete points is used to analyze

the response of the reaction to Eext(r).
17,30,67–69 Firstly, for a 3-D reaction, such as Diels-

Alder, it is not clear which point(s) to analyze. Further, we recently showed that, because

E(r) is highly non-uniform, a point-based approach can produce contradictory conclusions

depending on the location chosen.29 Indeed, E(r) (plotted in Figure 4 for our reaction (b)

exo, for example) contains various topological features including attracting nodes, repelling

nodes, and saddle points. The motion of these features is an important part of the response

of E(r) to substitutions, geometric changes, and Eext. Choosing one point in association

with nuclear positions may correspond to widely varying context in E(r) under even mild

perturbations to the system. Therefore, a more global view on the field is necessary which

accounts for the geometry of the vector field. We use a global distribution of streamlines to

analyze the topology of E(r) in three regions within the Diels-Alder reactant complex: the

two forming C-C bonds, and the dienophile double bond region (Figure 4). The analysis

could include more areas, or even encompass the entire complex; however, here we narrow

down our exploration based on the FMOT analysis that showed that the dienophilie-based
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Figure 3: HOMO and LUMO for reaction (c) endo (other reactions have similar frontier
orbitals). Shifts of the HOMO and LUMO energies, and of the HOMO-LUMO gap as a
function of the field for each reaction, referenced to the energies at zero field. ∆E > 0
implies that the MO is higher in energy than the MO when no external field is applied, and
∆∆E > 0 implies that the HOMO-LUMO gap is larger than the HOMO-LUMO gap when
no external field is applied. See SI for a zoomed-in graphs of reaction (a).
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LUMO responds the most to Eext, whereas the diene-based HOMO is less sensitive (Figure

3).
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Figure 4: Locations explored in the topological analysis of E(r) without an applied external
field. Red is C1-C6, blue is C4-C7, and black is C6-C7. |E(r)| is log normalized within each
region shown. Within the vector fields, black dots are carbon, gray dots are hydrogen, and
black lines represent bonds.

E(r) within the volumes outlined in Figure 4 are compared across all variations of each

of the three reactions. The results are summarized in the dissimilarity matrices (Figure 5,

left column for the C6-C7 region, and Figures S12-S16 in the Supporting Information for

the rest). The diagonal in a matrix is always black, representing a comparison of a field

topology to itself. Off-diagonal terms can range from black to white, with lighter colors
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signifying greater differences in electric field topologies. The matrix for reaction (a) behaves

most predictably: the greater the difference in the applied electric field, the more different is

the field within the C6-C7 region. Reaction (b) endo also shows this for smaller fields (the

center portion of the matrix); however, for larger fields, we see an onset of differences of the

topology of E(r). For reaction (c) exo, we see the largest jump in the topologies at +10 and

+20; recall that this system showed the discontinuity of the HOMO energy at these fields

(Figure 3), and substantial changes in the nuclear coordinates. Overall, for all reactions,

there transpires a correlation between the magnitudes of the applied fields and how similar

the topologies of the intramolecular field are. Since we already saw that the reaction barrier

responds to the external field as a smooth function (Figure 2), we can expect that the field

topology similarity would report on the similarity of the barriers.

Indeed, the difference in reaction barrier (∆∆G
‡
f,g) and the dissimilarity in the electric

field topology (D(f, g)) are correlated, and show an exponential relationship (Figure 5, right

column, and Figure S13-S17 in the Supporting Information). In general, we see good correla-

tions between the electric field topology and reaction barrier for all volumes analyzed (Figure

4) and all reactions (Table 1). Interestingly, for reaction (c) exo, two separate correlations

emerge as a result of the large change in the HOMO energy (Figure 3), and the red “x”

points correspond to the white regions in the matrices and a geometric change due to Eext.

These red points are excluded from the regression analysis.

Table 1: R2 values for the electric field regions analyzed (Figure 4) fit to an exponential
curve.

Region (a) (b) endo (b) exo (c) endo (c) exo
c1− c6 0.59 0.61 0.55 0.54 0.50
c4− c7 0.65 0.62 0.54 0.57 0.47
c6− c7 0.64 0.68 0.73 0.64 0.57

Since intramolecular fields in the reactant state contain features that are descriptive

and/or predictive of the subsequent Diels-Alder reactivity, there should be topological fea-

tures of ρ(r), in correspondence with those in E(r), that also correlate with this reactivity.
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Figure 5: (Left) Dissimilarity matrices between the field topologies within the C6-C7 volume.
Numbers represent magnitude of applied field ×10−4 a.u.; NEF stands for no external field;
black: the same topology, white: the greatest topology difference. (Right) The dissimilarities
of the field topology (D(f, g)) plotted against the reaction barrier difference (∆∆G

‡
f,g), with

the corresponding R2 and p values. Red “x” symbols correspond to the fields at which
reaction (c) exo showed a geometric change and a discontinuity in orbital energies.
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Using QTAIM, we zoom onto the RCP of the cyclopentadiene, and the BCP of the di-

eneophile double bond (Figure 6). The promising locations are picked on the basis of all the

findings so far. A broader set of computed QTAIM parameters is given in the Supporting

Information. The correlations between each QTAIM parameter and ∆G‡ of the reaction,

represented as R2 values, are summarized in Figure 6 (Bottom), and Tables 2 and S1 in the

Supporting Information.

RCP BCP

N
o
r
m

a
liz

e
d

 E
le

c
tr

o
n

D
e
n

sity

0

1

c1

c2 c3

c4

c5

c6 c7

Figure 6: Location used for the QTAIM analysis. (Top) For the structure at left, the
slices ρ(r) along the indicated planes are shown. The RCP in the cyclopentadiene ring, and
the BCP lies in the dieneophile double bond are indicated. (Bottom) Correlation between
QTAIM values and the reaction barrier for reaction (a).

For all reactions, V (rc) at the BCP and RCP, and δ(C6, C7) correlate strongest with

the reaction barrier (R2 ≥ 0.90). All other metrics correlate strongly with the barrier of

reactions (b) and (c); however, correlate weakly with the barrier of reaction (a). We note

that reaction (a) barely responded to the external electric field (shift of 0.1 kcal/mol in

the barrier, Figure 2), and similarly, changes in the various topological parameters of ρ(rc)

are quite small (Figure 6 and Figure S5 in the Supporting Information). Furthermore, for
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Table 2: R2 values for the corresponding QTAIM parameter to reaction barrier (∆G‡). RCP
and BCP are identified in Figure 6. Atoms C6 and C7 are defined in Scheme 1 and Figure
6.

QTAIM Parameter (a) (b) endo (b) exo (c) endo (c) exo
RCP ρ(rc) 0.41 0.82 0.93 0.96 0.96
RCP ∇2ρ(rc) 0.26 0.91 0.95 0.98 0.97
RCP V (rc) 0.94 0.97 0.99 0.98 0.97
RCP G(rc) 0.28 0.93 0.95 0.97 0.97
BCP ρ(rc) 0.44 0.95 0.97 0.96 0.94
BCP ∇2ρ(rc) 0.44 0.96 0.97 0.96 0.94
BCP V (rc) 0.97 0.99 1.00 0.98 0.97
BCP G(rc) 0.46 0.91 0.96 0.95 0.95
δ(C6, C7) 0.93 0.96 0.98 0.95 0.95

reaction (a), an increased barrier corresponds to a lower δ(C6, C7), which is indicative of

a preemptive breaking of the dienophile double bond. One would expect this to cause a

lower barrier, and indeed, for the polar reactions (b) and (c), we see a lower δ(C6, C7)

corresponding to a lower barrier (See Figure S6 and S7 in the Supporting Information).

This discrepancy for reaction (a) is likely due to the orthogonal orientation of ethylene with

respect to the cyclopentadiene ring, different from the other two reactions. Both G(rc) and

∇2ρ(rc) correlate with ∆G‡, especially for larger changes in ∆G‡, as for reaction (b) and

(c). Indeed, G(rc) and ∇2ρ(rc) are often used as measures of the energy within a bond or

ring, and the weaker the double bond in the dieneophile, the lower ∆G‡.

For reactions involving Eext, V (rc) correlates the strongest with ∆G‡. That indeed

makes sense: when we apply an external field of magnitude Eext to the system, ρ(r) should

experience a force density f(r) = ρ(r)Eext. From classical electrodynamics, V (r) can be

calculated directly from Eint(r) (which depends on ρ(r)), see Equation 1) using Equation 5,

where O is taken to be our reference point.

V (r) = −

∫
r

O

Eint · dl (5)

However, if we assume ρ(r) → 0 as r → ∞ (which should generally hold true for molecules),
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we can instead calculate the potential from Equation 6.

V (r) = −

∫
dτ ′

ρ(r′)

|r− r′|
+
∑
i

Zi

|r−Ri|
(6)

Note that Equation 6 omits the contribution from Eext as QTAIM does not include the

external field when it calculates V (r). Furthermore, if we wanted to include Eext, we could

not use Equation 6 as it assumes the reference point is taken to be ∞, and the line integral

(Equation 5) does not converge if O = ∞. Hence, we can expect that V (r) should correlate

with the reaction barrier, which is dependent on the external field we apply to the system.

In general, the QTAIM parameters presented in Table 2 can be valuable metrics for

detecting changes in the reaction barrier from within the reactant state. This supports

our findings that Eext alters the reactivity mainly by affecting the dienophile bond. We

additionally see that the number of delocalized electrons in that bond (δ(C6, C7)) correlates

strongly with ∆G‡, again confirming our findings. Overall, the double bond of the dienophile

appears to be the focal point of affecting the Diels-Alder reactivity. We conclude that the

most effective way to speed up the Diels-Alder via external fields is by applying a field that

weakens the double bond on the dienophile in the reactant state. This can be achieved most

effectively for reaction (b) and (c), and other Diels-Alder reactions with polar substituents

or π-resonance opportunities in the dienophile.

Conclusion

External electric fields have the ability to control and alter the reaction rate of various

chemical reactions and can be an indispensable tool in catalysis. However, when the reac-

tion of interest involves multiple bonds forming/shifting in 3-D, and more than one dipole

created/relocated, as are many organic reactions, choosing the direction or the field for

catalysis, or even deciding whether the reaction can be field-catalyzed becomes non-trivial.

Previous studies, both computational and experimental, have shown how an external field
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can alter the reactivity and selectivity of a reaction; however, none have localized the extent

of the effect on a particular fragment.70–72 In particular, it is of interest to understand what

local properties in the system correlate to changes in the external field as well as the re-

action barrier as an intermediate computational and experimental probe for understanding

the extent of an otherwise non-uniform external field. While there already exists reactivity

descriptors for the Diels-Alder reaction (FMOT among others), these metrics are specific

exclusively to the Diels-Alder reaction and do not necessarily translate to other reactions.

We propose an approach, which should be transferable to all sorts of reactions, to detect

and predict how a reaction rate would respond to an external field. Our starting point is the

intramolecular field native to the reactant complex, to which an external field (of a realistic

magnitude, up to 10 MV/cm) can be applied as a relatively mild perturbation. Note the

discussed intramolecular fields, created by all nuclei, electrons, and the external component,

are highly-heterogeneous, and cannot be viewed as a simple single vector. We analyze and

rigorously compare the global 3-dimensional topologies of these intramolecular electric fields.

We show that features in the global topology of the intramolecular fields can be identified

such that they report on the free energy barrier of the reaction to follow. Specifically, we show

this on the example of the Diels-Alder reaction, one of the most widely studied reactions, in-

deed. The most direct measure of the external field effect on the reaction appears to be E(r)

in the volume surrounding the double bond of the dienophile. Interestingly, the topological

similarity of E(r) across different versions of the Diels-Alder reaction is related exponentially

to ∆∆G‡, with the fundamental source of this dependence to be further investigated. In

geometric correspondence with the most descriptive location for E(r) in the reactant com-

plex, features in the topology of ρ(r) are found, which are also predictive of the barrier. The

reason for this is that the field both is affected by electron density, and affects it, with impli-

cations for reactivity. Experimentally, our results indicate that Linear Stark Spectroscopy

aimed at evaluating the electric field on the dienophile bond in the Diels-Alder reaction is

the most promising for predicting changes in the reaction barrier. For computation, being
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able to predict the barrier from the reactant state without a mechanistic calculation is a

welcome simplification. In addition, since the topology of intramolecular fields is a metric of

reactivity, its features can constitute a rigorous and physically grounded set of descriptors

for machine learning. Finally, we believe that our findings and the methodology will enable

the design of most effective external field for catalysis of this, and many other reactions,

which potentially could be realized in such molecular frameworks as an enzyme or zeolite

structure.
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