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Abstract	

Enzymes	catalyze	a	number	of	reactions	with	high	efficiency	and	stereoselectivity.	It	is	thought	that	

strong,	direct,	and	permanent	electric	fields	within	the	active	site	of	the	enzyme	contribute	to	the	

superb	catalytic	efficiency	of	enzymes.	This	effect	is	called	electrostatic	preorganization.	Most	often,	

electrostatic	preorganization	is	analyzed	by	evaluating	the	local	electric	field	at	discrete	points,	such	

as	 a	 bond	 center,	 using,	 for	 example,	 vibrational	 Stark	 spectroscopy.	 However,	 the	 protein	

macromolecule	creates	a	significantly	more	complicated	heterogeneous	electric	field	that	affects	the	

entire	 active	 site,	whose	 total	 change	 density	 thus	 gets	 perturbed,	with	 the	 implications	 for	 the	

catalytic	mechanism.	We	present	a	global	distribution	of	streamlines	method	to	analyze	the	topology	

of	 the	 heterogeneous	 electric	 fields	 in	 within	 an	 enzyme	 active	 site.	 We	 focus	 on	 ketosteroid	

isomerase	(KSI),	an	enzyme	known	to	produce	a	field	on	the	order	of	100	MV/cm	along	the	critical	

carbonyl	 bond	 in	 the	 steroid	 substrate.	We	 investigate	 how	mutations	 known	 to	 cause	 activity	

changes,	as	well	as	applied	small	external	electric	fields	perturb	the	electric	fields	in	the	KSI	active	

site.	Where	classical	single-point	analysis	failed,	using	our	method	allowed	us	to	properly	correlate	

global	changes	in	the	electric	field	to	changes	in	the	reaction	barrier.	We	were	able	to	show	that	

topologically	similar	local	electric	fields	had	similar	reaction	barriers.	
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Enzymes	are	an	essential	part	of	biology,	chemistry,	and	medicine.	They	can	catalyze	

chemical	 reaction	 with	 incredible	 efficiency	 and	 stereoselectivity	 under	 physiological	

conditions,	and	thus	are	desirable	tools	for	catalyzing	non-native	reactions	in	a	wide	variety	

of	applications.	While	a	protein	can	be	comprised	of	several	hundred	amino	acid	residues,	

only	 a	 small	 subset	 of	 these	 residues	 actually	 interacts	 with	 the	 substrate	 during	 the	

reaction.	 This	 begs	 the	 question	 of	 the	 necessity	 of	 the	 rest	 of	 the	 protein	 scaffold	 for	

catalysis.	It	is	hypothesized	that	the	rest	of	the	protein	contributes	to	catalysis	by	producing	

a	highly	specific	and	preorganized	electric	field	that	facilitates	the	reaction.	

The	 formation	 of	 this	 specific	 electric	 field	 falls	 within	 the	 idea	 of	 electrostatic	

preorganization,	the	notion	that	enzymes	create	an	electrostatically	organized	environment	

such	 that	 there	 is	a	 reduced	entropic	 cost	 to	 reach	 the	 rate-determining	 transition	state	

(TS).1,2	If	the	reaction	that	a	protein	catalyzes	would	instead	occur,	for	example,	in	a	polar	

solvent,	there	would	be	an	entropic	penalty	to	realign	the	solvent’s	dipoles	to	stabilize	the	

TS.1,3	The	free	energy	difference	between	the	TS	and	reactant	determines	the	reaction	rate;	

therefore,	lowering	the	free	energy	barrier	by	removing	the	entropic	penalty	to	reach	TS	

while	simultaneously	destabilizing	the	reactant	state	would	greatly	 increase	the	reaction	

rate.	It	 is	thought	that	proper	alignment	of	charged	amino	acid	residues	surrounding	the	

active	site,	even	at	a	distance,	creates	a	permanent	electric	field	that	is	optimized	within	the	

active	 site	 for	 the	 reaction.	 It	 has	 been	 shown	 that	 residues	 in	 the	 first	 and	 second	

coordination	sphere	contribute	the	most	to	this	electric	field.4–7	Hence,	the	protein	scaffold	

needs	 to	 be	 folded	 in	 a	 specific	way	 such	 that	 these	 residues	 are	 in	 the	 correct	 spatial	

position	and	orientation	to	optimize	the	effect	of	the	electric	field	on	the	active	site.	

It	is	of	interest	to	be	able	to	quantify	a	protein’s	electrostatic	preorganization	so	to	

better	 understand	 the	 functionality	 of	 natural	 enzymes	 and	 to	 improve	 computationally	

designed	enzymes,	whose	starting	activity	remains	suboptimal.8–12	One	of	the	most	studied	

enzymes	 in	 the	 context	 of	 understanding	 electrostatic	 preorganization	 is	 ketosteroid	

isomerase	(KSI)	(Figure	1).	Subjected	to	both	theoretical	and	experimental	interrogations,	

KSI	has	one	of	the	highest	known	unimolecular	rate	constants13,14	with	many	theoretical15–

21	 and	 experimental22–26	 studies	 investigating	 its	 electrostatic	 preorganization.	 KSI	

catalyzes	 the	 isomerization	 of	 a	 steroid	 by	 altering	 the	 position	 of	 a	 C=C	 double	 bond	

through	 formation	 of	 a	 charged	 enolate	 after	 a	 proton	 abstraction	 and	 reinserting	 the	
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proton	 two	 carbons	 away	 (Scheme	 1).	 When	 the	 charged	 intermediate	 forms,	 there	 is	

expected	 to	be	an	 increased	dipole	along	 the	carbonyl	bond	due	 to	a	resonance-assisted	

decrease	of	the	double	bond	character.	

	
Figure	1:	Full	KSI	protein	(PDB	code	1OH027).	Residues	included	in	the	small-scale	calculations	are	
highlighted	in	blue.	The	substrate	is	colored	green.	At	right,	the	site	is	shown	schematically,	with	
red,	blue,	and	green	arrows	representing	the	directions	of	the	external	electric	fields	applied	to	the	
system	in	this	study. 

	
Scheme	1:	Reaction	catalyzed	by	KSI	including	important	residues	along	the	reaction	pathway.	

Warshel	used	the	empirical	valence	bond	(EVB)	method	to	detect	differing	amounts	

of	electrostatic	preorganization	depending	on	the	confirmation	of	the	substrate	present	in	

KSI;15,18	 he	 also	 used	 the	 same	 approach	 to	 explain	 the	 catalytic	 efficiency	 of	

methyltransferases.28	 Boxer	 later	 showed	 using	 vibrational	 Stark	 spectroscopy	 that	 KSI	

exerts	 an	 optimized	 electric	 field,	 around	−144 ± 6	MV/cm,	 along	 the	 carbonyl	 bond	 to	

increase	the	stability	of	the	first	TS	and	the	intermediate.24	Calculations	of	the	vibrational	

shifts	of	a	nitrile	probe	 in	KSI	confirmed	 the	 findings	by	Boxer.17	Head-Gordon	has	used	
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molecular	 dynamic	 simulations	 to	 investigate	 the	 fluctuation	 of	 the	 electric	 field	 at	 the	

carbonyl	 bond	 in	 KSI	 throughout	 the	 catalytic	 cycle.7	 More	 recently,	 Sokalski	 has	

investigated	the	dynamic	nature	of	the	electric	field	and	its	role	in	proton	dislocations	in	the	

hydrogen-bond	network	around	the	substrate	carbonyl.	In	theoretical	studies,	the	electric	

field	is	probed	at	only	discrete	points:	either	the	center	of	the	bond	or	at	the	two	atoms	that	

make	up	the	bond	in	question.	However,	the	electric	field	in	the	active	site	is	heterogeneous	

and	more	complicated	than	what	a	single	point	can	describe.	At	the	same	time,	the	electron	

density	on	the	carbonyl	is	interdependent	with	the	electron	density	in	the	rest	of	the	active	

site.	The	entire	electron	density	is	affected	by	the	heterogeneous	electric	field,	which	thus	

affects	the	catalyzed	reaction.	Previous	studies	have	shown	that	external	electric	fields	can	

significantly	influence	the	reaction	rates,29–33	and	molecular	properties,	including	chemical	

bonds34.	No	theoretical	or	experimental	method	to	date	actually	probes	the	full	electric	field	

in	the	region	that	makes	up	the	carbonyl	bond,	or	the	full	active	site.	

The	 electric	 field	 is	 dependent	 on	 both	 the	 electron	 density,	 𝜌(𝐫),	 and	 nuclear	

coordinates.	 Under	 the	 assumption	 that	 the	 nuclear	 coordinates	 are	 relatively	 constant	

across	systems	we	might	be	interested	to	compare,	changes	in	𝜌(𝐫)	should	reflect	changes	

in	 𝐄(𝐫).	 Additionally,	 𝜌(𝐫)	 is	 a	 scalar	 function,	 making	 it	 easier	 to	 analyze	 the	 global	

properties	of	𝜌(𝐫).	As	such,	the	analysis	of	the	topology	of	𝜌(𝐫)	through	quantum	theory	of	

atoms	in	molecules	(QTAIM)	has	also	been	utilized	to	explore	electrostatic	preorganization	

in	KSI,16	and	in	the	histone	deacetylase	8.5	In	these	previous	studies,	we	have	shown	that	

active	site	critical	points	of	𝜌(𝐫)	as	well	as	the	curvature	and	charge	density	at	these	critical	

points	 are	 good	 descriptors	 of	 electrostatic	 preorganization.5,16	 Specifically	 for	 KSI,	 the	

QTAIM	formalism	was	employed	to	detect	changes	in	the	topological	properties	of	𝜌(𝐫)	as	

different	uniform,	external	electric	fields	were	applied	to	the	active	site	of	KSI.	We	showed	

how	the	changes	in	the	QTAIM	signature	of	the	active	site	correlated	strongly	with	both	the	

electric	 field,	 and	 the	 changes	 in	 the	 reaction	 barrier	 of	KSI.	 Therefore,	𝜌(𝐫)	 serves	 as	 a	

convenient	 scalar	mediator	 between	 the	 reaction	 rate	 and	 the	 electric	 field,	 enabling	 an	

indirect	 analysis	 of	 the	 electrostatic	 preorganization.	While	 analysis	 of	𝜌(𝐫)	 provides	 an	

indirect	measurement	of	electrostatic	preorganization,	it	still	does	not	map	or	analyze	the	

actual	non-uniform	vector	electric	field	produced	by	the	protein.	
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Traditional	theoretical	treatment	of	the	electric	vector	field	consists	of	evaluating	the	

field	at	singular	points,	disregarding	the	general	topology	of	the	electric	field.4,7,21,35,36	Here,	

we	introduce	a	method	to	quantify	perturbations	in	the	locally	produced	electric	fields	that	

incorporates	 the	geometry	of	 the	electric	 field	 so	as	 to	directly	quantify	 the	electrostatic	

preorganization.	We	use	KSI	as	a	model	system	due	to	the	large	number	of	experimental	and	

theoretical	studies	investigating	its	electrostatic	preorganization.	We	showcase	our	method	

on	two	types	of	systems.	In	the	first	type,	we	apply	external	electric	fields	to	the	active	site	

of	KSI	so	as	to	decouple	it	from	the	heterogeneous	effects	of	the	protein	residues;	the	field	

affects	 the	 reaction	barrier.	 The	 second	 type	 are	 actual	 3-chlorotyrosine	mutants	 of	KSI,	

which	have	been	reported	to	cause	changes	in	electrostatic	preorganization	and	the	reaction	

rate.4,25	

We	used	the	same	small-scale	active	site	of	KSI	(PDB	Code	1OH027)	as	in	our	previous	

study.16	Residues	to	include	(Figure	1)	were	chosen	due	to	their	proximity	to	the	substrate	

as	these	have	been	shown	to	have	the	greatest	contribution	to	the	reaction	barrier.4	For	each	

residue	included,	we	cut	the	bond	between	the	alpha	and	beta	carbon	and	capped	the	beta	

carbon	with	a	hydrogen.	We	then	froze	the	cartesian	coordinates	of	both	the	beta	carbon	

and	hydrogen.	Previous	studies	have	shown	that	the	rest	of	the	protein	outside	of	the	active	

site	that	we	consider	contributes	an	electric	field	only	on	the	order	of	10	MV/cm	to	the	active	

site.4,16	We	additionally	calculated	the	magnitude	of	the	electric	field	of	the	protein	at	the	

positions	of	the	substrate	carbonyl	carbon	and	oxygen,	but	with	our	active	site	removed.	For	

this,	we	used	the	atomic	charges	on	all	atoms	in	the	protein	determined	from	the	Atomic	

Charge	Calculator	II.37	We	find	that	the	electric	field	magnitude	is	13.7	MV/cm	at	the	oxygen	

and	14.8	MV/cm	at	the	carbon,	in	good	agreement	with	previous	estimations	in	Refs.	4	and	

16. Optimized	 structures	 and	 reaction	 barriers	 for	 the	 active	 site	 of	 WT-KSI	 with	 and	

without	 a	uniform	external	 electric	 field	were	 taken	 from	our	previous	 study.16	Uniform	

electric	 fields	 of	magnitude	 10	MV/cm	were	 applied	 one	 at	 a	 time	 to	 the	 system	 in	 the	

directions	 shown	 in	 Figure	 1.	 These	 directions	 are	 along	 the	 carbonyl	 bond,	 from	 the	

carbonyl	oxygen	to	the	𝛼-carbon,	and	from	carbonyl	oxygen	to	Asp40O	(red,	blue,	and	green	

arrows	respectively).	These	systems	are	labeled	r+,	r−,	b+,	b−,	g+,	with	+	being	the	same	and	

−	 the	 opposite	 direction	 of	 the	 arrow	 in	 the	 figure.	 The	 directions	 chosen	 are	meant	 to	
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activate	(+)	and	deactivate	(-)	the	carbonyl	(red	arrow),	and	to	generally	facilitate	(+)	and	

inhibit	(-)	the	deprotonation	of	the	substrate	(blue	and	green	arrows).	

Additionally,	 it	 has	 been	 shown	 that	mutating	 tyrosines	 involved	 in	 the	 extended	

hydrogen	 bonding	 network	 surrounding	 the	 carbonyl	 oxygen	 (Y16,	 Y32,	 Y57)	 to	

3−chlorotyrosines	can	reduce	the	𝑘!"# 	to	1/5	of	that	of	the	wildtype	rate.25,38	These	residues	

were	determined	to	produce	the	majority	of	the	electric	field	in	the	KSI	active	site.4	Hence,	

we	also	evaluated	the	reaction	barrier	and	local	electric	field	for	Y32	and	Y57	substituted	with	

3−chlorotyrosines	without	the	presence	of	an	external	electric	field	(labeled	KSI-Y32	and	KSI-

Y57,	 respectively).	 The	 starting	 structures	 for	 3−chlorotyrosines	mutants	 came	 from	 the	

crystal	structure	(PDB	code	5KP325).		

Reaction	Barriers	for	3-Chlorotyrosine	Mutants	and	with	External	Fields	

	
Figure	2:	Reaction	barriers	for	the	KSI	mutants	and	external	electric	field	structures.	Values	shown	
are	in	kcal/mol.	aData	for	experimental	values	(green	in	far	left)	taken	from	Houck	and	Pollack.20	
bData	for	theoretical	values	of	barriers	from	external	fields	taken	from	Fuller	et	al.16	The	remaining	
barriers	are	calculated	in	this	work.	NEF:	No	external	field.	

Figure	2	summarizes	the	calculated	electronic	energy	barriers	for	the	3−chlorotyrosine	

substituted	structures	(KSI-Y32	and	KSI-Y57)	and	the	wild-type	KSI	structure	with	varying	

uniform,	electric	fields.	We	calculate	a	lower	deprotonation	barrier	for	KSI-Y32	and	a	higher	

deprotonation	barrier	 for	KSI-Y57	in	comparison	 to	 the	wild-type.	Further,	we	calculate	a	

slightly	higher	reprotonation	barrier	for	KSI-Y32	and	slightly	lower	reprotonation	barrier	for	

KSI-Y57,	 relative	 to	 the	 intermediate	 state	 (Δ𝐸$
‡).	 Though,	 the	 transition	 state	 for	

reprotonation	was	higher	in	energy	relative	to	the	reactant	state	in	comparison	to	the	WT-

KSI.	 Initial	 characterization	 of	 these	 3−chlorotyrosine	mutated	 KSI	 proteins	 determined	

experimentally	that	the	overall	reaction	ΔΔ𝐺‡	from	KSI-WT	was	0.34	kcal/mol	for	KSI-Y32	
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and	 0.94	 kcal/mol	 for	 KSI-Y57.25	 Note	 that	 our	 calculated	 barriers	 only	 consider	 the	

difference	in	electronic	energy	and	is	an	approximation	to	the	actual	 free	energy	barrier.	

Overall,	 our	 results	 agree	 qualitatively	 with	 that	 of	 the	 experiment	 that	 there	 are	

considerable	 changes	 in	 the	 barrier,	 though	 there	 are	 no	 experimental	 studies	 that	

decomposes	 the	 enthalpy	 terms	 from	 the	 reaction	barrier	 for	 these	mutants	 to	 compare	

quantitatively.	Note	that	the	idea	of	electrostatic	preorganization	rests	on	the	notion	that	

entropy	being	minimized	during	the	reaction	step,	which	is	a	justification	for	our	focus	on	

the	enthalpies.	In	addition,	we	assume	that	the	electric	field	should	really	be	dependent	on	

the	electronic	energy	only.	This	is	because	the	electric	field	that	we	compute	(Equation	1)	is	

dependent	on	𝜌(𝐫).	

Addition	of	a	Cl	at	 the	ortho-position,	 relative	 to	 the	oxygen,	 creates	an	 inductive	

effect	that	lowers	the	pKa	of	tyrosine	by	1.8	units.38	Previous	studies	on	the	3−chlorotyrosine	

KSI	 mutated	 structures	 have	 shown	 that	 KSI-Y57	 directly	 impacts	 the	 hydrogen	 bond	

between	Y16	and	the	substrate	carbonyl.25,38	KSI-Y32	changes	the	orientation	of	Y57	relative	

to	Y16	and	thus	imparts	a	smaller	effect	on	the	reaction	barrier.	These	mutations	do	not	affect	

the	folding	or	crystal	structure	of	the	protein	very	much,	and	hence	should	have	a	minimal	

perturbation	to	residue	placement.	In	both	cases,	the	mutation	should	primarily	affect	the	

electric	field	imparted	on	the	carbonyl	bond.	A	previous	computational	study	has	alluded	to	

the	fact	that	a	water	molecule	could	be	present	in	the	cavity	between	the	Asp40,	steroid,	and	

Tyr57.39	 Addition	 of	 the	 water	molecule	 there	 significantly	 reduced	 the	 pKa	 of	 Asp40	 by	

several	units	and	produced	reaction	profiles	similar	to	experimental	values.	It	is	possible	

that	water	 from	the	bulk	solution	can	have	a	significant	effect	on	the	reaction	profile	 for	

these	3-chlorotyrosine	mutants,	specifically	in	the	reprotonation	step.	

Evaluation	of	the	Electric	Field	at	the	Geometric	Center	of	a	Bond	
Previous	studies	have	evaluated	the	electric	field	at	two	nuclei	that	make	up	a	bond,	

and	take	an	average	of	the	bond	projected	field,4,7,36	and	other	studies	have	evaluated	the	

electric	 field	at	 the	geometric	midpoint	of	 the	bond	of	 interest.21,35	We	 first	evaluate	 the	

magnitude	of	the	electric	field,	|𝐄(𝐫)|,	and	the	projection	of	𝐄(𝐫)	along	the	corresponding	

bonds	at	the	geometric	center	of	the	bonds.	𝐄(𝐫)	is	calculated	from	𝜌(𝐫),	the	nuclei,	and	the	

external	field	(𝐄&'((𝐫)):	
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𝑬(𝒓) = −5𝑑)𝒓*
𝜌(𝒓*)(𝒓* − 𝒓)
|𝒓* − 𝒓|

	 +8
𝑍+(𝑹+ − 𝒓)
|𝑹+ − 𝒓|+

+ 𝑬,-#(𝒓) (1)	

	
Figure	3:	Electric	field	analysis	at	the	geometric	center	of	the	bonds	on	the	left.	Carbonyl	represents	
bond	(a),	C-H	represents	bond	(b),	and	Asp40O-H	represents	bond	(c).	Red	arrows	point	in	direction	
𝑬(𝒓)	was	projected	onto.	Red	circles	are	KSI-Y32	and	KSI-Y57	(included	in	linear	regression).	Top	row	
is	the	magnitude	of	the	electric	field	and	bottom	row	is	the	magnitude	of	the	projection	along	the	
bond.	𝑬(𝒓)	is	in	atomic	units,	𝐸!/(𝑒𝑎").	𝑅# 	values	are	shown	in	each	graph.	

	In	general,	we	have	 found	that	 there	 is	a	poor	correspondence	between	both	 the	

electric	field	magnitude	and	projection	along	the	bond	line	with	the	reaction	barrier	(Figure	

3).	Additionally,	the	directions	of	the	best-fit	lines	do	not	correspond	to	physically	expectant	

trends.	These	trends	suggest	that	the	higher	the	magnitude	of	the	electric	field	that	points	

towards	the	oxygen	in	the	carbonyl	(a),	the	lower	the	barrier	(although	the	correlation	is	

not	great,	see	Figure	3a).	Classically,	the	force	on	a	charged	particle	is	given	as	𝐅 = q𝐄(𝐫),	

thus	the	force	on	an	electron	will	be	in	the	opposite	direction	of	the	electric	field.	The	field	

pointing	 in	 this	 direction,	 at	 the	 carbonyl,	 should	 push	 electron	 density	 away	 from	 the	

oxygen,	 which	 should	 deactivate	 the	 carbonyl,	 thus,	 making	 the	 barrier	 higher.	 For	 the	

region	of	deprotonation,	 the	trends	 indicate	that	the	greater	the	electric	 field	that	points	

towards	 the	hydrogen	at	 the	C-H	bond	 (b),	 the	higher	 the	barrier.	Again,	 chemically,	we	

would	expect	that	the	electron	density	migrates	from	the	hydrogen	to	the	carbon	as	this	

bond	breaks,	and	the	bond	between	the	Asp40O	and	hydrogen	forms.	The	electric	field	(b)	

should	therefore	facilitate	this	movement	and	promote	the	deprotonation	step,	contrary	to	

the	trend	in	Figure	3b.	Field	(c),	despite	having	practically	no	correlation	with	the	barrier,	

further	 contradicts	 physical	 intuition.	 The	 trend	would	 suggest	 that	 if	 the	 field	 actually	

points	towards	Asp40O,	the	barrier	is	higher	(Figure	3c).	But	this	field	would	push	electron	
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density	towards	the	hydrogen,	and	the	substrate,	which	should	actually	lower	the	barrier.	

Overall,	we	see	that	calculating	the	electric	field	at	the	geometric	center	of	the	bond	does	

not	 reliably	 produce	 the	 correct	 and	 expected	 physical	 trends.	 Instead,	 it	 can	 produce	

counter-intuitive	 relationship	 that	 ultimately	 lead	 to	 contradictions.	Note,	 however,	 that	

these	 results	 do	 not	 disagree	 with	 those	 of	 Boxer.24	 The	 methods	 utilized	 by	 Boxer	

investigate	how	the	electric	 field	produced	directly	affect	 the	carbonyl’s	bond	stretching,	

which	 is	a	property	that	 is	 integrated	over	the	entire	chemical	bond	rather	than	a	single	

point.	In	fact,	as	will	be	shown	later,	our	findings	confirm	the	results	of	Boxer.	

Evaluation	of	the	Electric	Field	at	the	BCP	from	QTAIM	
Arguably,	a	better	location	to	evaluate	the	electric	field	than	the	geometric	center	of	a	

bond	could	be	proposed	based	on	QTAIM.	QTAIM	is	a	mathematically	rigorous	formulation	

that	partitions	𝜌(𝐫)	into	atomic	basins	that	are	separated	by	zero-flux	surfaces.40,41	That	is,	

there	exists	surfaces	between	atomic	basins	such	that	given	the	normal	vector	to	the	surface,	

𝐧(𝐫),	∇𝜌(𝐫) ∙ 𝐧(𝐫) = 𝟎	 everywhere	 along	 the	 surface.	 Additionally,	 critical	 points	 of	𝜌(𝐫)	

occur	when	∇𝜌(𝐫) = 0.	There	are	4	types	of	critical	points	-	nuclear,	bond,	ring,	and	cage	-	

which	are	defined	based	upon	the	curvature	of	𝜌(𝐫)	at	that	point	(Figure	4A).	For	example,	

nuclear	critical	points	correspond	to	the	location	of	atomic	nuclei	and	are	local	maxima	in	

all	spatial	directions	of	𝜌(𝐫).	Bond	critical	points	(BCP)	are	saddle	points	that	are	minima	in	

one	direction,	but	maxima	in	all	other	spatial	direction	and	lay	on	a	maximal	ridge	between	

two	nuclear	critical	points	(Figure	4A).	Mathematically,	critical	points	are	determined	by	

first	evaluating	the	hessian	of	𝜌	at	𝐫𝐜,	𝐉(∇𝜌)|𝐫0𝐫𝐜 .	

𝐉(∇𝜌)|𝐫0𝐫𝐜 = C
𝜌-,- 𝜌-,2 𝜌-,3
𝜌2,- 𝜌2,2 𝜌2,3
𝜌3,- 𝜌3,2 𝜌3,3

DE
𝐫0𝐫𝐜

(2)	

Let	𝜆4, 𝜆$,	and	𝜆)	be	the	3	eigenvalues	of	𝐉(∇𝜌)|𝐫0𝐫𝐜 ..	Taking	the	algebraic	sum	of	the	signs	of	

𝜆4, 𝜆$,	and	𝜆)	to	be	𝜔,	𝜔	can	either	be	3,	1,	-1,	or	-3.	This	corresponds	to	a	nuclear	point,	BCP,	

ring	critical	point,	or	cage	critical	point	respectively.	

Since	the	electric	field	is	related	to	force	via	𝐅 = 𝑞𝐄(𝐫),	it	is	initially	thought	that	there	

would	be	a	strong	relationship	between	the	electric	field	at	BCPs	and	the	reaction	barrier.	

Since	BCPs	exist	on	the	zero-flux	surface	that	separates	two	atomic	basins,	𝐄(𝐫)	at	a	BCP	
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should	give	a	sense	of	the	force	acting	on	the	electron	density	to	move	from	one	atomic	basin	

to	another.	

 
Figure	4:	A)	Schematic	showing	the	various	critical	points	within	QTAIM.	Isosurfaces	of	𝜌(𝐫)	
are	shown.	The	type	of	critical	point	depends	on	if	𝜌(𝐫)	is	a	maximum	or	minimum	for	the	
x4, x$, and	x)	 directions.	 This	 can	 be	 determined	 by	 the	 algebraic	 sum	 of	 the	 sign	 of	 the	
eigenvalues	of	the	hessian	of	𝜌(𝐫)	at	the	critical	point.	B)	Various	topological	features	present	
within	a	2D	vector	 field.	Points	are	 identified	mathematically	by	considering	the	real	and	
imaginary	eigenvectors	of	the	differential	of	the	vector	field	at	each	critical	point.	

As	such,	𝐄(𝐫)	was	calculated	at	 the	carbonyl	BCP	as	well	as	along	 the	Asp40O-H-C	

BCPs	that	participate	in	the	deprotonation	of	the	substrate	(Figure	5).	If	we	were	only	to	

consider	the	wild-type	KSI	structures	(WT,	r+,	r−,	g+,	b+,	b−),	then	|𝐄(𝐫)|	and	the	projection	

of	 𝐄(𝐫)	 along	 each	 bond	 yields	 a	 fairly	 linear	 relationship	 for	 each	 BCP	 (Figure	 5).	

Additionally,	these	relationships	should	be	chemically	expected.	Projection	of	𝐄(𝐫)	at	the	

Asp40O-H	BCP	 illustrates	 that	a	weaker	barrier	arises	when	 the	 field	points	 towards	 the	

oxygen,	and	away	from	the	hydrogen	(Figure	5b).	This	corresponds	to	a	stronger	force	that	

moves	electrons	towards	the	hydrogen.	Similarly,	projection	of	𝐄(𝐫)	at	the	C-H	BCP	shows		
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that	a	smaller	barrier	arises	when	the	𝐄(𝐫)	points	more	towards	the	hydrogen	(Figure	5c).	

This	produces	a	stronger	force	that	will	move	electron	density	to	the	carbon.	Thus,	a	lower	

barrier	 is	calculated	when	the	electric	 field	aligns	 in	such	a	way	as	to	create	a	 force	that	

moves	electrons	from	Asp40O	towards	the	substrate,	as	would	be	expected.	For	the	carbonyl,	

the	electric	field	that	is	less	aligned	with	the	bond,	and	the	less	it	points	towards	the	oxygen,	

the	smaller	the	barrier	(Figure	5a).	The	optimal	field	produces	a	smaller	force	that	moves	

electron	density	to	the	carbon,	and	therefore,	the	carbonyl	is	more	activated,	facilitating	the	

first	 step	 in	 the	 reaction.	That	 is,	more	negative	 charge	 can	 accumulate	on	 the	 carbonyl	

oxygen.	These	relationships	agree	with	chemical	expectations	and	previous	studies.17,24	

	
Figure	5:	Location	of	BCPs	where	the	electric	field	was	computed.	Top	right	illustrates	location	of	
𝜌(𝐫)	graphs	on	the	left.	i	and	ii	illustrate	the	spatial	distribution	of	𝜌(𝐫)	as	well	as	the	location	of	BCP	
(a-c).	Red	arrows	show	direction	of	the	bond	the	electric	field	was	projected	onto.	Graphs	show	𝐄(𝐫)	
(in	atomic	units,	𝐸!/(𝑒𝑎")	versus	Δ𝐸‡	at	BCPs	a-c.	Red	circles	are	KSI-Y32	and	KSI-Y57	(excluded	from	
linear	regression).	Top	row	is	the	magnitude	of	the	electric	field	and	bottom	row	is	the	magnitude	of	
the	projection	along	the	bond	as	shown	in	i	and	ii.	𝑅# 	values	are	shown	in	each	graph.	Note	that	in	
column	(a),	 their	appears	 to	be	a	strong	correlation;	however,	proper	rescaling	of	 the	y-axis	will	
illustrate	that	the	correlation	is	not	that	strong	and	is	in	agreement	with	the	𝑅#	values	(Figure	S1).	
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Figure	6:	Regions	within	KSI	that	were	analyzed	via	the	global	distribution	of	streamlines.	i	and	ii	
refer	to	regions	in	Figure	5.	Within	the	vector	fields,	the	oxygen	(red),	hydrogen	(light	gray),	and	
carbon	 (gray),	 along	with	 the	bonds	 connecting	 the	 atoms,	 are	 shown.	Note	 topological	 features	
include	repelling	nodes,	attracting	nodes,	and	saddle	points.	

However,	KSI-Y32	and	KSI-Y57	do	not	follow	the	trend	and	become	outliers	in	almost	

all	of	the	plots	(red	circles	in	Figure	5	plots).	In	fact,	we	see	a	reversal	of	the	effect	of	the	

electric	field	projection	at	the	carbonyl,	which	would	lead	to	a	naive	suggestion	that	these	

mutants	 significantly	 change	 the	 electric	 field	 at	 this	 bond	 to	 something	 different	 in	

comparison	 to	 the	 other	 structures	 (Figure	 5).	 As	 such,	 even	 using	 a	 more	 physically	

motivated	 point	 is	 not	 robust	 enough	 to	 analyze	 the	 electric	 field	 across	 various	

perturbations	of	the	local	electric	field	in	KSI.	

If	deciding	to	use	singular	points	to	characterize	𝐄(𝐫),	it	has	to	be	assumed	that	𝐄(𝐫)	

is	at	 least	Lipschitz	continuous	around	the	points	of	 interest	with	a	 fairly	small	Lipschitz	

constant.	That	is,	if	we	are	interested	in	𝐄(𝐫)	at	some	point	𝐫∗,	then	for	some	neighborhood	

𝑈	of	𝐫∗,	there	is	a	positive	constant	𝐾	such	that	for	all	𝐫6 	and	𝐫7 	in	𝑈,	
	

Q𝑬(𝒓+) − 𝑬R𝒓8SQ ≤ 𝐾Q𝒓+ − 𝒓8Q (3)	
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The	minimal	 constant	𝐾	 such	 that	 Equation	3	 still	 holds	 is	 said	 to	 be	 the	 best	 Lipschitz	

constant.	If	𝐄(𝐫)	is	not	Lipschitz	continuous	or	𝐾	is	very	large,	small	deviations	in	the	choice	

of	the	point	can	cause	very	large	differences	in	the	calculated	𝐄(𝐫).	When	we	are	analyzing	

single	points,	we	are	disregarding	the	various	topological	features	present	within	the	vector	

field	(Figure	4B).	For	a	2D	vector	field,	there	are	a	total	of	6	different	topological	features	

that	 arise	 from	 critical	 points	 (when	𝐄(𝐫) = 0).	 These	 features	 are	 determined	 by	 the	

eigenvalues	of	the	differential	of	the	vector	field	evaluated	at	the	critical	point	(Equation	4).		

𝑑𝐄|𝐫0𝐫𝐜 =

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝜕𝐄-
𝜕𝑥

𝜕𝐄-
𝜕𝑦

𝜕𝐄-
𝜕𝑧

𝜕𝐄2
𝜕𝑥

𝜕𝐄2
𝜕𝑦

𝜕𝐄2
𝜕𝑧

𝜕𝐄3
𝜕𝑥

𝜕𝐄3
𝜕𝑦

𝜕𝐄3
𝜕𝑧 ⎦

⎥
⎥
⎥
⎥
⎥
⎤

`

`

𝐫0𝐫𝐜

= −a
Φ-,- Φ-,2 Φ-,3
Φ2,- Φ2,2 Φ2,3
Φ3,- Φ3,2 Φ3,3

cd

𝐫0𝐫𝐜

(4)	

However,	 because	𝐄(𝐫) = −∇Φ(𝐫),	𝑑𝐄	will	 only	 have	 real	 eigenvalues	meaning	 that	 the	

electric	field	will	not	have	a	center,	attracting	focus,	or	repelling	focus	(Figure	4B).	This	is	

equivalent	to	noticing	that	the	curl,	∇ × 𝐄(𝐫),	is	zero	everywhere,	thus	the	electric	field	does	

not	have	any	regions	that	are	spinning.	Furthermore,	analyzing	single	points	is	not	invariant	

under	rotational	or	translational	transformations.	Indeed,	it	can	be	seen	from	a	plot	of	the	

electric	field	that	vector	field	is	very	sensitive	to	the	position,	and	is	in	no	way	homogenous;	

hence,	choosing	a	single	point	can	be	devastating	for	trying	to	capture	how	the	electric	field	

is	 actually	 changing	 (Figure	 6).	 Additionally,	 in	 the	 2D	 plots	 in	 Figure	 6,	 one	 can	 see	

topological	 features	 that	 include	 attracting	 nodes,	 repelling	 nodes,	 and	 saddle	 points.	

Analyzing	 the	 electric	 field	 by	 only	 considering	 specific	 points	 is	 still,	 to	 some	 extent,	

arbitrary.	Calculating	𝐄(𝐫)	at	a	specific	point	is	a	local	quantity	of	the	electric	field	and	does	

not	capture	the	geometrical	nature	of	the	image	of	𝐄(𝐫).	

Global	Distribution	of	Streamlines	to	Evaluate	Changes	in	the	Electric	

Field	Topology	
In	order	to	analyze	larger	regions	of	𝐄(𝐫)	and	detect	how	changes	in	the	geometry	of	

the	vector	field	correlate	with	the	reaction	barrier,	a	new	approach	is	warranted.	Analysis	

of	 vector	 fields	 is	 largely	 popular	 in	 the	 field	 of	 fluid	 dynamic,42–46	 where	 a	 method	 of	

determining	 the	 similarity	 between	 vector	 fields	 has	 been	 constructed	 by	 using	 global	
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distributions	arising	from	the	streamlines.47	This	method	has	been	shown	to	be	invariant	

under	rotational	and	translation,	and	partially	invariant	under	scaling	of	vector	fields.	In	this	

study,	we	apply	this	algorithm	to	analyze	local	changes	in	𝐄(𝐫).	

We	 begin	 by	 defining	 boxes	 that	 enclose	 chemically	 relevant	 subsets	 of	 𝐄(𝐫):	 a	

4 × 4 × 2	Å	box	around	the	carbonyl	and	the	Asp40O-H-C	bonds	(Figure	6),	regions	i	and	ii	

in	Figure	5.	In	these	regions,	the	electric	field	can	point	in	any	direction	and	the	magnitude	

can	range	from	0.001	a.u.	to	38300	a.u.	(Figure	6).	The	very	large	electric	field	magnitudes	

are	located	around	the	nuclei.	We	then	randomly	sample	two	points	that	 lie	on	the	same	

streamline,	α,	 and	bin	 them	by	Euclidean	distance	and	mean	curvature.	We	compute	 the	

curvature	at	each	point	using	Equation	5.	

𝜅 =
|𝛼* × 𝛼**|
|𝛼*|)

=
|𝑬(𝒓) × 𝑬*(𝒓)|

|𝑬(𝒓)|)
(5)	

For	 each	 region,	we	 construct	 a	 2D	 histogram	 (200 × 200	 in	 size)	 of	 Euclidean	 distance	

versus	curvature	using	100,000	randomly	sampled	pairs	of	points	(See	Supp	Info).	Then	we	

define	the	𝜒$ 	distance	between	two,	𝑁-bin	normalized	histograms	𝑓	and	𝑔	as:	

𝜒$: 𝐷(𝑓, 𝑔) =
1
28

(𝑓[𝑖] − 𝑔[𝑖])$

𝑓[𝑖] + 𝑔[𝑖]

9

+04

(6)	

The	 range	 of	 𝜒$ 	 is	 [0,1]	 with	 0	 representing	 the	 same	 histogram	 and	 1	 representing	

completely	different	histograms.	

Using	this	method,	we	can	construct	a	distance	matrix	for	the	carbonyl	region	(Figure	7).	

Each	square	pictorially	represents	the	distance	between	their	corresponding	2D	histograms,	

with	 0	 (black)	 being	 the	 same	 histogram,	 and	 1	 (white)	 being	 completely	 different.	 The	

diagonal	will	always	be	black	as	this	corresponds	to	the	same	histogram.	We	can	therefore	

see	that	g+,	b+,	and	r+	all	have	very	similar	electric	fields	in	the	carbonyl	region.	These	three	

structures	are	slightly	similar	to	NEF	(wild-type	KSI	with	no	external	field)	and	KSI-Y32,	and	

very	different	from	b−,	r−,	and	KSI-Y57.	Similarly,	we	can	see	that	b−	and	r−	are	very	similar	

to	each	other,	and	slightly	similar	to	NEF	and	KSI-Y32.	Recall	that	g+,	b+,	and	r+	all	decreased	

the	first	reaction	barrier,	and	b−,	r−	increased	the	barrier	(Figure	2).	KSI-Y57	increased	the	

barrier	much	more	than	both	b−,	r−	(Figure	2).	Our	method	has	clustered	the	structures	in	

agreement	 with	 how	 they	 affected	 the	 barrier.	 Analysis	 of	 the	 region	 undergoing	
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deprotonation	(ii	in	Figure	5)	shows	that	b+	and	r+	are	very	similar,	g+	and	NEF	are	very	

similar,	and	b−	and	r−	are	very	similar	(Figure	7).	Again,	these	are	more	or	less	grouped	by	

how	they	affect	the	first	barrier.	Though,	in	the	region	undergoing	deprotonation,	we	do	see	

that	 b+	 and	 r+	 are	 more	 similar	 to	 b−	 and	 r−	 as	 compared	 to	 the	 carbonyl	 region.	

Additionally,	 KSI-Y57	 is	 similar	 to	 almost	 all	 of	 the	 structures,	 despite	 having	 the	 most	

different	barrier.	The	plotted	fields	for	all	considered	systems	are	provided	in	the	SI.	

	

Figure	7:	Dissimilarity	measurement	between	systems	with	different	applied	external	electric	fields.	
i.	represents	analysis	of	the	region	around	the	carbonyl	and	ii.	 the	region	around	the	Asp40O-H-C	
region	(regions	contextualized	within	Figure	5	and	Figure	6).	In	the	dissimilarity	matrices	on	the	left,	
black	means	the	same	and	white	means	different.	Graphs	on	the	right	compare	the	change	in	the	
reaction	barrier	between	two	system	(ΔΔ𝐸%,'

‡ )	to	the	distance	between	their	histograms	(𝐷(𝑓, 𝑔))	or	

0

0.25

!
",
$
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the	value	within	the	matrix	on	the	left.	𝑅# 	and	𝑝-value	are	shown	with	each	graph.	NEF:	wild-type	
KSI	with	no	external	field.	

Having	 calculated	 the	 dissimilarity,	 or	 distance,	 between	 each	 pair	 of	 systems	 with	

varying	external	electric	fields,	we	compare	the	difference	in	reaction	barriers	for	each	pair.	

We	would	expect	 that	 for	 the	more	similar	 the	barrier	 (ΔΔ𝐸:,;
‡ 	close	 to	0),	 the	difference	

between	the	two	electric	fields	should	be	minimal	(𝐷(𝑓, 𝑔)	close	to	0).	Similarly,	for	large	

ΔΔ𝐸:,;
‡ ,	we	would	expect	to	see	a	larger	distance	between	histograms	(𝐷(𝑓, 𝑔)	closer	to	1).	

ΔΔ𝐸:,;
‡ was	plotted	versus	𝐷(𝑓, 𝑔)	for	both	regions	(Figure	7).	The	local	electric	field	around	

the	carbonyl	has	a	strong	relationship	with	the	reaction	barrier	(𝑅$ = 0.55),	whereas	the	

local	 electric	 field	 around	 the	 site	 of	 deprotonation	 (𝑅$ = 0)	 did	 not	 (Figure	 7).	 Hence,	

electric	 fields	 that	 are	 similar	 around	 the	 carbonyl	 bond	 correspond	 to	 similar	 barriers.	

Though,	it	is	expected	to	not	necessarily	see	a	correlation	at	the	site	of	deprotonation	as	both	

the	external	electric	fields	and	mutations	directly	impact	that	carbonyl	bond	and	should	not	

impact	the	region	of	deprotonation	directly.	Hence,	we	would	not	expect	to	see	changes	in	

the	electric	field	topology	around	the	deprotonation	site	as	a	function	of	the	reaction	barrier.	

Though	at	the	same	time,	we	would	not	expect	the	electric	field	to	be	the	same	across	all	of	

these	structures	as	there	are	differences	in	the	electron	density	and	nuclear	coordinates.	In	

general,	around	the	carbonyl,	the	more	similar	the	electric	field	topology	is,	as	measured	by	

the	global	distribution,	the	more	similar	the	barriers	for	deprotonation	are.	And	the	more	

dissimilar	the	electric	fields	are,	the	further	apart	the	barriers	are.	

We	further	evaluate	our	method	sensitivity	to	the	reactant	state	destabilization,	and	

the	TS	stabilization,	by	decomposing	Δ𝐸‡	into	the	relative	change	in	energy	for	the	reactant	

state	 and	 first	 TS	 (deprotonation).	 Recently,	 Boxer	 has	 shown	 that	 KSI’s	 electrostatic	

preorganization	operates	by	stabilizing	the	transition	state,	and	only	minimally	destabilizes	

the	ground	state.	Further,	from	the	plot	shown	it	becomes	clear	that	the	electric	field	does	

not	always	shift	both	the	TS	and	reactant	in	the	same	direction.	In	fact,	for	the	electric	field	

applied	along	the	carbonyl	bond	(r),	we	see	that	r+	destabilizes	the	reactant	and	stabilizes	

the	TS	(Figure	8).	r−	on	the	other	hand,	greatly	stabilizes	the	reactant	state,	and	only	slightly	

stabilizes	the	TS.	However,	when	we	apply	the	external	field	from	the	carbonyl	oxygen	to	

the	 𝛼-carbon	 (b),	 we	 see	 that	 b+	 destabilizes	 the	 reactant	 and	 TS	 but	 destabilizes	 the	
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reactant	more	so.	Additionally,	b−	stabilizes	both	reactant	and	TS,	but	expectantly	stabilizes	

the	 reactant	more	 so.	When	we	 then	 compare	 Δ𝐸()*+,*-, 	versus	𝐷(𝑓, 𝑔),	 given	 from	 the	

electric	 field	 histograms,	we	 actually	 see	 a	 decrease	 in	 the	 correlation	 (Supp	 Info).	 This	

indicates	that	the	electric	field	we	are	analyzing	is	not	just	indicative	of	relative	shifts	in	the	

ground	state,	but	also	in	relative	shifts	of	the	transition	state	fully	allowing	us	to	probe	the	

electrostatic	preorganization.	

	

Figure	8:	 Contribution	of	 the	external	 electric	 field	perturbation	 to	 shift	 in	 the	 reaction	barrier.	
Positive	values	of	𝛥𝐸	indicate	destabilization	and	negative	values	indicate	stabilization	relative	to	
KSI-WT.	r	and	b	correspond	to	directions	defined	in	Figure	1.	

Conclusions	
A	protein’s	electric	 field	has	been	 fairly	elusive,	as	many	studies	have	used	either	

indirect,	or	incomplete	methods	to	analyze	and	quantify	this	field.	A	robust	method	of	quick	

and	rigorous	analysis	of	 the	 field,	which	predicts	 changes	 in	 the	barrier	of	 the	 catalyzed	

reaction	due	to	changes	in	the	field	in	protein	variants,	without	needing	to	compute	a	TS,	

will	 greatly	 facilitate	 computation	 efforts	 to	 understand	 the	 functionality	 of	 natural	

enzymes,	and	design	artificial	enzymes	of	high	activity.	Very	few	studies	look	directly	at	the	

electric	 field	 and	 those	 that	 do	 only	 consider	 specific	 points	 of	 the	 electric	 field,7,24,36	

neglecting	the	global	geometry	of	the	field.	

In	this	study,	we	have	shown	how	traditional	methods	of	analyzing	the	electric	vector	

field	by	considering	only	specific	points	neglects	the	broader	topology	of	the	electric	vector	

field	and	can	lead	to	incorrect	and	unphysical	conclusions.	When	we	consider	the	electric	

field	at	the	geometric	center	of	the	bonds	of	interest,	we	see	unphysical	trends	in	relation	to	
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the	reaction	barrier	(Figure	3).	Using	a	more	physically	motivated	location,	the	BCP	from	

QTAIM,	we	saw	better	correlations	for	the	systems	where	we	apply	an	external	electric	field;	

however,	we	the	3-chlorotyrosine	mutants	remained	outliers	(Figure	5).	Thus,	it	is	possible	

to	evaluate	the	electric	field	at	BCPs,	though	the	perturbation	to	the	system	must	be	small,	

and	may	not	be	able	to	accurately	quantify	the	variation	introduced	by	residue	mutations.	

Instead,	consideration	of	the	vector	field	topology	enables	us	to	more	accurately	compare	

the	differences	between	locally	produced,	or	more	generally	produced,	molecular	electric	

fields.	The	ability	to	quantify	differences	in	the	electric	field	will	allow	us	to	calculate	relative	

electrostatic	preorganization	 for	a	protein	and	 its	mutants.	Previous	studies	have	shown	

that	 KSI	 creates	 an	 optimal	 electric	 field	 so	 as	 to	 activate	 the	 carbonyl	 in	 the	 reactant	

state.15,17,24	While	KSI	features	a	chemically	simplistic	protonation/deprotonation	reaction,	

our	 method	 of	 considering	 the	 global	 distribution	 of	 streamlines	 has	 allowed	 us	 to	

quantitatively	assess	the	perturbations	in	the	locally	produced	electric	field	and	correlated	

these	changes	to	the	reaction	barrier.	Additionally,	we	were	able	to	use	our	method	across	

both	 artificially	 applied	 electric	 fields,	 and	 actual	 amino	 acid	 mutations	 that	 have	 been	

shown	to	cause	changes	in	the	reaction	rate.	Our	findings	further	bolster	that	an	optimal	

electric	field	that	activates	the	substrates	carbonyl	can	greatly	improve	the	reaction	rate	of	

KSI.	

		 The	proposed	method	will	enable	researches	to	better	analyze	protein	electric	fields	

and	how	they	change	either	through	mutations,	or	dynamically	within	the	native	dynamics	

of	the	protein.	Our	study	compliments	the	linear	Stark	spectroscopy	work	done	by	Boxer	

showing	 that	 the	KSI	 protein	 exerts	 an	 electric	 field	 on	 the	 order	 of	 100	MV/cm	on	 the	

substrate	carbonyl24,	 and	all	of	 the	subsequent	studies	 illustrating	 the	 importance	of	 the	

field	 around	 the	 carbonyl.4,26,39	 Thus,	 our	 method	 can	 complement	 experimental	 works	

which	are	unable	 to	directly	 look	at	 the	electric	 field	and	complement	studies	which	use	

linear	Stark	spectroscopy	to	investigate	changes	in	the	electric	field.	The	method	we	have	

shown	 only	 relies	 on	 the	 ground	 state	 wavefunction,	 which	 is	 easily	 computed	 in	

comparison	to	finding	the	reaction	barrier.	This	method	of	analysis	could	also	be	used	to	

evaluate	 the	 electric	 field	 as	 calculated	 from	 force	 field	 charges	 of	 the	whole	protein,	 to	

understand	and	predict	how	distant	mutations	affect	the	electric	field	within	this	active	site.	
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It	is	important	to	note	that	this	method	still	requires	chemical	and	physical	intuition	to	study	

the	proper	bond	region	that	would	be	most	greatly	influenced	by	an	electric	field.	

Methods	
Geometry	optimization	calculations	with	the	M06-2X	functional48	and	single	valence	

with	 polarization	 (def2-SVP)	 basis	 set	 were	 performed	 in	 Turbomole	 (V6.3).49,50,59,51–58	

Numerical	frequency	calculations	were	performed	to	ensure	structures	were	at	a	minimum.	

The	triple-𝜁	with	polarization	(def2-TZVP)	basis	set	was	used	for	single	point	calculations.	

Implicit	solvation	was	modeled	using	the	conductor-like	screening	model	(COSMO)60	with	

the	dielectric	constant	set	to	4,	which	is	typical	for	buried	active	sites.61	All	calculations	were	

consistent	with	 our	 previous	 study.16	 The	 nature	 of	 stationary	 points	was	 confirmed	 by	

frequency	calculations:	0	imaginary	frequencies	for	reaction	intermediates	and	1	imaginary	

frequency	 for	TS.	QTAIM	analysis	was	performed	using	 the	AIMALL	 software62	 to	 locate	

BCP.41,63,64	

A	grid	was	applied	to	discretize	the	electric	vector	field	and	at	each	grid	point	𝐄(𝐫)	

was	 calculated	 from	 the	 wavefunction	 in	 Turbomole.	 Turbomole	 uses	 Equation	 1	 to	

calculate	 the	 electric	 field	 from	 the	 electron	 density	 and	 nuclear	 coordinates.	 A	 grid	 of	

100 × 100 × 50,	or	500,000	points,	was	used	for	each	region	analyzed.	Further	optimization	

of	the	region	analyzed	around	the	carbonyl	should	increase	the	correlation	between	the	field	

similarity	and	the	barrier.	The	regions	analyzed	can	include	other	nuclei	that	can	enter	and	

leave	 the	 region	 causing	 changes	 in	 the	 similarity	measurements,	 when	 the	 field	 in	 the	

region	of	interest	is	not	changing	very	much.	

Supporting	Information	Available	
Plotted	 fields,	 2D	 histograms	 of	 curvature	 versus	 Euclidean	 distance,	 Δ𝐸<,"!#"=# 	 versus	

𝐷(𝑓, 𝑔),	dependence	on	functional	and	basis	set,	and	structure	coordinates	for	KSI-Y32	and	

KSI-Y57.	This	information	is	available	free	of	charge	on	the	ACS	Publications	website.	
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