Downloaded via RICE UNIV on June 2, 2021 at 14:24:51 (UTC).
See https://pubs.acs.org/sharingguidelines for options on how to legitimately share published articles.

]‘ I ‘ Journal of Chemical Theory and Computation

pubs.acs.org/JCTC

On the Interplay between Electronic Structure and Polarizable Force
Fields When Calculating Solution-Phase Charge-Transfer Rates

Jaebeom Han, Pengzhi Zhang, Huseyin Aksu, Buddhadev Maiti, Xiang Sun,* Eitan Geva,*
Barry D. Dunietz,* and Margaret S. Cheung*

Cite This: J. Chem. Theory Comput. 2020, 16, 6481-6490 I: I Read Online

ACCESS | [l Metrics & More | Article Recommendations ‘ @ Supporting Information

ABSTRACT: We present a comprehensive analysis of the interplay
between the choice of an electronic structure method and the effect of B3LYP BNL .., TN
using polarizable force fields vs. nonpolarizable force fields when +

calculating solution-phase charge-transfer (CT) rates. The analysis is
based on an integrative approach that combines inputs from electronic
structure calculations and molecular dynamics simulations and is
performed in the context of the carotenoid—porphyrin—Cg, molecular ) ) oy | /

triad dissolved in an explicit tetrahydrofuran (THF) liquid solvent. Marcus Nonpolarizable  Nonpolarizable 1 @
theory rate constants are calculated for the multiple CT processes that e ——— % CT2
occur in this system based on either polarizable or nonpolarizable force Elactionic Structure

fields, parameterized using density functional theory (DFT) with either the

B3LYP or the Baer—Neuhauser—Livshits (BNL) density functionals. We find that the effect of switching from nonpolarizable to
polarizable force fields on the CT rates is strongly dependent on the choice of the density functional. More specifically, the rate
constants obtained using polarizable and nonpolarizable force fields differ significantly when B3LYP is used, while much smaller
changes are observed when BNL is used. It is shown that this behavior can be traced back to the tendency of B3LYP to overstabilize
CT states, thereby pushing the underlying electronic transitions to the deep inverted region, where even small changes in the force
fields can lead to significant changes in the CT rate constants. Our results demonstrate the importance of combining polarizable
force fields with an electronic structure method that can accurately capture the energies of excited CT states when calculating
charge-transfer rates.
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B INTRODUCTION density functional theory (TDDFT) with the Baer—Neuhaus-
er—Livshits (BNL) density functional.'” In this paper, we
investigate the robustness of the results we obtained in ref 17 by
comparing them to results obtained by using polarizable force
fields (PFFs),'>” using the iterative restrained electrostatic
potential method (i-RESP) partial charges based on TDDFT
with either BNL or B3LYP functionals. Our main observation is
that choosing an electronic structure method that can accurately
capture the energies of the excited CT states is key for not only
obtaining reliable CT rate constants but also understanding the
role of polarizability.

The CT dynamics in the above-mentioned solvated molecular
triad system is strongly dependent on the conformation of the
triad and is much faster in the linear conformation than in the
bent conformation'>'*'%'” (see the conformations illustrated in
Figure 1b). Accounting for this calls for treating the different

The ability to calculate charge-transfer (CT) rate constants in a
complex molecular condensed-phase system accurately and
reliably is key for quantitative modeling of many systems with
biological and technological importance.' > One reason why
modeling CT in such complex systems is challenging is the need
to combine multiple methodologies, each of which calls for
making choices based on the trade-oftf between accuracy and
computational feasibility.” This includes the choice of an
electronic structure method,” the method used for assigning
partial charges,” and force fields (e.g, polarizable vs. non-
polarizable).”

In this paper, we investigate the effect of the aforementioned
choices on the rate constants of the multiple CT processes that
occur in the carotenoid—porphyrin—Cg, (CPCg) molecular
triad dissolved in explicit tetrahydrofuran (THF) liquid solvent
(see Figure 1a). This system has received much recent attention
as a model for understanding photoinduced CT processes Received: July 30, 2020 JCTC ===
similar to those occurring in photosynthetic reaction centers and Published: September 30, 2020
organic photovoltaic devices.'””** In a recent paper, we
calculated the rate constants for the various CT processes that
occur in this system using nonpolarizable force fields (NFFs)
with Mulliken partial charges obtained from time-dependent
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Figure 1. Conformations of the triad molecule showing (a) its three units (fullerene, porphyrin, and carotenoid) and (b) its two structural

conformations (linear and bent conformations).

conformations as individual chemical species, each of which
associated with a corresponding force field."*'° It should also be
noted that CT in this system was found to be driven by the
solvent degrees of freedom (DOF), rather than by the
intramolecular triad DOF."” Thus, solvent polarization effects
are expected and their effect on the CT dynamics is of interest.

Our model of CPCg, takes into account four electronic states
of the triad:"* (1) the ground state, CPCyy; (2) the P-localized
excitonic zz* state, CP*Cyp; (3) the excited P-to-Cg, CT state,
CP*Cg4,~, which is referred to as CT1; and (4) the excited C-to-
Cygo charge-separated state, C'PCq4,~, which is referred to as
CT2. Following photoexcitation from the ground state to the
zm* state, the triad is believed to undergo a nonradiative
transition from z7* to CT1, followed by another nonradiative
transition from CT1 to CT2.'* It should be emphasized that the
partial charges are assigned'”'® for each electronic state
(ground, zz*, CT1, and CT2) at the different conformations
(bent and linear) (atomic coordinates and charges are detailed
in the Supporting Information (SI)).

B COMPUTATIONAL METHODS

Marcus theory rate constants were calculated based on the
following expression'”

1 2 U
N
n oh o7 (1)

Here, I'p, is the electronic coupling between the donor and
acceptor states, (U)p, is the average donor—acceptor potential
energy gap, U = Vp(R, r) — V4(R, 1), at equilibrium on the

donor PES, and oy, = /{(U*), — (U)3 is the corresponding

standard deviation.'” Vp(R, r) and V,(R, r) are the PESs of the

triad in the donor and in the acceptor states, regpectively, and are
1

obtained directly from the MD simulations.”” The reorganiza-
. . . 27-30
tion energy, E,, and reaction free energy, AE, are given by

B, =%
2k T
AE = _Er - <U>D (2)
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As illustrated in the algorithm flow chart (Figure 2), the Marcus-
like rates are obtained from the triad donor and acceptor
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Figure 2. Flow chart of the protocol for obtaining charge-transfer rate
constants. The primary steps include gas-phase electronic structure,
force field parameterization, and MD simulations to obtain donor and
acceptor potential energies. The donor-to-acceptor energy gap
parameters and the electronic coupling are used in the rate expression.

potential energy surfaces (Vp, and V). The starting point for
the calculation of the donor—acceptor energy gap is the
excitation energies of the triad conformation within the isolated
single molecule as obtained via TDDFT, based on B3LYP or
BNL. The corresponding electrostatic distributions and atomic
partial charges (RESP or i-RESP) are then used to parameterize
the force fields (NFF or PFF). Molecular dynamics simulations
add the effect of intramolecular and intermolecular nuclear
motion that give rise to the Vp and V,, potential energy surfaces.
The corresponding energy gap distribution parameters ((U)p,
and op,), along with the electronic coupling coefficients obtained
from the gas-phase calculations, are used in the rate expression.
Next, we provide further details on the electronic structure and
MD calculations.
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Table 1. Energy Parameters {U)y, 6p, E,, AE, and I'p, in eV and Rate Constants in s for the Three Electronic Transitions Using
the RESP Charges (for the MD Simulations Using NFF) and the i-RESP Charges (for the MD Simulations Using PFF) at the

Level of BNL or B3LYP Functionals

BNL B3LYP
NEF PFF NEF PFF
ar* — CT1 linear (U)p —-0.329 —0.456 0.977 0.721
op 0.167 0.221 0.201 0.257
E, 0.541 0.954 0.784 1.287
AE —-0.212 —0.498 -1.761 —2.008
| 9.0 X 1073 52%x1073
[ 2.6 x 101 1.7 x 101 3.7 X 10° 7.9 X 10°
bent (Uyp 0.433 0.194 1271 1.087
op 0.159 0.203 0.164 0212
E, 0.494 0.805 0.523 0.875
AE —-0.927 —0.999 —-1.795 —1.963
T'pa 24 %1072 1.8 X 1072
S 3.4 x 10" 6.8 X 10" 6.6x 107" 1.1 x 107
an* — CT2 linear (U)p -0.282 —0.868 1.577 1.038
op 0.281 0.369 0.253 0.339
E, 1.539 2.648 1.241 2232
AE -1.257 —-1.781 —2.819 —3.271
Tpa 2.0 x 107 6.4%x107°
[ 3.3x 10 2.6 X 107 2.1x1073 42 x 10°
bent (Uyp 0213 —0.470 1.248 0.832
op 0.260 0.338 0.234 0.310
E, 1.320 2229 1.067 1.876
AE —-1.533 —1.759 -2.316 —2.708
Ipa 4.5x107° 43x107°
S 2.1 X 107 8.7 x 10° 2.0x 107" 63 x 10°
CT1 - CT2 linear (U)p —0.289 —0.853 —0.011 —0.367
op 0.261 0.366 0.233 0.306
E, 1.330 2.611 1.053 1.821
AE —1.041 —1.759 —1.043 —1.454
Tpa 1.0x 1073 2.1%x1073
KM, 7.9 X 10° 6.9 x 10° 7.2 % 10" 2.7 x 10%°
bent (U)p —-0.793 —1.121 —0.447 —0.812
op 0.268 0.337 0.228 0.281
E, 1.395 2216 1.009 1.531
AE —0.602 —-1.095 —0.562 —0.719
| 8.6x107° 3.7%x107°
S5 1.3 x 10° 3.4 % 10° 3.3 % 10° 2.8 X 10°

Electronic Structure Calculations. Electronic structure
calculations of the triad are performed on two representative
conformations: (1) the linear conformation of the triad is
obtained by geometry optimization in a polarizable continuum
model (PCM)*"** with switching/Gaussian (SWIG)®® repre-
senting tetrahydrofuran (THF) of a 7.6 scalar dielectric constant
employing the B3LYP functional**** with the split-valence (SV)
basis set””” for all atoms; and (2) the bent conformation of the
triad was selected from the clustered structures of the ensemble
of the MD simulations with the explicit THF solvent at 300 K
from the previous study."*

The excited states are calculated for the single triad at each of
the conformations, at the TDDFT>*® level with B3LYP**** and
the range-separated hybrid (RSH) BNL functional®”*’ and the
same SV basis set level that has been benchmarked successfully
by relating to available spectral data.'* The electronic coupling
parameter is obtained via the fragment-charge difference (FCD)
method*' based on the gas-phase TDDFT calculations. The
BNL tuning parameter (y) was calculated using the ]Z(y) error
minimization tuning scheme” in the gas phase. The BNL, as an
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RSH functional, describes reliably CT states, where the
tendency of DFT to underestimate CT state energies is
alleviated.**~*® The electronic properties for the linear as well
as the bent conformations at either BNL or B3LYP level are
provided in Table S2 in the Supporting Information. All of the
electronic structure calculations were performed using the Q-
Chem program package.””

Conformation-Dependent Force Fields. Our force fields
are based on general AMBER force field (GAFF)**™° and
conformation-dependent sets of partial charges and electronic
distribution. Specifically, for PFF, bonded and van der Waals
parameters were from GAFF; the polarizabilities were taken
from AMBER polarizable force field ff12polL. Details about the
development of the partial charges are as follows:

(a) Triad: The atomic partial charges of the relevant excited
states in each triad conformation using the two func-
tionals are obtained using two schemes. Charges are
obtained by the Mulliken population analysis®' and the
restrained electrostatic potential (RESP) fitting.””* The
excited-state electrostatic potentials (ESPs) expressed on

https://dx.doi.org/10.1021/acs.jctc.0c00796
J. Chem. Theory Comput. 2020, 16, 6481—-6490
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a Lebedev grid point™* were used in the RESP fitting. We
utilized the point dipole method™ with the Thole-type
model (TTM)**™*? to incorporate the polarization into
the force field development. The atomic polarizabilities
were taken from the AMBER force field ff12polL as the
same in our previous ground-state PFF MD simulation
study."> Ground-state atomic polarizabilities were used
for all electronic states.

(b) THF: The ground-state atomic partial charges of the
solvent THF were adopted from our previous study."
The ground-state atomic polarizabilities for THF were
taken from the AMBER force field ff12poll and are

tabulated in the Supporting Information.

Both the Mulliken charges and the RESP charges were used to
develop NFFs. For the PFFs, we employed the induced dipole-
corrected RESP (i-RESP) charges™® for the three excited
electronic states (i.e, CT1, CT2, zz*) at both conformations
(linear and bent).

Molecular Dynamics Simulations. We obtain the PESs of
the triad in the donor and in the acceptor states directly from the
MD simulations on the donor state.'” All MD simulations, with
NFF or with PFF, were performed using the AMBERI12
program.”’ The pre-equilibrated structures of the triad with
6741 THF molecules in a cubic periodic box (96.9 A X 96.9 A x
96.9 A) were used as an initial condition.'* Energy minimization
was performed using the steepest descent method and the
conjugate gradient method, followed by gradually heating to
298.15 K. Constraints were added via a harmonic potential with
a force constant of 100 kcal mol™" A~ (these constraints have a
negligible effect in the rate calculations). The SHAKE
algorithm®' was employed for the bond length constraints
involving hydrogen atoms. The cutoff distance for non-
electrostatic interactions was set to 12 A, and the particle-
mesh Ewald (PME)®* was used for the long-range electrostatic
interactions. The system was equilibrated with NFF at 298.15 K
and 1 atmosphere (isothermal—isobaric ensemble, NPT) for 2
ns with the time step of 2 fs to reach the desired density of the
system using the Berendsen weak-coupling method®”® and
Langevin dynamics®* for the pressure and temperature control,
respectively. For the molecular dynamics simulations with PFF,
the same systems equilibrated using NFF were used as initial
conditions. The system was re-equilibrated for another 2 nsin a
canonical (NVT) ensemble. Following the equilibration,
production runs with NFF or PFF were performed for 6 ns in
total with the same initial conditions sampled from the previous
equilibrated runs. To ensure a smooth distribution of the
potential energy gap between the donor and acceptor states, we
collected 600,000 frames from each system by sampling at every
10 fs; a similar sampling interval was used in our previous study
using NFF."” In addition, we show in Table S6 in the Supporting
Information that the CT rates based on the first half of the MD
trajectories (of 3 ns) are in good agreement, within an order of
magnitude, with the rates based on the full 6 ns MD trajectories.

In total, we performed MD simulations on the donor states for
each of the three CT processes (zz* — CT1, zz* — CT2, and
CT1 — CT2). The potential energy on the acceptor states was
calculated from the donor-state MD trajectories. Afterward, the
energy gap U was corrected by the QM excitation energy
following eq 13 in ref 17.
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B RESULTS AND DISCUSSION

The rate constants for the three electronic transitions obtained
by using the RESP charges (when the MD simulations are based
on NFF) and the i-RESP charges (when the MD simulations are
based on PFF), and the BNL or B3LYP functionals, are shown in
Table 1. Also shown in this table are the corresponding values of
(U)p, op, E,, AE, and I'p, that determine the rate constants.
(Mulliken-charge-based energies are provided for reference in
Table S1.)

A close inspection of the results reveals that BNL generally
leads to better estimation of the CT rate constants. The rate
constants obtained using B3LYP for the zz* — CT1 and z7* —
CT?2 transitions are orders of magnitude smaller than the rate
constants obtained for those transitions using BNL. This
difference can be traced back to the fact that B3LYP
overstabilizes the CT1 and CT2 states relative to the zz*
state® ™’ and thereby leads to greater negative values of AE
relative to BNL. As a result, the zz* — CT1 and zz* — CT2
transitions are shifted deeper into the inverted region when
B3LYP is used, where the rate constants are significantly smaller
compared to their values in the close vicinity of the Marcus
turnover region. In contrast, when BNL is used, the zz* — CT1
and zz* — CT2 transitions are in either the normal or shallow
inverted region and thereby significantly faster. See these energy
trends where B3LYP overstabilizes the CT state in comparison
to BNL illustrated for the zz* — CT transitions at the linear
conformation in Figure 3 with the energies listed in Table 2. It
should be noted that the BNL-based rate constants are

a)Linear, mn” - CT1|b)Bent, mn’ - CT1

Energy

== |A) BNL NFF
—— |1A) BNL PFF
|A) B3LYP NFF
—— |A) B3LYP PFF

Reaction Coordinate

Figure 3. Parabolic potential energy surfaces comparing BNL (blue)
and B3LYP (red) for the different transitions at the linear and bent
conformations. B3LYP finds larger stabilization of the CT state over the
77r* state than that indicated by BNL. This trend is even reversed for the
CT1 — CT?2 transition due to cancellation of errors in the B3LYP case.

https://dx.doi.org/10.1021/acs.jctc.0c00796
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Table 2. Charge-Transfer Rate Constants in s~* from a Donor to an Acceptor Electron State (k). ,) Calculated from the MD
Simulations with the Mulliken Charges and with the RESP Charges (for the MD Simulations Using NFF) and the i-RESP Charges
(for the MD Simulations Using PFF) at the Level of BNL or B3LYP“

BNL B3LYP
NFF PFF NFF PFF

an* — CT1 linear-Mulliken 1.2 x 10" 5.5 x 101 7.8 X 10° 1.0 X 10'°
linear-RESP/i-RESP 2.6 x 101 1.7 x 10" 3.7 X 10° 7.9 X 10°

bent-Mulliken 2.8 x 10%° 5.1 % 10%2 1.1 X 10? 2.3 % 10°

bent-RESP/i-RESP 3.4 x 101 6.8 x 10" 6.6 x 107! 1.1 X 107

an* — CT2 linear-Mulliken 3.9 %108 8.4 % 107 52 %1072 4.0 % 103
linear-RESP/i-RESP 33 %108 2.6 X 107 2.1%x1073 42 % 10°

bent-Mulliken 1.9 x 107 1.9 x 107 3.5 2.4 % 10*

bent-RESP/i-RESP 2.1 x 107 8.7 X 10° 2.0x 107! 6.3 % 10°

CT1 - CT2 linear-Mulliken 3.7 X 10° 1.2 x 10° 7.0 x 108 5.5 % 10°
linear-RESP/i-RESP 7.9 x 10° 6.9 x 10 7.2 % 10 2.7 x 10%°

bent-Mulliken 8.3 x 10* 4.1x10° 5.8 X 10* 8.4 x 10*

bent-RESP/i-RESP 1.3 x 10° 34 % 10° 3.3 x10° 2.8 X 10°

“The measured CT rates™ are as follows: k(zz* — CT1) = 3.3 X 10" s7! and k(CT1 — CT2) = 1.5 x 10 57",

Linear Conformation
BNL B3LYP

Bent Conformation
BNL B3LYP

B C60 MPor MCar

usyiiiniA

Charge (e)

ds3y-!

dS3y

TUT* CT1 CT2 TUT* CT1 CT2

TUT* CT1 CT2 TUT* CT1 CT2

Electronic State of Triad

Figure 4. Net charges from the zz*, the CT1, and the CT?2 states on the three subunits: Cg, (black), porphyrin (red), and carotenoid (blue) in both
linear and bent conformations using the Mulliken (top), RESP (middle), and i-RESP (bottom) charge models obtained at the level of BNL or B3LYP

functionals, respectively. See Table S3 in the SI for the numerical values.

consistent with the corresponding experimental values (Table
2), which suggests that BNL yields a more accurate electronic
structure. This is consistent with the well-documented ability of
BNL to give accurate energies for CT states and the inability of
B3LYP to do so.”>~***

The rate constant obtained using B3LYP for the CT1 — CT2
transition is similar to the rate constants obtained for this
transition using BNL. This is because in this case, the values of
AE obtained from BNL and B3LYP are similar. Thus, even
though B3LYP overstabilizes the energies of the CT1 and CT2
states, the overstabilization effect mostly cancels out since AE
corresponds to the difference in the energies of those two states.
Similar observations are found when Mulliken charges are used
(Table S1). Therefore, the choice of the method used for
assigning partial charges appears to have only a minor effect on
the CT rate constants.
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Another noteworthy observation is that PFF can compensate
for the overstabilization of CT states by B3LYP. More
specifically, changing from NFF to PFF is generally seen to
increase E, by a factor of 1.5—2.0 for both B3LYP and BNL. This
can be traced back to the fact that accounting for polarization
effects further stabilizes upon solvation. Changing from NFF to
PFF is also seen to lead to more negative values of AE. This can
be traced back to the fact that accounting for polarization effects
adds extra stabilization to the CT1 and CT?2 states relative to the
7* state as well as to the CT2 state relative to the CT1 state due
to the larger dipole moment of the former (see Tables S4 and SS,
and Figure S1 in the Supporting Information). However,
changing from NFF to PFF has a rather modest effect on the rate
constants for the zz* — CT1 and zz* — CT2 transitions when
calculated using BNL, which are observed to change by no more
than 1 order of magnitude due to it. In contrast, changing from
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Figure 5. Atomic partial charges of the triad in (a) the zz*, (b) the CT1, and (c) the CT2 states. In each panel, the top row is for the linear and the
bottom row is for the bent conformations. In each panel, the left column is from the Mulliken charge model, the middle column is from the RESP
charge model, and the right column is from the i-RESP charge models. The charges obtained at the BNL level are in black circles, those obtained at the
B3LYP level are in red circles, and the differences in the partial charges between the two (Aq = ggn1, — gp3Lyp) are in blue circles. See the detailed atomic

charges in the SI.

NFF to PFF has a dramatic effect on the rate constants for the
an* — CT1 and zn* — CT2 transitions when B3LYP is used,
changing them by 3—8 orders of magnitude.

This behavior of increased sensitivity to use PFF by B3LYP
can be traced back to the above-mentioned tendency of B3LYP
to push the transition to the deep inverted region when relatively
modest changes in AE and E, give rise to large changes in the rate
constant. In contrast, the same transitions are in the close
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vicinity of the Marcus turnover region when BNL is used, either
in the normal or in the shallow inverted region, where modest
changes in AE and E, give rise to similarly modest changes in the
rate constant. Thus, changing from NFF to PFF increases the
rate constants obtained by using B3LYP and brings them much
closer to the rate constants obtained by using BNL with either
NFF or PFF. Hence, using B3LYP may give the impression that
polarization bears a significant impact on the rate and that

https://dx.doi.org/10.1021/acs.jctc.0c00796
J. Chem. Theory Comput. 2020, 16, 6481—-6490


https://pubs.acs.org/doi/10.1021/acs.jctc.0c00796?fig=fig5&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00796?fig=fig5&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00796?fig=fig5&ref=pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.0c00796/suppl_file/ct0c00796_si_001.pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00796?fig=fig5&ref=pdf
pubs.acs.org/JCTC?ref=pdf
https://dx.doi.org/10.1021/acs.jctc.0c00796?ref=pdf

Journal of Chemical Theory and Computation

pubs.acs.org/JCTC

accounting for it is necessary for obtaining accurate rate
constants. However, this dramatic effect on the rate constants of
adding polarization effects appears to be fortuitous, rather than
due to the actual underlying physics. Indeed, by using a more
reliable functional when it comes to predicting the energies of
CT states like BNL already yields pretty accurate results with the
NFF.

Finally, we consider the sensitivity of the rate constants to the
choice of method for assigning atomic charges (see Figures 4
and S, and Table 2). The results show that BNL and B3LYP give
rise to rather similar CT rates, regardless of which method is
used to assign them (Mulliken or RESP/i-RESP). As a result, the
CT rate constants are seen to be relatively insensitive to whether
Mulliken or RESP/i-RESP is used to assign atomic charges (see
Table 2).

B CONCLUDING REMARKS

In this paper, we considered the interplay between the choice of
an electronic structure method and the effect of using polarizable
force fields vs. nonpolarizable force fields when calculating
solution-phase CT rates in the CPCgy, molecular triad dissolved
in the explicit THF liquid solvent. To this end, we compared
Marcus theory rate constants that were calculated for this system
based on classical MD simulations using PFF and NFF obtained
via TDDFT with the BNL and B3LYP functionals.

Our main conclusion is that the most important factor
determining the accuracy of the CT rate constants is the choice
of an electronic structure method. The rate constants obtained
using BNL were observed to be in much better agreement with
the available experimental values than those obtained via
B3LYP. This behavior can be traced back to the well-
documented tendency of B3LYP to overstabilize the energies
of CT states, which was observed to push the system into the far-
inverted regime and thereby significantly slow down CT rates.

Our results also underscore the importance of combining the
use of PFF with an electronic structure method that
quantitatively captures the energies of the excited CT states
and not just the corresponding atomic charges. As we have
shown, failing to do so can lead to the erroneous conclusion that
accounting for polarization effects can have a dramatic effect on
the CT rates, whereas in reality, those effects are much smaller.
Furthermore, electronic-state-dependent polarizability models
could be important in the CT rate calculation® and will be
reported in future publications. Furthermore, embedded
TDDFT-based calculations addressing the distribution of the
optical response due to the environment will also be reported in
future publications.
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Dipole moments of the triad in the excited states (Text
S1); excitation-state energies for absorbing (E,,), CT
states (Ecr), charge separation (AQ), and FCD electronic
coupling (I") of triad (Table S1); calculated (U)p, op, E,,
and AE for CT reactions of triad with Mulliken charges in
the unit of eV (Table S2); net charges on the three
subunits of triad in the zz*, CT1, and CT?2 states in the
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average dipole moments of triad from MD simulations
with Mulliken charges in the unit of Debye (Table $4); list
of magnitudes of the average dipole moments of triad
from MD simulations with RESP (NFF) and i-RESP
(PFF) charges in the unit of Debye (Table SS); energy
parameters (U)p, op, E,, AE, and I'p, and rate constants
for the three electronic transitions using the RESP/i-
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