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We propose a new dynamical method to connect equilibrium quantum phase transitions and quantum
coherence using out-of-time-order correlations (OTOCs). Adopting the iconic Lipkin-Meshkov-Glick and
transverse-field Ising models as illustrative examples, we show that an abrupt change in coherence and
entanglement of the ground state across a quantum phase transition is observable in the spectrum of
multiple quantum coherence intensities, which are a special type of OTOC. We also develop a robust
protocol to obtain the relevant OTOCs using quasi-adiabatic quenches through the ground state phase
diagram. Our scheme allows for the detection of OTOCs without time reversal of coherent dynamics,
making it applicable and important for a broad range of current experiments where time reversal cannot be
achieved by inverting the sign of the underlying Hamiltonian.

DOI: 10.1103/PhysRevLett.125.240605

Introduction.—Quantum phase transitions (QPTs) [1]
play a central role in many fields of quantum science and
have been studied using a variety of tools. Fundamentally, a
QPT is signaled in the thermodynamic limit by a non-
analyticity in the energy density of the ground state or a
vanishing energy gap between the ground and lowest-
excited states. However, quantum information science has
ignited a theoretical push toward characterizing the critical
region of a QPT through information-theoretic quantities
such as entanglement entropy [2-4], Loschmidt echoes
[5.6], fidelity susceptibility [7-9], and coherence measures
[10-14].

In parallel, the past two decades have seen a growing
focus on the dynamics of quantum information [15] and
nonequilibrium systems [16] as a result of improvements in
the technical capabilities of atomic, molecular, and optical
(AMO) experiments. Of recent note is the study of quantum
chaos and information scrambling using out-of-time-order
correlations (OTOCs) [17-20]. Already, OTOCs have been
adapted to study phenomena beyond their original purview,
including the diagnosis of dynamical [21,22] and equilib-
rium phase transitions [23-25]. Recent work has also
demonstrated that a special type of fidelity OTOC
(FOTOC) [26] can be a powerful tool to diagnose entan-
glement [27] and coherence [28] in many-body systems
through the framework of multiple quantum coherences
(MQCs) pioneered in NMR [29-31].

Motivated by these developments, here, we demonstrate
that FOTOCs and the spectrum of MQC intensities can
serve as a unifying tool to connect concepts of quantum
coherence to equilibrium QPTs in a dynamical setting. In
doing so, we also develop a powerful new protocol to
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dynamically access FOTOCs, distinct from recent schemes
in that we do not require time reversal via altering the sign
of the Hamiltonian [26,28,32-35], nor do we demand
auxiliary qubits [36-38] or exhaustive measurements
[39-41].

In this Letter, we utilize the paradigmatic Lipkin-
Meshkov-Glick (LMG) and transverse-field Ising (TFI)
models as case studies to demonstrate that FOTOCs can
diagnose the nonanalyticity of a QPT and can distinguish
quantum phases even in the limit of small system size. We
illustrate the power of FOTOCs as a practical tool for the
characterization of QPTs by proposing a completely gen-
eral, experimentally realistic dynamical protocol to obtain
these correlations and the related MQC spectrum from a
pseudoecho of quasi-adiabatic dynamics. The technical
simplicity of our scheme relative to the aforementioned
alternatives means that our results are relevant for a broad
range of experimentally accessible models in AMO and
condensed matter physics in addition to the spin models
studied here, with immediate impact for state-of-the-art
quantum simulators. For example, relaxation of the time-
reversal constraint opens the possibility to more easily
study OTOC:s in short-range Ising models simulated with
trapped ions, similar to the TFI model we investigate.

Quantifying quantum coherence.—The FOTOCs we
study are defined as F, = Tr[W;(I)ﬁOW(/,(I)[)O], where
W(t) = U (t)e"AU(1), A is a Hermitian operator, and
U(1) describes a unitary time-evolution operator that will
be specified later in the Letter. We connect FOTOCs to
MQCs [26,27] using cyclicity of the trace to rewrite
F, = Tr[pp?], where we define p = U(t)poU'(¢) and

p? = e pei#d. We have dropped the explicit time
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dependence on p to simplify notation. The Fourier trans-
form of the FOTOC F then defines the spectrum of MQC
intensities:

p) = ZF(/,eimd’.
¢

The MQC intensities are a well-established signature
of the coherence of a many-body state [29-31,42].
This can be seen using the alternative definition [27]
I4(D) = Tr[p_ppy), Where

Pm = Z Pij|/1i></1j|

Ai=Aj=m

with |4;) as the eigenstates of a given Hermitian operator A
such that A|4;) = A;|4;). By construction, the blocks p,,
contain all coherences between eigenstates of A differing
by m, which is then quantified via %, (p).

Signals of a QPT in MQCs.—Here, we show that the
spectrum of MQC intensities, accessible via FOTOCs,
allows a robust and experimentally accessible characteri-
zation of QPTs in terms of quantum coherence [10]. Our
central insight is that the drastic change in the coherence
and entanglement of a many-body ground state across a
QPT should lead to a correspondingly sharp change in
the features of the MQC spectrum for an appropriately
chosen A.

To formalize this statement, we consider a general toy
Hamiltonian: # = H, + AH,, where [ﬁl, 1:12] #0and A >
0 is a dimensionless (tunable) parameter. We take A = H,
and consider the ground state in the limiting cases 4 — 0
and 1 — oo. In the latter case, the ground state [y3®) of H
is the lowest-energy eigenstate of H,, and thus PEE® =
[y s ) (ws®| is composed of a single diagonal entry in
the eigenbasis defined by A= H2. Trivially, the MQC
spectrum will then be composed of a single peak,

IH2 (PEs®) = 8,0, due to the lack of coherences with
respect to H,. Conversely, for A — 0, the ground state
ly&3%) becomes an eigenstate of . As [H, H,] # 0, this
ground state cannot be a simultaneous eigenstate of H:

|1//’é‘s’°> must be a coherent superposition of eigenstates of
H, such that the density matrix p3° = |Wé§0><WGs |

possesses off-diagonal coherences with respect to the H,
eigenbasis. Consequently, we expect a (relatively) broad

MQC spectrum with nonzero 7. (PES0) for m # 0.

Extending the spirit of this argument between these two
limits, we expect for a model possessing a QPT at a critical
point 4. that the transition will generically be signaled by
an abrupt change from a narrow to broad MQC spectrum.
This expectation can also be supported by the fact that the
spectral width

2512\/1Qc = 22’”21%2 (Pas)
m

is a lower bound for the quantum Fisher information (QFI)
[27,42,43] of the state pgg With respect to H, (saturated for
pure states). Prior work has shown the QFI can provide
signatures of a QPT [44], although this was typically
computed with respect to a known order parameter rather
than H,. We proceed to show that not only the width of this
MQC spectrum but also, more importantly, individual
intensities themselves can signal a QPT. An experimentally

relevant quantity is Igl *, which features a divergent deriva-

tive (d?/dA*)I{ at the QPT in the thermodynamic limit.

Demonstratlve examples.—We illustrate and validate our
arguments with a pair of iconic models of quantum
magnetism: the anisotropic LMG [45,46] and the one-
dimensional TFI [47-49] models. The former describes an
ensemble of N mutually interacting spin-1/2 particles in a
transverse field, while the latter involves only nearest-
neighbor interactions. Each model can be described within
the general Hamiltonian

- 2CD’JA12 &j = Z(A’—f (1)

where 6¢ are Pauli operators for site i, and @ = x, y, z. The
interaction between spins at sites i and j is characterized by
Xij» and Q is the transverse-field strength. We normalize the
interaction by

(Zi,j)(ij)

YN

C=

for the LMG model y;; = y; while for the TFI model,
Xij = X0 j-1- We adopt i = 1 throughout the Letter.

Each model features a second-order QPT between
ferromagnetic and paramagnetic phases at a critical point
(2/x). = 1. The ground state physics can be described
within the basis of fully symmetric spin states |m,) defined
by S,|m,) = mg|m,), where

$.=> (6%/2).

J

and we suppress the quantum number S = N /2 for brevity.
In the strong-field limit Q/y > 1, the paramagnetic
ground state is characterized by the polarization
of all spins identically along %, |y&q) = [(N/2),); while
in the weak-field limit Q/y <1, the ferromagnetic
ground state is an entangled Greenberger-Horne-
Zeilinger state, [w&g) = [(N/2).) £ = (N/2).). We work
with the symmetric state, which is adiabatically connected
to the paramagnetic ground state for finite N.
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FIG. 1. Characteristic MQC spectra I; (pgs) of the numerically
computed ground state for the LMG (N = 250) and the analyti-
cally computed ground state for the TFI (N = 20) models as a
function of Q/y. The phase boundary near Q/y ~ 1 in both
models is signified by an abrupt change in the spectrum width
omqc (blue line, lower panels), which we also compare to the
order parameter (|S,|) (black, lower panels).

We demonstrate that the MQC spectrum can serve as a
diagnostic tool to distinguish equilibrium phases by com-
puting the intensities with respect to the transverse-field
term in Eq. (1), A = S,. In Fig. 1 we plot the distribution as
a function of Q/y for N = 250 (LMG) and N = 20 (TFI).
In both cases, deep in the paramagnetic phase, the spectrum
is dominated by a sharp peak at I, ~ 1, reflecting that the
ground state y&g) lacks coherences with respect to the
eigenstates of S’x. Conversely, coherences are generated as
the transverse field is reduced relative to the interactions,
with the QPT of each model reflected in the abrupt growth
of the width oyqc of the MQC spectrum near (/y), =
For the TFI model, the change in 6y (approaching from
Q/y < 1) is sharp, even for this small system (N = 20 in
Fig. 1), and it is a clearer indication of the transition than
the associated order parameter (|S.|).

Besides the growth of the width, we are also able to
establish both analytically and numerically that the QPT is
signaled directly in the individual MQC intensities (see
Ref. [50] for relevant expresswns) Our most relevant
observation is that the derivative d210 (Pas)/d? diverges
at Q as shown in Fig. 2. A similar feature is observable in
&1y (pes) /dQ2 [50].

For the LMG model, the location of the transition
(2/x).. taken as the peak of d2Iy* (pgs)/dQ> for a finite
system, approaches the N — oo critical point as
[1—(Q/y),] ~N6 [50], consistent with that of
(Q/y), obtained from the peak in the susceptibility
(d/dQ)(|S,|) over the same window of system size N.
S1m11ar1y, for the TFI model, the location of the peak in
I3 (pgs)/dQ?*  approaches as  [I — (Q/y),] ~ N2
[50,62]. This verifies that the MQC signatures do not
display any systematic offset from the QPT beyond finite
size effects [63].
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FIG. 2. Signatures of a QPT in the MQC intensities / i (a) The
LMG model in the N — oo limit (faded lines) has abruptly
vanishing intensities I (blue) and I (red) at the critical point,
(Q/)() = 1. Dark hnes indicate a numerlcal comparlson for
= 250. (b) The TFI model displays a sharp kink in the I0 and
I2 components at the critical point (Q/y). = 1. We plot results
for the analytically computed ground state using N = 250 to
facilitate comparison with the LMG results. Insets for Figs. 2(a)
and 2(b) highlight the divergence in d2I;*/dQ? at the QPT for
= 250.

We also point out that the LMG model predicts a sharp
peak in Im>0(pGS) in the paramagnetic phase close to the
QPT. This could serve as a more modest proxy for the QPT in
experimental systems [50]. Conversely, the TFI model shows
a similar peak, but it shifts further into the paramagnetic
phase as N increases and is uncorrelated with the QPT.

The demonstration that the QPT is unambiguously
signaled by an abrupt change of the spectral width and
character of individual MQC intensities in both of these
models, regardless of the fact that they belong to different
universality classes, emphasizes the general utility of the
MQC spectrum to diagnose a QPT.

Obtaining FOTOCs without time reversal.—The
measurement of FOTOCs and the associated MQC
spectrum has previously been achieved via echoes
based on the time reversal of coherent dynamics [28,32].
This can be seen from the definition of the FOTOC given
previously: F, = Tr[W;(t)ﬁOVV(/,(t)ﬁO], where W, (1) =
U (1)eA0(1), which is interpreted as a dynamical
sequence starting from the state p, followed by (i) unitary
evolution U(t (1), (ii) a perturbation e"¢A (iii) time-reversed
dynamics UT( t), and (iv) a projective measurement of the
final overlap with p,. Here, we discuss an approach to
obtain the MQC spectrum of a generic ground state pgg by
a similar echo sequence that replaces the time-reversal step
with adiabatic dynamics. This substitution opens the
possibility of accessing OTOCs in a much broader range
of physical platforms than previously considered.

The proposed echo sequence is shown in Fig. 3(a), where
we concretely identify U(r) as describing a slow ramp of
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(a) Schematic of many-body echo to obtain the MQC spectrum. The system is initialized in p,, corresponding to the ground

state at Q(0)/y, before the field is slowly ramped to Q(7), described by unitary U(z). A global rotation is imprinted on the state before
the dynamics are reversed via (i) a many-body echo U (1) or (ii) a pseudoecho Upg (7). In the former, the sign of the Hamiltonian is also
flipped; whereas in the latter, it is not. (b)—(c) Benchmark of dynamical protocol. The MQC components predicted from the exact ground
state (faded blue lines) compared to those obtained from a pseudoecho ramping sequence of durations yz = 10 (black) and yz = 100
(red). All data are from numerical simulations using N = 50 and N = 20 for the LMG and TFI models, respectively (see Ref. [50] for

details of ramps).

the Hamiltonian parameters in time. While we stress that
our protocol is entirely generic, for simplicity, we focus
here on the LMG and TFI models, which we later
investigate numerically. Our sequence starts from the
state P(0) = pEg prepared at large Q(0)/y>1 (for
simplicity, we assume y is fixed). The ratio of these
parameters is slowly changed such that the instantaneous
state of the system follows the ground state of the instan-
taneous Hamiltonian H(¢) characterized by Q(1)/y,
p(1) = U(0)poUT (1) = pgs(t). A global rotation, e~ ¢S,
is then imprinted on the state by, e.g., suddenly quenching
to Q(7)/x > 1. Ideally, the echo is completed by flipping
the sign of the instantaneous Hamiltonian such that A (r) —
—H(27 — 1) for t > 7, where 7 is the duration of the initial
ramping sequence. However, the ability to control the sign
of the Hamiltonian is out of reach in many state-of-the-art
experiments.

To overcome this barrier and make our protocol more
widely applicable, we propose that the MQC spectrum can
still be exactly obtained using a pseudoecho [Upg(1) in
Fig. 3(a)] where the sign of the Hamiltonian is not flipped,
as long as the ramping sequence is sufficiently adiabatic.
Finally, the overlap with p&g is obtained to yield F,.
We justify the pseudoecho by the observation that the state
produced by sequential adiabatic ramps of the transverse
field from Q(0) — Q(¢) — Q(0) is effectively identical to
that produced by true time reversal; i.e., the system will
return to the initial ground state up to an overall irrelevant
phase (see Ref. [50]).

This is a significant result as it demonstrates that
effective time reversal can still be achieved in the absence
of any control of the sign of the Hamiltonian. Moreover,
we are able to extract detailed information about the
coherences of the complex many-body state p(z) without
technically challenging state tomography [64—67] or ran-
domized measurements [68,69]. Instead, the coherent

dynamics in the second half of the echo protocol map this
information to a relatively manageable measurement (of the
overlap with a simple product state [70]).

Numerical study of quasi-adiabatic ramps.—Realistically,
technical constraints and decoherence preclude the
possibility of truly adiabatic dynamics in an experiment.
To address this issue, we investigate the robustness of the
MQC spectrum to diabatic excitations generated in a
realistic ramp of finite duration and demonstrate that it
retains reliable signatures of the QPT [71].

In Figs. 3(b)-3(c), we present data for the previously
discussed LMG and TFI models for ramps of duration
x7 = (10, 100) starting in the paramagnetic phase. In both
cases, we obtain the dynamics by numerically solving a
time-dependent Schrodinger equation for small systems.
For the LMG model, we take N =50 and Q(0) = 10;
while for the TFI model, N =20 and Q(0) = 10, with
both ramps tailored to reach Q(z) = 1072 [50]. We focus
on the low-m individual intensities rather than the
width oyqc, because decoherence will typically make
accessing large-m intensities, and thus the full spectrum,
technically challenging. An important figure of merit is
the fidelity with which the targeted ground state is
prepared: F = |{wgs(7)|w(7))|?. For the ramp durations in
Figs. 3(b)-3(c), the fidelities are F = (0.13,0.99) and F =
(0.5,0.99) for the LMG and TFI models, respectively. Even
for low fidelity ramps, the intensities obtained from the
pseudoecho reasonably follow the predictions of the exact
ground state [50], despite the generation of appreciable
low-energy excitations. As a consequence, when interpret-
ing connections between the MQC spectrum and the QPT,
one should demonstrate that the physics observed is
dominated by the 7" = 0 ground state. One way to quantify
this is to measure a return fidelity after a pseudoecho
in the absence of the perturbation, which is associated
with Fy_ [50]. A large return fidelity approaching unity
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indicates the MQC spectrum is dominated by the ground
state contribution.

Experimental implementation.—QOur proposal to diag-
nose equilibrium QPTs using quantum coherence can be
implemented in a range of experimental platforms featuring
sufficient control of quasi-adiabatic dynamics. Promising
directions include trapped-ion quantum simulators of
interacting spin models and quantum simulators of
Hubbard-like models implemented with neutral atoms
and Rydberg atoms in optical lattices aided by a quantum
gas microscope [72] or in tweezer arrays [73,74]. Trapped
ions [28,70,75-78] in particular can be used to simulate
the TFI and LMG examples studied here in addition to
more generic models with power-law spin-spin interactions
mediated by phonons [50]. These systems feature suffi-
ciently low decoherence rates to enable both the high-
quality preparation of the entangled ground state [50,70,79]
and the ability to measure state overlap [28]. While time
reversal has been demonstrated in Penning traps in the limit
of all-to-all interactions, which are mediated by coupling to
a single phonon mode [28], the Hamiltonian sign cannot be
controlled for more generic interactions mediated by
multiple phonon modes, and thus the pseudoecho protocol
we develop in this Letter is of immediate relevance.

Conclusion—We have proposed and investigated a
dynamical method to diagnose signatures of quantum
coherence in a QPT using FOTOCs. Our approach is
robust, has modest technical demands, and does not require
time reversal through control of the sign of the
Hamiltonian. While our numerical investigation focused
on spin models implementable in arrays of trapped ions
and Rydberg atoms, our results are broadly applicable to
a range of AMO quantum simulators where ground
state physics can be studied in a controlled and isolated
environment.
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