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ABSTRACT

After a CO2 increase, whether the early transient and final equilibrium climate change patterns are similar

has major implications. Here, we analyze long-term simulations from multiple climate models under in-

creased CO2, together with the extended simulations from CMIP5, to compare the transient and equilibrium

climate change patterns under different forcing scenarios. Results show that the normalized warming patterns

(per 1 K of global warming) are broadly similar among different forcing scenarios (including abrupt 23CO2,

43 CO2, and 1% CO2 increase per year) and during different time periods, except for the first 50 years or so

when warming is weaker over the North Atlantic and Southern Ocean but stronger over most continents.

During the first 200 years, this consistency is stronger over land than over ocean, but is lower in midlatitudes

than other regions. Normalized precipitation change patterns are also similar, albeit to a lesser degree, among

different forcing scenarios and across different time periods, although noticeable differences exist during the

first few hundred years with smaller increases over the tropical Pacific. Precipitation over many subtropical

oceans and land areas decreases consistently under different forcing scenarios and over all time periods. In

particular, the transient and near-equilibrium change patterns for both surface air temperature and precip-

itation are similar over most of the globe, except for the North Atlantic warming hole, which is mainly a

transient feature. The Arctic amplification and land–ocean warming contrast are largest during the first 100–

200 years after CO2 quadrupling but they still exist in the equilibrium response.

1. Introduction

Global climate models have been widely used to quan-

tify climate response to recent and future emissions of

greenhouse gases (GHGs) fromhumanactivities. Both the

transient and near-equilibrium responses are used to

quantify the impact of increasing GHGs on surface air

temperature (SAT), precipitation (P), and other fields. For

example, Mitchell et al. (1990) showed broadly similar

surface warming patterns, such as greater warming at

northern high latitudes, from a transient simulation and a

slab-ocean run with a doubling of atmospheric CO2, with

the latter representing an equilibrium response. However,

the warming magnitude at a given time with the same

amount of CO2 increases during a transient simulation

(i.e., with gradual CO2 increases) is expected to be smaller

than the corresponding equilibrium response, particularly

for the North Atlantic and the Southern Ocean (Manabe

et al. 1992; Manabe and Stouffer 1994; Zhang 2011;

Yoshimori et al. 2016). This is because the heat stored in

subsurface oceans will continue to cause surface warming

even after CO2 stabilizes (Meehl et al. 2005).

SAT and P change patterns, often normalized by the

global-mean temperature change, may depend on re-

gional feedbacks (Kiehl 2007), regional ocean heat up-

takes (Rose et al. 2014; Rose and Rayborn 2016), and

changes in clouds and other factors (Zhou and Chen

2015). Many studies showed that SAT and P changeCorresponding author: Aiguo Dai, adai@albany.edu
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patterns may evolve with time during long simulations.

For example, Armour et al. (2013) showed different

warming patterns at high latitudes during the first 100

years of an abrupt 2 3 CO2 experiment; Andrews et al.

(2015) showed noticeable warming differences (up to

1K) over many areas between the first 20 years and

years 21–150 in CMIP5 4 3 CO2 runs; Yoshimori et al.

(2016) found that surface warming is less over the

SouthernOcean (by 0.4–1.0K) and theArcticOcean (by

0.2–0.4K) but more (by 0.2–0.4K) over some other

oceans in a transient run with 1% yr21 CO2 increases

around the time of quadrupling than that from a near-

equilibrium state from a multi-millennium abrupt 4 3
CO2 simulation; He and Soden (2016) showed that the

warming and the precipitation increase at high latitudes

strengthen near the end of a 150-yr simulation with an

abrupt 4 3 CO2 increase; and Paynter et al. (2018)

showed noticeable differences in warming patterns dur-

ing years 0–10, 11–350, and thereafter in abrupt 23 CO2

experiments by two fully coupled climate models. On the

other hand, in the model simulations from phase 5 of the

CoupledModel Intercomparison Project (CMIP5; Taylor

et al. 2012) under different representative concentration

pathways (RCPs) (Meinshausen et al. 2011), which are

transient forcing scenarios, SAT andP change patterns in

the twenty-first century are found to be fairly similar

across models (except for certain tropical and other re-

gions) and scenarios (Collins et al. 2013; Leduc et al. 2016;

Tebaldi and Arblaster 2014), but this similarity degrades

over a multicentury period (Tebaldi and Arblaster 2014).

These previous studies suggest that the SAT and P

response patterns vary with time after an abrupt in-

crease in atmospheric CO2, especially during the first

few decades as the system rapidly responds and adjusts

to the greatly increased CO2 level. They also suggest

that the short-term transient and long-term near-

equilibrium response patterns may differ for SAT and P.

However, a systematic, comprehensive examination of

how the response patterns for both SAT and P evolve

with time is still lacking, especially for P change patterns

since most previous studies have focused only on the

warming patterns. In particular, the SAT regional dif-

ferences mentioned above were often based on averages

over 10–30 years from one single simulation, in which

realization-dependent internal variations can contribute

significantly to the apparent differences averaged over a

few decades over many regions, especially for precipi-

tation (Dai and Bloecker 2019).

Since natural climate variability often induces large

precipitation variations, estimating the forced signal

from noisy precipitation data is more challenging than

for temperature (Hawkins and Sutton 2011; Deser et al.

2012; Huang et al. 2013, 2018; Dai and Bloecker 2019).

Further, the GHG-induced P change patterns are more

complicated than those for temperature (Tebaldi and

Arblaster 2014; Leduc et al. 2016), and they have not

been fully understood despite many proposed mecha-

nisms (e.g., Chou et al. 2009; Dai et al. 2018, 2020b).

Here, we aim to answer the following two questions

using long-term simulations with the Community Earth

System Model version 1.2.1 (CESM1.2.1) (Hurrell et al.

2013), together with the extended multicentury simula-

tions from CMIP5 and the abrupt 4 3 CO2 multi-

millennium simulations from three other coupledmodels:

1) Are the transient and near-equilibrium change pat-

terns for SAT and P similar under increased GHGs?

2) What differences exist between the transient and

equilibrium change patterns for SAT and P?

Answers to these questions have major implications for

climate research. For example, they may tell us whether

it is appropriate to compare today’s transient climate

change patterns (which may have different land cover

and characteristics of external forcing) to past paleo-

climate states such as the early Pliocene warm climate

(4–5 million years ago) (Burls and Federov 2017), which

represents an equilibrium state. Further, what we have

observed so far and what the models projected to occur

in the twenty-first century are all transient climate changes.

The answers to the above questions can tell us whether

these transient change patterns will persist into the future

when we stop emitting GHGs.

While the surface warming patterns over different

time periods have been examined inmany recent studies

as discussed above, the focus of these studies has been

on the sensitivity of global-mean temperature to radia-

tive forcing and how that sensitivity varies with different

SAT response patterns. These previous studies (e.g.,

Armour et al. 2013; Yoshimori et al. 2016) often showed

the SAT change patterns from a single run with an

abrupt CO2 forcing during the early adjustment period

that includes the first few decades to the first;150 years,

during which one would expect the SAT response pat-

terns to change after a large and sudden CO2 increase.

Thus, these early change patterns may contain sub-

stantial transient features that vary with individual runs

and should not be confused with the real forced long-

term response. Our focus here is on the externally forced

SAT andP change patterns outside the initial adjustment

period (the first 100–200 years) in an abrupt CO2 change

experiment, and in a transient climate simulation with

gradual CO2 increases. The first 100–200 years of the

abrupt 2 3 CO2 and 4 3 CO2 experiments reflect the

initial adjustment to a large and sudden CO2 increase,

which is unrepresentative of the real world’s CO2 change

of ;1% yr21. The warming patterns examined here are
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relevant to climate sensitivity (Dai et al. 2020a), but a

detailed analysis of the linkage is beyond the scope of this

study. Also, for reasons stated above, we focus on the

response patterns during the transient periods and for the

near-equilibrium state, rather than the patterns over dif-

ferent warming amounts, even though the latter may be

relevant to climate sensitivity research.

2. Model experiments and method

We ran the CESM1.2.1 (Hurrell et al. 2013), with

CAM4 as the atmospheric model on a 2.58 longitude 3
;1.8758 latitude atmospheric grid and the ocean and sea

ice components on a ;1.128 longitude 3 0.478 latitude
grid. Three experiments were carried out: one with an

instantaneous quadrupling of the preindustrial CO2 (43
CO2, with CO25 43 284.75 1138.8 ppmv) and then the

model was run for 1000 years, one with an instantaneous

doubling of the preindustrial CO2 (23 CO2) and run for

500 years, and one with a 1%CO2 increase per year (1%

CO2) for 235 years (with atmospheric CO2 level reaching

2950.6 ppmv). A preindustrial control run (PiControl) for

151 years with the same model configuration was also

done to provide the baseline for calculating the SAT and

P changes.

For comparison, we also analyzed the ensemble mean

of the extended simulations from nine CMIP5 models

(Table 1; Taylor et al. 2012) under the extended RCP8.5

(ECP8.5) emissions scenario up to 2300 (Meinshausen

et al. 2011). Atmospheric CO2 increases until around

2250 and then stabilizes in these simulations (vanVuuren

et al. 2011). Thus, these extended simulations still rep-

resent mostly transient climate response to increasing

CO2 and other greenhouse gases, although the warming

rate and thus precipitation change rate should be smaller

in the twenty-second and twenty-third centuries than in

the twenty-first century. Before calculating the ensemble

mean, all the CMIP5 model outputs were regridded

onto a 2.58 3 2.58 longitude–latitude grid by assigning the
original model values to fine (0.18) grid cells and then

averaging the fine grid cells onto the target 2.58 grid boxes.

The SAT and P changes are relative to the PiControl run

climatology for theCESM1.2.1 and the historical (1970–99)

climatology for the CMIP5 ensemble mean.

We also obtained and examined 10 multi-millennium sim-

ulations from the long run project (https://data.iac.ethz.ch/

longrunmip/; Rugenstein et al. 2019). Many of these simula-

tions only had#3000 years of simulation that did not reach an

equilibriumstate.Asa result, hereweonly included three long

abrupt 4 3 CO2 simulations from MPI-ESM-1.1 (for 4458

years, on a 1.8758 longitude 3 ;1.8758 latitude grid), GISS-

E2-R (for 5000 years, on a 2.58 longitude3 2.08 latitude grid),
and CESM 1.0.4 (for 5900 years, on a 2.58 longitude 3
;1.8758 latitude atmospheric grid) in our analyses.

TABLE 1. The nine CMIP5 models used in this study. The first realization (r1i1p1) from each model was used.

Model name Institute (country) Atmosphere resolution

BCC-CSM1–1 Beijing Climate Center, China

Meteorological Administration (China)

128 3 64

CCSM4 National Center for Atmospheric

Research (United States)

288 3 192

CNRM-CM5 Centre National de Recherches

Meteorologiques/Centre Europeen de

Recherche et Formation Avancees en

Calcul Scientifique (France)

256 3 128

CSIRO-Mk3.6.0 Commonwealth Scientific and Industrial

Research Organization and the

Queensland Climate Change Centre of

Excellence (Australia)

192 3 96

GISS-E2-H NASA Goddard Institute for Space

Studies (United States)

144 3 89

GISS-E2-R NASA Goddard Institute for Space

Studies (United States)

144 3 89

HadGEM2-ES Met Office Hadley Centre (United

Kingdom; additional HadGEM2-ES

realizations contributed by Instituto

Nacional de Pesquisas Espaciais,

Brazil)

192 3 145

IPSL-CM5A-LR Institute Pierre-Simon Laplace (France) 96 3 96

MPI-ESM-LR Max Planck Institute for Meteorology

(Germany)

192 3 96
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In this study, we focused on the SAT and P change

patterns of the transient and near-equilibrium responses,

rather than the magnitude of change at any given loca-

tion that depends on the radiative forcing and internal

feedbacks (Rose et al. 2014; Rose and Rayborn 2016;

Dai et al. 2020a). Thus, we will focus on the change

patterns normalized by the global-mean warming rate

(Santer et al. 1990; Tebaldi and Arblaster 2014), rather

than the difference maps between a target period and a

reference. The SAT and P change patterns averaged

over a 50-yr period from the CESM1.2.1 runs and three

multi-millennium simulations, and over a 30-yr period

from the CMIP5 multimodel ensemble mean are nor-

malized to local changes per 1K of global warming

(referred to as the normalized SAT and P changes), and

then are used to quantify the spatial features of the ex-

ternally forced changes. Tests (by comparing change

maps averaged over 30, 50, 75, and 100 years) showed

that averaging over a period 50 years of the CESM1.2.1

and multi-millennium simulations yielded stable change

patterns that are likely to represent mostly forced re-

sponse, although using 100-yr averages increases the

change pattern correlations noticeably for precipitation

as pointed out below. Since the CMIP5 ensemble mean

contains much smaller internal variations than individ-

ual model runs, we used its 30-yr averages to represent

the forced change patterns from these models. The im-

pact of internal variability on the estimated forced

change has been examined previously (e.g., Dai and

Bloecker 2019), which depends on the magnitude of the

external forcing. In our CESM1.2.1 2 3 CO2 experi-

ment, the 30-yr-averaged maps already show fairly sta-

ble change patterns; thus our 50-yr averages likely

represent mostly the forced signal.

The pattern correlation coefficient between two maps

is calculated as

r(x, y)5
�
i

[w
i
(x

i
2 x)(y

i
2 y)]

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�
i

[w
i
(x

i
2 x)2]

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�
i

[w
i
(y

i
2 y)2]

r , (1)

where xi and yi refer to the values at grid box i from two

maps x and y,wi5 cos(lati) with lati as the latitude at the

center of the grid box i, and x and y are the global mean

of x and y: x5�iwixi/�iwi and y5�iwiyi/�iwi. The�i

is for summation over all grid boxes.

We consider two maps x and y to be similar if their

r(x, y) value exceeds a threshold ro. There are different

ways to determine and justify a choice of ro. For example, if

one wants to have one of the maps to be able to explain

or account for at least 50%, two-thirds, or 90% of the

(spatial) variance in the other map, then the ro should

be, respectively, 0.71, 0.82, or 0.95. If one wants to have

one of the maps to have the same or similar values as in

the other map over at least 50%, two-thirds, or 90% of

the global area, then the ro should be 0.54, 0.66, or 0.88

for SAT and 0.59, 0.70, or 0.90 for P, respectively, based

on our following calculations. Here we chose ro 5 0.66

for SAT and ro 5 0.70 for P, which represents similarity

(i.e., similar values) over at least two-thirds of the global

area, as this makes more intuitive sense than an ro value

that is based on the percentage variance explained.

Thus, in this paper two change patterns are considered

similar only if their values are identical or similar (i.e.,

100% correlated) over at least two-thirds of the total

area. Most of the pattern correlations examined here

exceed 0.90, which means that there exist identical or

similar values between the two change patterns over at

least 90% of the global area according to our estimated

ro values.

To derive the ro value that represents similarity over a

given percentage area, we take the change map for SAT

(or for P) averaged for the last 50 years from the

CESM1.2.1 abrupt 4 3 CO2 simulation as the baseline

map x. We then randomly select a subset of the grid

boxes onmap x that add up to 50%, one-third, or 10% of

the global area and replace the SAT (or P) change

values at those grid boxes using randomly selected

values from the change map (z) for the first 50-yr period,

with the same grid box location being excluded in each

draw to prevent the value on z at the same location being

used because it could be similar to the value on x at this

location. This newly created map (y) has the same value

as x for at least 50%, two-thirds, or 90% of the global

area; thus, we can interpret their r(x, y) as representing

similarity between x and y over at least 50%, two-thirds,

or 90% of the globe, respectively. To account for the

sampling uncertainty and be conservative, we created

1000 y maps (yi, i 5 1, . . . , 1000) and used the 95th

percentile of the r(x, yi), i5 1, . . . , 1000, as the threshold

value ro for each of the percentage-area cases. Our cal-

culations using the CESM1.2.1 4 3 CO2 simulation

yielded an ro value of 0.54, 0.66, or 0.88 for the 50%, two-

thirds, or 90% similarity cases, respectively, for SAT;

and 0.59, 0.70, or 0.90 for the three similarity cases for

precipitation change. The ro values are similar if the

CESM1.2.1 2 3 CO2 simulation was used. These ro
values can help the reader to interpret a given r(x, y) in

terms of the fraction of areas having similar or identical

values. For example, for two SAT change maps with r5
0.70, these ro values suggest that identical or similar SAT

changes exist over more than two-thirds but less than

90% of the areas on these maps. Please note that in

model-simulated fields, the grid boxes with uncorrelated

values may be clustered over certain regions, rather than

randomly scattered around the world as in our tests.
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Clearly, these two cases have different physical mean-

ing, but their pattern correlation coefficients should be

the same based on Eq. (1). Thus, their ro values should

be the same as well. Here we did not attempt to distin-

guish those two cases.

3. Results from the CESM1.2.1 simulations

a. Temperature change patterns

We first examine the global-mean SAT and precipi-

tation changes from the three CESM1.2.1 experiments

(Fig. 1). Both the global-mean SAT and precipitation

changes from the 2 3 CO2 and 4 3 CO2 experiments

show gradual increases toward the equilibrium levels,

while the 1% CO2 experiment shows steady increases

that appear to accelerate with time. For the global-mean

SAT in the 1%CO2 run, the transient response (relative

to PiControl) around the time of the first CO2 doubling

(around years 61–80) and the second doubling (around

years 131–150) is ;1.64 and 4.02K, respectively. In

comparison, the near-equilibrium climate response in

the 23CO2 (averaged over years 451–500) and 43CO2

(averaged over years 951–1000) simulations is;2.68 and

5.91K, respectively. Although the global-mean SAT has

not reached a complete equilibrium state by the end of

the 2 3 CO2 and 4 3 CO2 experiments, most of the

warming has already been realized (Dai et al. 2020a).

Thus, we will use the SAT and P change patterns near

the end of these simulations to approximately represent

the patterns of the equilibrium response, while the

normalized change patterns during their early periods

(especially during the first 100 years) and from the 1%

CO2 run will be used to represent the transient response

patterns.

The normalized annual SAT changes (relative to

PiControl) averaged over different 50-yr periods from

the three CESM1.2.1 experiments are similar, as re-

flected by the small differences between the final and

earlier 50-yr periods (Fig. 2). Figures 2a–c show the well-

known pattern (using the last 50 years of the experiments)

with greater warming at northern high latitudes and over

continents and lesser warming over the northern North

Atlantic and Southern Oceans (Meehl et al. 2004; Collins

et al. 2013). The enhanced warming at northern high lat-

itudes, particularly over the Arctic region, is commonly

referred to as Arctic amplification (AA; Serreze and

Francis 2006; Screen and Simmonds 2010; Serreze and

Barry 2011).AA is seen only in the cold season andmainly

over areas with large sea ice loss in observations (Screen

and Simmonds 2010; Dai et al. 2019) and in model simu-

lations with increasing greenhouse gases (Holland and

Bitz 2003; Collins et al. 2013; Barnes and Polvani 2015). It

is likely caused primarily by sea ice loss (Screen and

Simmonds 2010; Dai et al. 2019), which in turn is caused

by surface warming due to increasing GHGs, water vapor

and cloud feedbacks, and other processes (Pithan and

Mauritsen 2014;Mortin et al. 2016). The reduced warming

over the northern North Atlantic, most noticeable in the

transient response (Fig. 2c), has been ascribed to changes

in surface currents (Dai et al. 2005) and weakening of the

Atlantic meridional overturning circulation (Ishizaki et al.

2012; Geoffroy and Saint-Martin 2014), and the weak

warming over the Southern Ocean (again most noticeable

during the early transient periods; Fig. 2) is due to the deep

ocean mixed layers there (Tebaldi and Arblaster 2014).

Over the tropical Pacific, enhanced warming is seen along

the equatorial eastern and central Pacific (mainly after the

first 100 years), with reduced warming to the north and

south of it (Figs. 2a–c). Thus, this model shows a weak El

Niño–like response. This response is also seen in the long-

term simulations by CESM1.0.4 (not shown) and, to some

degree, also byMPI-ESM-1.1 (Figs. 11a,c) andGISS-E2-R

(not shown).

Figures 2d–f show some noticeable differences be-

tween the first and last 50-yr periods, with less warming

per 1K of global warming during the first 50 years over

the Arctic, northern North Atlantic Ocean, and parts

of the Southern Ocean, but more warming over most

continents (especially over central North America

and Asia) and the western and central North Pacific.

However, these differences are small (;0.1–0.3KK21)

compared with the warming (;3KK21 at northern high

latitudes and 1–2KK21 over most land; Figs. 2a–c),

except for the northern North Atlantic and a few other

areas, where the differences can reach 1–2K (Figs. 2d–f).

Most of these differences occur during the first 100 years

(Figs. 2j–l); whereas for other subsequent periods, the

differences with the last 50 years are very small (within

60.2KK21) over most of the globe (Figs. 2g–i). The

smaller warming during the first 50 years over the Arctic

and Southern Ocean is seen mostly in the cold season

FIG. 1. Time series of the global-mean annual surface air tem-

perature (lines; left y axis) and precipitation (dots; right y axis)

changes (relative to the PiControl climatology) from the CESM1 23
CO2 (orange), 4 3 CO2 (red), and 1% CO2 (blue) experiments.
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while the larger warming over continents and smaller

warming over the northern North Atlantic during the

first 50 years are seen in all seasons (figures not shown).

Thus, GHG-induced warming initially is slightly stron-

ger over land but weaker over the Arctic, northern

North Atlantic Ocean and parts of the Southern

Ocean than later periods, but after the first 50 years or so

the warming patterns do not change noticeably over

time and are comparable to the final, near-equilibrium

pattern under both the 2 3 CO2 and 4 3 CO2 increases

FIG. 2. Normalized annual surface air temperature change patterns (as the ratio of local vs global-mean changes, in units of K per 1 K of

global warming) from the CESM1.2.1 2 3 CO2, 4 3 CO2, and 1% CO2 experiments averaged over years (a) 451–500, (b) 951–1000, and

(c) 151–200, and the differences between years (d) 1–50 and 451–500, (g) 201–250 and 451–500, and (j) 1–50 and 51–100 from the 23CO2

experiment; between years (e) 1–50 and 951–1000, (h) 501–550 and 951–1000, and (k) 1–50 and 51–100 from the 43CO2 experiment; and

between year (f) 1–50 and 151–200, (i) 101–150 and 151–200, and (l) 1–50 and 51–100 from the 1% CO2 experiment. All the changes are

relative to the PiControl run climatology.
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in the CESM1.2.1. As shown, below, the initial warming

over theArctic is actually stronger than the later periods

in the CMIP5 ensemble mean, MPI-ESM-1.1 and GISS-

E2-R models.

Figure 3 shows the zonal-mean normalized SAT

changes over the first, middle, and last 50-yr periods

from the CESM1.2.1 simulations. Consistent with

Figs. 2d–i, relatively large differences are seen over

the northern high latitudes and the Southern Ocean

latitudes during the winter and annual mean, pre-

sumably related to different sea ice melting over dif-

ferent warming periods (Dai et al. 2019), while the

differences are small over the low and middle lati-

tudes (;508S–508N) and for the summer-season high

latitudes, when the impact of sea ice melting on SAT is

small (Dai et al. 2019).

The consistency of the warming patterns is supported

by the strong pattern correlation coefficients from 0.80

to 0.99 between the last and earlier 50-yr time periods

over the globe (Fig. 4a). The pattern correlation coeffi-

cients increase noticeably during the first 200 years,

during which land shows higher consistency than ocean,

presumably due to the quicker response time of land.

Thereafter, the correlations stay nearly constant and

close to one, suggesting that the normalized SAT change

patterns vary little over time after the first ;200 years

and among the different experiments. This is also true

for the seasonal change patterns over the globe, with

slightly higher (lower) similarity in boreal autumn

(summer); figures not shown. The correlations for

different latitude bands and for land and ocean show

that the temporal consistency is stronger for the

change patterns over land than over ocean (Figs. 4b–e).

The pattern consistency is considerably lower for the

four latitude zones than for the globe as a whole during

the first 200 years. This is likely due to the fact that the

global-scale change patterns (e.g., high-latitude vs low-

latitude differences) persist over time and contribute

greatly to the correlations shown in Fig. 4a, while the

correlations for the individual latitude zones depend

more on local and regional patterns that may evolve

considerably during the first 200 years, partly due to

internal variability.

The above results suggest that the annual and sea-

sonal warming patterns in response to increased CO2

are very similar (i.e., having similar or identical values

over at least 90% of the areas) after the initial 100–200

years regardless of the forcing scenarios. Furthermore,

even the transient warming patterns in the 1% CO2

experiment is similar to the near-equilibrium warming

pattern revealed by the 2 3 CO2 and 4 3 CO2 experi-

ments. During the first 200 years, the global-mean SAT

change in the 23CO2 and 43CO2 experiments reached

;2.2 and 4.7K, respectively (Fig. 1), accounting for

;80% of the total near-equilibrium warming.

b. Precipitation change patterns

Similar to the SAT case, the patterns of the normal-

ized annual precipitation changes (relative to PiControl)

from the three CESM1.2.1 experiments looked similar

over different 50-yr periods, even for the averages over

years 1–50 (to a lesser degree for the 1% CO2 case; not

shown), as reflected by the small differences between

the final and earlier 50-yr periods over most of the globe

(Fig. 5, except for years 1–50 in the 1% CO2 experiment).

As is well documented (e.g., Collins et al. 2013; Dai et al.

2018), precipitation increases over most of the globe, ex-

cept parts of the tropics and subtropics mainly over the

eastern tropical Pacific, Atlantic, and Indian Oceans,

where it decreases (Figs. 5a–c). Increased water vapor

leads to increased moisture convergence and thus more

precipitation during a rain event in a warmer climate

(Trenberth et al. 2003; Dai et al. 2020b). In the tropics,

increased low-level specific humidity leads to more posi-

tive buoyancy (Chen et al. 2020), which causes more in-

tense moist convection and contributes to increased

precipitation there, although the decreased number of

convective events (Sun et al. 2007; Dai et al. 2018) and the

associated weakening in the mean upward motion (Held

and Soden 2006) partly offset the precipitation increase

there. The subtropical precipitation decline is a robust

large-scale feature in the current and previous model

projections (Scheff and Frierson 2012a,b; He and Soden

2016; Dai et al. 2018), and it persists in both the transient

and equilibrium responses. We will examine its causes

further in another study.

Figures 5d–f show some noticeable differences be-

tween the first and last 50-yr periods, particularly for the

tropics in the 1%CO2 experiment (Fig. 5f). Precipitation

increases less per 1K of global warming during the first 50

years than during subsequent and the last 50-yr periods

overmost of the tropical Pacific, whereas it is the opposite

over most of the western Pacific Ocean (Figs. 5d–f).

These difference patterns are broadly similar among the

four seasons (figure not shown). Similar to the SAT case,

most of these differences occur during the first 100 years

(Figs. 5j–l), whereas for other subsequent periods the

differences with the last 50 years are very small (within

60.1mmday21) over most of the globe (Figs. 5g–i). This

suggests that the precipitation change patterns do not

vary noticeably over time after year 100 and are compa-

rable to the final, near-equilibriumpattern under both the

23CO2 and 43CO2 increases in theCESM1.2.1.On the

other hand, the P change patterns at low latitudes during

years 1–50 in the 1% CO2 experiment can differ sub-

stantially from latter periods (Figs. 5f,l), likely due to
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FIG. 3. Zonal-mean normalized (a)–(c) annual, (d)–(f) DJF, and (g)–(i) JJA temperature changes (in mmday21

per 1 K of global warming) from the CESM1 (a),(d),(g) 2 3 CO2, (b),(e),(h) 4 3 CO2, and (c),(f),(i) 1% CO2

experiments during the first, middle, and last 50-yr periods.
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large influences ofP internal variability during years 1–50

when the CO2 forcing is comparatively small.

The zonal-mean precipitation changes over the first,

middle, and last 50-yr periods are shown in Fig. 6.

Positive P changes are seen over the middle and high

latitudes and tropics across all the experiments, and they

persist to the end of the simulations. Decreasing P is

seen over 158–258N and 108–208S (Figs. 5a–c) across all

the experiments and it generally persists to the end of

the simulations, although some exceptions are evident

(e.g., the red line in Fig. 6a over 158–258N is positive

while the black line in Fig. 6c shows negative P changes

over 208–358N). Noticeable differences in Arctic and

tropical P changes are seen during DJF (Figs. 6d–f),

while the differences are small during JJA (Figs. 6g–i).

Consistent with Figs. 5f and 7 shows that theP change-

pattern correlations are low during the first 100 years of

the 1%CO2 experiment, as the CO2 forcing and thus the

response is still relatively weak. This allows the random

internal variations to have a major impact on the P

change patterns, especially during the first 50 years.

However, for the 23 CO2 and 43 CO2 simulations, all

the correlations indicate that at least over 90% of the

areas have similar P changes after the first 50 years over

FIG. 4. Temporal variations in the pattern correlation coefficients (r) of the 50-yr-averaged, normalized annual

surface air temperature change between the last 50 years and a 50-yr period centered at the plotted year on the x

axis for the (a) globe, (b) tropics (208S–208N), (c) subtropics (408–208S and 208–408N), (d) midlatitudes (608–408S
and 408–608N), and (e) high latitudes (908–608S and 608–908N) in the three CESM1 experiments. The land and ocean

have also been separated and indicated by dashed lines. The r values do not change much after year 450. Correlation

coefficients above ;0.88 indicate that at least 90% of the grid boxes have similar or identical temperature changes.
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the globe and the four latitude zones, while during the

first 50 years only about two-thirds of the areasmay have

P changes similar to the last 50-yr period (Fig. 7). Again,

the P change patterns during the early transient period

of the first 200 years are closer to the final near-

equilibrium pattern over land than over ocean, but

thereafter all the correlations are close to one and thus

the normalized P change patterns vary little for both

experiments (Fig. 7). This is also true for the seasonal P

changes, which show relatively high similarity in the

boreal summer (figures not shown). These results sug-

gest that the annual and seasonal P change patterns in

response to increased CO2 are similar, especially after

the initial 100 years, although theP change patterns may

FIG. 5. As in Fig. 2, but for the normalized annual precipitation change patterns (color shading, in mmday21 per 1 K of global warming).

Results using 100-yr averages are similar.

8012 JOURNAL OF CL IMATE VOLUME 33

D
ow

nloaded from
 http://journals.am

etsoc.org/jcli/article-pdf/33/18/8003/4990245/jclid190749.pdf by guest on 18 August 2020



FIG. 6. Zonal-mean normalized (a)–(c) annual, (d)–(f) DJF, and (g)–(i) JJA precipitation changes (in mmday21 per 1K of global

warming) from the CESM1 (a),(d),(g) 23 CO2, (b),(e),(h) 43 CO2, and (c),(f),(i) 1% CO2 experiments during the first, middle, and last

50-yr periods. The black dotted line is the zero line.
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be heavily influenced by internal variability during the

first 100 years in the 1% CO2 experiment. This latter

point differs from the SAT response, which shows sim-

ilar change patterns even during the first 100 years of the

1% CO2 experiment (Figs. 2 and 4).

We have also calculated and examined the pattern

correlations between two adjacent 50-yr periods, instead

of between the last and an earlier 50-yr periods as shown

in Figs. 4 and 7. The results (figures not shown) are

similar and they confirm that the pattern correlation

coefficients of the normalized SAT and P changes in-

crease during the first few hundred years (and they are

slightly higher than those shown in Figs. 4 and 7 during

these early years) and then stabilize and are close to one

thereafter. Additionally, we also compared the nor-

malized SAT and P change patterns between two dif-

ferent experiments for the same time period (Fig. 8).

Besides the relatively low correlations for P of the first

50 years between the 1% CO2 and 23 CO2 or 43 CO2

experiments, strong consistency is shown for all the time

periods and across the experiments, especially between

the 2 3 CO2 and 4 3 CO2 experiments. In the 1% CO2

experiment, the forced signal is still relatively weak during

the first 50 years, when the precipitation change is heavily

influenced by realization-dependent internal variations,

leading to the lower correlations during this period.

Thus, the CESM1.2.1 simulations show that normal-

ized SAT and P change patterns remain approximately

FIG. 7. As in Fig. 4, but for temporal variations in pattern correlation coefficients of the normalized annual

precipitation changes. The correlations increase to above 0.7 for the 1% CO2 case if 100-yr (instead of 50-yr)

averages are used. Correlation coefficients above;0.90 indicate that at least 90% of the grid boxes have similar or

identical precipitation changes.
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the same over time and are independent of the forcing

scenarios, especially after the first 50 years.

4. Results from the CMIP5 extended simulations

To find out whether the CESM1.2.1-based conclusion

holds for other models, we repeated the above analyses

for changes (relative to the 1970–99 mean from the

historical runs) in the multimodel ensemble mean of the

extended RCP8.5 simulation from nine CMIP5 models

(Table 1). The use of multimodel ensemble mean allows

us to smooth out most of the internal variations by av-

eragingover a relatively short 30-yr period.Both the global-

mean SAT and P increase steadily from 2005 to around

2200 and thereafter they increase slowly and stabilize near

2300 (figure not shown). Thus, the change patterns near the

end of this simulation may be considered as an estimate of

the equilibrium response pattern, while the earlier change

patterns represent the transient response.

Similar to the CESM1.2.1 case, we compared the

normalized SAT and P change patterns averaged over

different 30-yr time periods, and in Fig. 9 we show the

change patterns for the last 30-yr period and the differ-

ences between this and three earlier periods. Some no-

ticeable SAT (Fig. 9c) and P (Fig. 9d) differences are

found between the period of 1971–2000 and last 30-yr

period. The pattern correlations are 0.53 and 0.03 among

the SAT and P change maps, respectively. For other

subsequent periods, the SAT change patterns are similar

to those from the CESM1.2.1 (Figs. 2a–c, pattern

correlations coefficients of 0.79–0.89) and they vary little

over time, except for slightly stronger warming over the

Arctic and weaker warming in the northern North

Atlantic and the southern mid- to high latitudes during

2071–2100 (Fig. 9e). The P change patterns (Fig. 9f) also

are broadly comparable to theCESM1.2.1 case (Figs. 5a–c;

pattern correlations of 0.56–0.61), with drying over

many subtropical areas andwetting elsewhere, although the

drying areas differ somewhat from those in Figs. 5a–c. The

normalized P response per 1K of global warming is slightly

weaker and different during the earlier periods than those

during 2271–2300 over most of the globe (Figs. 9f,h). This

may be partly due to the smaller warming rate during the

later periods as the global warming rate is the denominator

in this ratio. For the subsequent periods, there exist strong

pattern correlations (r 5 0.90–0.99) among these change

maps over different periods (Fig. 9).

5. Results from the abrupt 4 3 CO2 multi-
millennium simulations

Three abrupt 4 3 CO2 multi-millennium simulations

are further analyzed to understand the transient and

equilibrium response. Both the global-mean SAT and P

in these multi-millennium simulations increase rapidly

during the first 400 years and then rise steadily until

about year 1000; thereafter they increase slowly and

stabilize after about year 2500 (Fig. 10). Thus, the

change patterns near the end of this simulation may be

considered as a fairly accurate estimate of the equilib-

rium response pattern, while the change patterns before

year 1000 represent the transient response.

We examined the normalized SAT and P change

patterns over different time periods from the multi-

millennium simulations, and they are broadly com-

parable. Figure 11 shows the normalized SAT and P

change patterns for a transient period (year 301–350,

which is around the middle of the main transient period;

Fig. 10) and the last 50 years together with their differ-

ence from the MPI-ESM-1.1 (results for the other two

models are similar and not shown). The normalized SAT

and P change patterns are similar between the two time

periods and among the threemodels, with strong pattern

correlation coefficients around 0.80 for SAT among

them (except CESM1.0.4 vs GISS-E2-R for the year

301–350 case; Fig. 12a). The P change pattern correla-

tions among the models are substantially lower, especially

with the GISS-E2-R (Fig. 12b). This suggests that the P re-

sponse patterns vary substantially among models. However,

for each given model the change patterns for both SAT and

P do not varymuch after the first 100 years or so, as reflected

by the relatively high correlations shown in Fig. 13 between

the final and an earlier 50-yr periods. For unknown reasons,

FIG. 8. Pattern correlation coefficients of the normalized annual

(a) surface air temperature and (b) precipitation changes over the

globe between the different experiments in the same period. The

specific time periods and experiments are listed in each bar and along

the x axis, respectively. When 100-yr (instead of 50-yr) averages are

used, the correlations in (b) increase to close to or above 0.9 for all

cases except for the 1–100-yr bar of the 43 CO2 vs 1% CO2, which

increases to about 0.78, while the changes for (a) are small.
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the GISS-E2-R, which shows some abrupt fluctuations

(Fig. 10c), exhibits stronger pattern correlations for P than

for SAT (Fig. 13).

Nevertheless, the southern mid- to high latitudes and

the northern North Atlantic show less warming during

the transient period than the final period, while it is the

opposite for the Arctic and most continents in all

the models (Fig. 11e, with weaker early warming over

the Arctic in CESM1.2.1). The difference maps from the

long simulations are similar to Fig. 9c for the CMIP5

ensemble-mean SAT, and Fig. 2g from the CESM1.2.1

2 3 CO2 experiment. However, the first 51 years in the

FIG. 9. Normalized change patterns for annual (a) surface air temperature (K per 1K of global warming) and

(b) precipitation (mmday21 per 1K of global warming) from the ensemble mean of the nine CMIP5 models listed

in Table 1 under the ECP8.5 emissions scenario for years 2271–2300; and the differences in the normalized changes

for annual (c),(e),(g) surface air temperature and (d),(f),(h) precipitation between years (c),(d) 1971–2000 and

2271–2300, (e),(f) 2071–2100 and 2271–2300, and (g),(h) 2171–2200 and 2271–2300. The future changes are relative

to the 1970–99 mean. The pattern correlation coefficient between (a) and the normalized temperature change

averaged over 1971–2000, 2071–2100, and 2171–2200 is 0.53, 0.96, and 0.99, respectively. The pattern correlation

coefficient between (b) and the normalized precipitation change averaged over 1971–2000, 2071–2100, and 2171–

2200 is 0.03, 0.90, and 0.98, respectively.
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CESM1.2.1 experiments show weaker warming over the

Arctic (Figs. 2d–f), which is also seen in the first 50 years

of the CESM1.0.4 long simulation but not for the other

two models (figure not shown).

Further examination of the difference maps from the

abrupt 4 3 CO2 multi-millennium simulations revealed

that during the first few hundred years, the temporal

differences for the SAT change come mainly from the

Arctic, the northern North Atlantic, Eurasia and North

America, the Southern Ocean, and Antarctica, whereas

the differences for theP change aremainly seen over the

tropics and northwestern Pacific. Below we examine

these regional features further.

Figure 14 shows the smoothed temporal evolutions of

the Artic amplification (AA)—the ratio of the Arctic

(north of 678N) versus global-mean surface warming

rates (e.g., Screen and Simmonds 2010; Serreze and

Barry 2011)—together withArctic sea ice declines in the

three long simulations. As Arctic sea ice cover (SIC)

decreases rapidly during the first 200 years, AA in-

creases in CESM1.0.4 or stays at a high level in MPI-

ESM-1.1 and GISS-E2-R; however, as SIC decreases

to a low constant value (which seems too high in

GISS-E2-R), AA stays around a level similar to that in

the first 200 years in CESM1.0.4 but decreases to a lower

level in the other two models. This suggests different

responses of Arctic SAT during the transient and equi-

librium states for MPI-ESM-1.1 and GISS-E2-R but the

responses are similar for CESM1.0.4. These Arctic SAT

response differences are confirmed by their SAT dif-

ference maps (cf. Fig. 11; not shown for GISS-E2-R and

CESM1.0.4). On centennial time scales, theAA and SIC

variations are negatively correlated, with higher AA

associated with lower SIC in all the three models.

Another robust warming feature is the land–ocean

contrast (LOC), which shows larger warming over land

than over ocean in both transient and equilibrium cli-

mate response to increased CO2 (Sutton et al. 2007;

Joshi et al. 2007, 2013; Dong et al. 2009). Here we define

the LOC as the ratio of the SAT change between the

land and ocean areas within 608S–608N. Figure 15 shows

that in all the three models, the LOC peaks and may

exceed 1.6 at the beginning the simulation (as land re-

sponds faster to CO2 forcing than ocean), decreases

rapidly during the first 100–200 years, and continue to

decline slowly until about year 1000; thereafter, the

annual LOC stays around 1.35 for MPI-ESM-1.1 and

GISS-E2-R and around 1.29 for CESM1.0.4, with JJA

having a higher LOC. Thus, the land–ocean warming

contrast decreases over time during the transient period

and stabilizes after about year 1000 but still remains

considerably in the near-equilibrium state, consistent

with the previous studies cited above. The LOC under

increasing CO2 has been linked to local feedbacks and

the hydrological cycle over land (Joshi et al. 2007) and

different properties of the surface and boundary layer

over land and ocean (Joshi et al. 2013).

Another regional warming feature is the North Atlantic

warming hole (NAWH)—the relatively small warming over

the central subpolar North Atlantic Ocean compared with

nearby ocean areas (Gervais et al. 2018). The NAWH has

been linked to a slowdown of the Atlantic meridional

overturning circulation (e.g., Rahmstorf et al. 2015; Gervais

et al. 2018), which results in a reduced ocean heat transport

and increased cold advection (Dai et al. 2005) into the

warming hole regions. Recently, Keil et al. (2020) found

that the changes in the gyre circulation increases ocean

heat transport into higher latitudes and contributes to the

NAWH. Figure 16 shows that, similar to the land–ocean

warming contrast, the NAWH is largest (with no warming

over 458–608N, 608–408WduringDJF inGISS-E2-R) during

the first 100 years or so and then decreases from years 100 to

200 rapidly and then gradually until about year 1500;

thereafter, the NAWH remains weak (i.e., close to 1). In

otherwords, theNAWHis a feature that existsmainly in the

transient period (the first 1000 years) and it largely disap-

pears as the system approaches a new equilibrium. The

NAWH is largest in DJF and smallest in JJA (Fig. 16), the

opposite to the land–ocean contrast (Fig. 15). We further

compared the LOC over 608S–608N, 08–608N, 08–608S, and
208S–208N, and found that the rapid decrease in global LOC

FIG. 10. Time series of annual global-mean surface air tempera-

ture (red; left y axis) and precipitation (blue; right y axis) changes

(relative to the PiControl climatology) from the 43CO2 experiment

using (a) MPI-ESM-1.1, (b) GISS-E2-R, and (c) CESM1.0.4. The

simulation length for MPI-ESM-1.1, GISS-E2-R, and CESM1.0.4 is

4458, 5000, and 5900 years, respectively.

15 SEPTEMBER 2020 HUANG ET AL . 8017

D
ow

nloaded from
 http://journals.am

etsoc.org/jcli/article-pdf/33/18/8003/4990245/jclid190749.pdf by guest on 18 August 2020



during the first 200 years is mostly due to the initial slow

warming of the Southern Ocean rather than the NAWH

(not shown).

Figure 17 shows the temporal evolution of theAA, LOC,

and NAWH in the transient CESM1 1% CO2 experiment

and CMIP5 ECP8.5 runs. In the 1% CO2 experiment, the

AAfluctuates considerably during the first 70 years but then

stabilizes around a value of 2.40; the LOCdecreases sharply

during the first 50 years and then stabilizes around a value of

1.45; and the NAWH strengthens during the first 60 years

and then weakens until the end of the simulation. The AA

and LOC increase monotonically until about 2080 and then

decrease steadily in the CMIP5 ECP8.5 simulations, while

the NAWH is relatively stable and weakens slightly from

;0.94 to 0.97 (Fig. 17). The temporal evolutions in the

CMIP5 runs may be linked to their external forcing char-

acteristics, which show a rapid increase in the twenty-first

century, a slow increase in the twenty-second century, and

then stability in the twenty-third century (vanVuuren et al.

2011). Nevertheless, the general behaviors of the AA,

LOC, and NAWH in these transient simulations are

qualitatively consistent with those seen in the long 43CO2

runs (Figs. 14–16), and all of them show steady weakening

toward the end of the simulations. The AA, LOC, and

FIG. 11. Normalized annual (a),(c) surface air temperature (K per 1K of global warming) and (b),(d) precipi-

tation (mmday21 per 1K of global warming) change patterns averaged over years (a),(b) 301–350 and (c),(d) 4408–

4458, and (e),(f) the differences between years 301–350 and 4408–4458 from the 4 3 CO2 experiment using the

MPI-ESM-1.1 model. The pattern correlation coefficients between (a) and (c) and between (b) and (d) are 0.96 and

0.97, respectively. All the changes are relative to the PiControl run climatology.
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NAWH values near the end of the simulations (last 50-yr

average) are 2.40, 1.46, and 0.68, respectively, for the

CESM1 1% CO2 experiment, and 1.91, 1.46, and 0.97 for

the ECP8.5 ensemble mean. These values are broadly

comparable to the abrupt 4 3 CO2 multi-millennium sim-

ulations (Figs. 14–16).

6. Conclusions and discussion

We have compared the normalized change pat-

terns for annual and seasonal surface air temperature

(SAT) and precipitation (P) in response to increas-

ing CO2 over different time periods and across dif-

ferent forcing scenarios (2 3 CO2, 4 3 CO2, and 1%

CO2) using long-term simulations by the CESM1.2.1,

together with those from the CMIP5 extended RCP8.5

simulations and abrupt 4 3 CO2 multi-millennium sim-

ulations from three other coupled models. Results show

that the normalized SAT annual and seasonal change

patterns per unit global warming vary little over time

after the first 100 years or so and among different ex-

periments, and the transient change patterns are close

to those approximately representing an equilibrium

response. The consistency of the warming patterns

during the first 200 years is stronger over land than over

ocean, but is lower in midlatitudes than other regions.

This is also true for precipitation change patterns, albeit

to a lesser degree. Precipitation over many subtropical

FIG. 12. The pattern correlation coefficients of the normalized

annual (a) surface air temperature and (b) precipitation changes

over the globe between the different models in the same period

(the year 301–350 and the last 50 years) from the three abrupt 4 3
CO2 multi-millennium simulations. Using 100-yr averages yielded

similar results.

FIG. 13. Temporal variations in the pattern correlation coeffi-

cients (r) of the 50-yr-averaged, normalized annual (solid lines) and

seasonal (DJF and JJA; dashed lines) (a) surface air temperature

and (b) precipitation changes over the globe between the last 50

years and a 50-yr period centered at the plotted year on the x axis

from the 43CO2 experiment usingMPI-ESM1.1, GISS-E2-R, and

CESM1.0.4. The r values do not change much after year 1975.

FIG. 14. The 101-yr moving-average time series of the Arctic ampli-

fication (AA; red line) and Arctic sea ice cover (SIC; in % of Arctic

oceanic area) (blue line; on the rightyaxis) fromthe43CO2experiment

using (a)MPI-ESM-1.1, (b) GISS-E2-R, and (c) CESM1.0.4. The AA is

defined as Arctic (north of 678N) surface air temperature change (dT;

relative to PiControl) divided by global-mean dT, and it stays around

2.16, 1.77, and2.44near theendof the simulation inMPI-ESM-1.1,GISS-

E2-R, and CESM1.0.4 respectively.
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oceans and land areas decreases consistently under dif-

ferent forcing scenarios and over all time periods.

Some differences exist during the early transient pe-

riod (the first few hundred years) and the final period.

For the normalized SAT change, warming over the

northern North Atlantic and parts of the Southern

Ocean is weaker during the early period (especially the

first 50 years) than during the final period. In contrast,

the normalized warming over most continents is stron-

ger in the early period, while the early normalized

warming over the Arctic is weaker in the CESM1 but

stronger in the CMIP5 ensemble mean, MPI-ESM-1.1 and

GISS-E2-R than that in the final period. For the normalized

P changes, noticeable differences exist over tropical oceans

with smaller early increases over the tropical Pacific.

The abrupt 4 3 CO2 multi-millennium simulations fur-

ther indicate that the Arctic amplification, land–ocean

warming contrast, and North Atlantic warming hole

(NAWH) are largest during the first 100–200 years;

thereafter, they decrease and stabilize after year ;500,

with the NAWH becoming weak after year ;1500.

Thus, the NAWH is mainly a transient feature in

response to CO2 forcing, while all the other features,

including the larger warming in the Arctic and over land

and the subtropical drying, exist in both the transient

period and the equilibrium state, albeit with varying

magnitudes.

As discussed in the introduction, previous studies (e.g.,

Armour et al. 2013; Andrews et al. 2015; Yoshimori et al.

2016; Paynter et al. 2018) have shown considerable dif-

ferences in regional SAT changes (mostly over high lat-

itudes) in response to abrupt CO2 forcing among the

decades of the first 100 years or so. This is expected given

the rapid adjustments during the early decades after an

abrupt doubling or quadrupling of atmospheric CO2, and

the large internal variability on regional scales for decadal

climates (Dai and Bloecker 2019). In other words, those

differences likely partly resulted from the significant in-

fluence from random internal variability on local and

regional SAT and P when averages over a few decades

were used. Our results show that, when averaged over 50

years or longer or over multimodel ensemble runs (which

greatly reduces internal variability), the SAT and P

change patterns in response to either abrupt or gradual

CO2 increases are broadly similar, with the main char-

acteristics persisting over time and across different types

of experiments, although the normalized magnitude may

change over time. One exception is the NAWH, which is

FIG. 15. The 101-yr moving-average time series of the land–

ocean contrast (LOC) of surface warming from the 4 3 CO2

experiment using (a) MPI-ESM-1.1, (b) GISS-E2-R, and

(c) CESM1.0.4. The values do not change much after year 2000.

The LOC is defined as 608S–608N mean land surface air tempera-

ture change (dT; relative to PiControl) divided by 608S–608Nmean

ocean dT. The two dashed lines in (b) and (c) indicate the DJF and

JJAmean time series of the LOC (seasonal data are unavailable for

MPI-ESM-1.1). The annual LOC near the end of the simulations is

1.35, 1.35, and 1.29 in MPI-ESM-1.1, GISS-E2-R, and CESM1.0.4,

respectively.

FIG. 16. As in Fig. 15, but for the North Atlantic warming hole

(NAWH). The NAWH is defined as the mean oceanic surface air

temperature change (dT, relative to PiControl) averaged over the

region 458–608N, 608–408W divided by the mean oceanic dT over

the region 398–668N, 708–308W (but excluding 458–608N, 608–
408W). The two dashed lines in (b) and (c) indicate the DJF and

JJA mean time series of the NAWH. The annual NAWH near the

end of the simulations is 0.99, 0.73, and 0.94 inMPI-ESM-1.1, GISS-

E2-R, and CESM1.0.4, respectively.

8020 JOURNAL OF CL IMATE VOLUME 33

D
ow

nloaded from
 http://journals.am

etsoc.org/jcli/article-pdf/33/18/8003/4990245/jclid190749.pdf by guest on 18 August 2020



mainly a transient response. We should also notice that

the change patterns are likely to be more complicated for

extreme events (Lustenberger et al. 2014), due to certain

feedbacks in some specific regions (Fischer and Schär
2009). Furthermore, while the regional differences in the

response patterns may be small, they could still have

significant impacts in certain fields.
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