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Abstract: Quantum teleportation is one of the fundamental building blocks of quantum
Shannon theory. While ordinary teleportation is simple and efficient, port-based telepor-
tation (PBT) enables applications such as universal programmable quantum processors,
instantaneous non-local quantum computation and attacks on position-based quantum
cryptography. In this work, we determine the fundamental limit on the performance of
PBT: for arbitrary fixed input dimension and a large number N of ports, the error of the
optimal protocol is proportional to the inverse square of N . We prove this by deriving
an achievability bound, obtained by relating the corresponding optimization problem to
the lowest Dirichlet eigenvalue of the Laplacian on the ordered simplex. We also give
an improved converse bound of matching order in the number of ports. In addition, we
determine the leading-order asymptotics of PBT variants defined in terms of maximally
entangled resource states. The proofs of these results rely on connecting recently-derived
representation-theoretic formulas to random matrix theory. Along the way, we refine a
convergence result for the fluctuations of the Schur–Weyl distribution by Johansson,
which might be of independent interest.
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1. Introduction

1.1. Quantum teleportationprotocols. Quantum teleportation [1] is a fundamental quan-
tum information-processing task, and one of the hallmark features of quantum infor-
mation theory: Two parties Alice and Bob may use a shared entangled quantum state
together with classical communication to “teleport” an unknown quantum state from
Alice to Bob. The original protocol in [1] consists of Alice measuring the unknown
state together with her half of the shared entangled state and letting Bob know about the
outcome of her measurement. Based on this information Bob can then manipulate his
half of the shared state by applying a suitable correction operation, thus recovering the
unknown state in his lab.

From an information-theoretic point of view, quantum teleportation implements a
quantum channel between Alice and Bob. If the shared entangled state is a noise-
less, maximally entangled state (a so-called EPR state, named after a famous paper by
Einstein, Podolski, and Rosen [2]), then this quantum channel is in fact a perfect, noise-
less channel. On the other hand, using a noisy entangled state as the shared resource in
the teleportation protocol renders the effective quantum channel imperfect or noisy. A
commonway tomeasure the noise in a quantum channel is bymeans of the entanglement
fidelity, which quantifies how well the channel preserves generic correlations with an
inaccessible environment system (see Sect. 2.1 for a definition).

Port-based teleportation (PBT) [3,4] is a variant of the original quantum teleporta-
tion protocol [1], where the receiver’s correction operation consists of merely picking
the right subsystem, called port, of their part of the entangled resource state. Figure 1
provides a schematic description of the protocol (see Sect. 3 for a more detailed explana-
tion). While being far less efficient than the ordinary teleportation protocol, the simple
correction operation allows the receiver to apply a quantum operation to the output of
the protocol before receiving the classical message. This simultaneous unitary covari-
ance property enables all known applications that require PBT instead of just ordinary
quantum teleportation, including the construction of universal programmable quantum
processors [3], quantumchannel discrimination [5] and instantaneous non-local quantum
computation (INQC) [6].

In the INQC protocol, which was devised by Beigi and König [6], two spatially sep-
arated parties share an input state and wish to perform a joint unitary on it. To do so,
they are only allowed a single simultaneous round of communication. INQC provides a
generic attack on any quantum position-verification scheme [7], a protocol in the field of
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Fig. 1. Schematic representation of port-based teleportation (PBT). Like in ordinary teleportation, the sender
applies a joint measurement to her input system A and her parts of the entangled resource, Ai , i = 1, . . . , N ,
and sends the outcome to the receiver, who applies a correction operation. In PBT, however, this correction
operation merely consists of choosing one of the subsystems Bi , the ports, of the entangled resource. A PBT
protocol cannot implement a perfect quantum channel with a finite number of ports. There are different variants
of PBT. The four commonly studied ones are characterized by whether failures are announced, or heralded
(probabilistic PBT) or go unnoticed (deterministic PBT), and whether simplifying constraints on the resource
state and the sender’s measurement are enforced

position-based cryptography [6,8–10]. It is therefore of great interest for cryptography
to characterize the resource requirements of INQC: it is still open whether a computa-
tionally secure quantum position-verification scheme exists, as all known generic attacks
require an exponential amount of entanglement. Efficient protocols for INQC are only
known for special cases [11–14]. The best lower bounds for the entanglement require-
ments of INQC are, however, linear in the input size [6,15,16], making the hardness
of PBT, the corner stone of the best known protocol, the only indication for a possible
hardness of INQC.

PBT comes in two variants, deterministic and probabilistic, the latter being distin-
guished from the former by the fact that the protocol implements a perfect quantum
channel whenever it does not fail (errors are “heralded”). In addition, two classes of pro-
tocols have been considered in the literature, one using maximally entangled resource
states and the other using more complex resources optimized for the protocol. The ap-
peal of the former type of protocol is mostly due to the fact that maximally entangled
states are a standard resource in quantum information processing and can be prepared
efficiently. Using a protocol based on maximally entangled resources thus removes one
parameter from the total complexity of the protocol, the complexity of preparing the
resource, leaving the amount of resources as well as the complexity of the involved
quantum measurement as the remaining two complexity contributions.

In their seminalwork [3,4], Ishizaka andHiroshima completely characterize the prob-
lem of PBT for qubits. They calculate the performance of the standard1 and optimized
protocols for deterministic and the EPR and optimized protocols for probabilistic PBT,
and prove the optimality of the ‘pretty good’ measurement in the standard deterministic
case. They also show a lower bound on the performance of the standard protocol for

1 The standard protocol uses a maximally entangled resource state and the so-called Pretty Good Measure-
ment.
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deterministic PBT, which was later reproven in [6]. Further properties of PBT were ex-
plored in [17], in particular with respect to recycling part of the resource state. Converse
bounds for the probabilistic and deterministic versions of PBT have been proven in [18]
and [19], respectively. In [20], exact formulas for the fidelity of the standard protocol for
deterministic PBT with N = 3 or 4 in arbitrary dimension are derived using a graphical
algebra approach. Recently, exact formulas for arbitrary input dimension in terms of
representation-theoretic data have been found for all four protocols, and the asymptotics
of the optimized probabilistic case have been derived [21,22].

Note that, in contrast to ordinary teleportation, a protocol obtained from executing
several PBT protocols is not again a PBT protocol. This is due to the fact that the whole
input system has to be teleported to the same output port for the protocol to have the
mentioned simultaneous unitary covariance property. Therefore, the characterization of
protocols for any dimension d is of particular interest. The mentioned representation-
theoretic formulas derived in [21,22] provide such a characterization. It is, however, not
known how to evaluate these formulas efficiently for large input dimension.

1.2. Summary of main results. In this paper we provide several characterization results
for port-based teleportation. As our main contributions, we characterize the leading-
order asymptotic performance of fully optimized deterministic port-based teleportation
(PBT), as well as the standard protocol for deterministic PBT and the EPR protocol for
probabilistic PBT. In the following, we provide a detailed summary of our results. These
results concern asymptotic characterizations of the entanglement fidelity of deterministic
PBT, defined in Sect. 3.1, and the success probability of probabilistic PBT, defined in
Sect. 3.2.

Our first, and most fundamental, result concerns deterministic PBT and characterizes
the leading-order asymptotics of the optimal fidelity for a large number of ports.

Theorem 1.1. For arbitrary but fixed local dimension d, the optimal entanglement
fidelity for deterministic port-based teleportation behaves asymptotically as

F∗d (N ) = 1−�(N−2).

Theorem 1.1 is a direct consequence of Theorem 1.5 below. Prior to our work, it was only
known that F∗d (N ) = 1−�(N−2) as a consequence of an explicit converse bound [19].
We prove that this asymptotic scaling is in fact achievable, andwe also provide a converse
with improved dependency on the local dimension, see Corollary 1.6.

For deterministic port-based teleportation using a maximally entangled resource and
the pretty good measurement, a closed expression for the entanglement fidelity was
derived in [21], but its asymptotics for fixed d > 2 and large N remained undetermined.
As our second result, we derive the asymptotics of deterministic port-based teleportation
using a maximally entangled resource and the pretty good measurement, which we call
the standard protocol.

Theorem 1.2. For arbitrary but fixed d and any δ > 0, the entanglement fidelity of the
standard protocol of PBT is given by

F std
d (N ) = 1− d2 − 1

4N
+ O(N− 3

2 +δ).
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Fig. 2. Entanglement fidelity of the standard protocol for deterministic port-based teleportation in local di-
mension d = 2, 3, 4, 5 using N ports [23]. We compare the exact formula (3.5) for F std

d (blue dots) with the
first-order asymptotics obtained from Theorem 1.2 (orange curve)

Previously, the asymptotic behavior given in the above theoremwas only known for d =
2 in termsof an exact formula for finite N ; ford > 2, itwasmerely known that F std

d (N ) =
1 − O

(
N−1) [4]. In Fig. 2 we compare the asymptotic formula of Theorem 1.2 to a

numerical evaluation of the exact formula derived in [21] for d ≤ 5.
For probabilistic port-based teleportation, Mozrzymas et al. [22] obtained the fol-

lowing expression for the success probability p∗d optimized over arbitrary entangled
resources:

p∗d(N ) = 1− d2 − 1

d2 − 1 + N
,

valid for all values of d and N (see the detailed discussion in Sect. 3). In the case of
using N maximally entangled states as the entangled resource, an exact expression for
the success probability in terms of representation-theoretic quantities was also derived
in [21]. We state this expression in (3.9) in Sect. 3. However, its asymptotics for fixed
d > 2 and large N have remained undetermined to date. As our third result, we derive
the following expression for the asymptotics of the success probability of the optimal
protocol among the ones that use a maximally entangled resource, which we call the
EPR protocol.
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Fig. 3. Success probability of the EPR protocol for probabilistic port-based teleporation in local dimension
d = 2, 3, 4, 5 using N ports [23]. We compare the exact formula (3.9) for pEPRd (blue dots) with the first-order
asymptotic formula obtained from Theorem 1.3 (orange curve). The first-order coefficient cd ≡ E[λmax(G)]
appearing in the formula inTheorem1.3was obtained by numerical integration from the eigenvalue distribution
of GUEd

Theorem 1.3. Forprobabilistic port-based teleportation in arbitrary but fixeddimension
d with EPR pairs as resource states,

pEPRd (N ) = 1−
√

d

N − 1
E[λmax(G)] + o

(
N−1/2) ,

where G ∼ GUE0
d .

The famous Wigner semicircle law [24] provides an asymptotic expression for the ex-
pected maximal eigenvalue, E[λmax(G)] ∼ 2

√
d for d →∞. Additionally, there exist

explicit upper and lower bounds for all d, see the discussion in Sect. 5.
To establish Theorems 1.2 and 1.3, we analyze the asymptotics of the Schur–Weyl

distribution, which also features in other fundamental problems of quantum information
theory including spectrum estimation, tomography, and the quantum marginal prob-
lem [25–35]. Our main technical contribution is a new convergence result for its fluctu-
ations that strengthens a previous result by Johansson [36]. This result, which may be
of independent interest, is stated as Theorem 4.1 in Sect. 4.
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Theorem 1.1 is proved by giving an asymptotic lower bound for the optimal fidelity
of deterministic PBT, as well as an upper bound that is valid for any number of ports and
matches the lower bound asymptotically. For the lower bound,we again use an expression
for the entanglement fidelity of the optimal deterministic PBT protocol derived in [22].
The asymptotics of this formula for fixed d and large N have remained undetermined
so far. We prove an asymptotic lower bound for this entanglement fidelity in terms of
the lowest Dirichlet eigenvalue of the Laplacian on the ordered (d − 1)-dimensional
simplex.

Theorem 1.4. The optimal fidelity for deterministic port-based teleportation is bounded
from below by

F∗d (N ) ≥ 1− λ1(OSd−1)
dN 2 − O(N−3),

where

OSd−1 =
{
x ∈ R

d
∣
∣∣∣
∑

i
xi = 1, xi ≥ xi+1, xd ≥ 0

}

is the (d − 1)-dimensional simplex of ordered probability distributions with d outcomes
and λ1(�) is the first eigenvalue of the Dirichlet Laplacian on a domain �.

Using a bound from [37] for λ1(OSd), we obtain the following explicit lower bound.

Theorem 1.5. For the optimal fidelity of port-based teleportationwith arbitrary but fixed
input dimension d and N ports, the following bound holds,

F∗d (N ) ≥ 1− d5 + O(d9/2)

4
√
2N 2

+ O(N−3).

As a complementary result, we give a strong upper bound for the entanglement fidelity
of any deterministic port-based teleportation protocol. While valid for any finite number
N of ports, its asymptotics for large N are given by 1−O(N−2), matching Theorem 1.5.

Corollary 1.6. For a general port-based teleportation scheme with input dimension d
and N ports, the entanglement fidelity F∗d and the diamond norm error ε∗d can be bounded
as

F∗d (N ) ≤
{√

N
d if N ≤ d2

2

1− d2−1
16N2 otherwise

ε∗d(N ) ≥
{
2
(
1−

√
N
d

)
if N ≤ d2

2

2 d2−1
16N2 otherwise.

Previously, the best known upper bound on the fidelity [19] had the same dependence
on N , but was increasing in d, thus failing to reflect the fact that the task becomes harder
with increasing d. Interestingly, a lower bound from [38] on the program register size
of a universal programmable quantum processor also yields a converse bound for PBT
that is incomparable to the one from [19] and weaker than our bound.

Finally we provide a proof of the following ‘folklore’ fact that had been used in
previous works on port-based teleportation. The unitary and permutation symmetries of
port-based teleportation imply that the entangled resource state andAlice’smeasurement
can be chosen to have these symmetries as well. Apart from simplifying the optimiza-
tion over resource states and POVMs, this implies that characterizing the entanglement
fidelity is sufficient to give worst-case error guarantees. Importantly, this retrospectively
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justifies the use of the entanglement fidelity F in the literature about deterministic port-
based teleportation in the sense that any bound on F implies a bound on the diamond
norm error without losing dimension factors. This is also used to show the diamond
norm statement of Corollary 1.6.

Proposition 1.7 (Proposition 3.4 and 3.3 and Corollary 3.5, informal). There is an ex-
plicit transformation between port-based teleportation protocols that preserves any uni-
tarily invariant distance measure on quantum channels, and maps an arbitrary port-
based teleportation protocol with input dimension d and N ports to a protocol that

(i) has a resource state and a POVM with U (d)× SN symmetry, and
(ii) implements a unitarily covariant channel.

In particular, the transformation maps an arbitrary port-based teleportation protocol to
one with the symmetries (i) and (ii) above, and entanglement fidelity no worse than the
original protocol. Point (ii) implies that

ε∗d = 2
(
1− F∗d

)
,

where F∗d and ε∗d denote the optimal entanglement fidelity and optimal diamond norm
error for deterministic port-based teleportation.

1.3. Structure of this paper. In Sect. 2 we fix our notation and conventions and recall
some basic facts about the representation theory of the symmetric and unitary groups. In
Sect. 3 we define the task of port-based teleportation (PBT) in its two main variants, the
probabilistic and deterministic setting. Moreover, we identify the inherent symmetries
of PBT, and describe a representation-theoretic characterization of the task. In Sect. 4 we
discuss the Schur–Weyl distribution and prove a convergence result that will be needed
to establish our results for PBTwithmaximally entangled resources. Our firstmain result
is proved in Sect. 5, where we discuss the probabilistic setting in arbitrary dimension
using EPR pairs as ports, and determine the asymptotics of the success probability pEPRd
(Theorem 1.3). Our second main result, derived in Sect. 6.1, concerns the deterministic
setting in arbitrary dimension using EPR pairs, for which we compute the asymptotics
of the optimal entanglement fidelity F std

d (Theorem 1.2). Our third result, an asymptotic
lower bound on the entanglement fidelity F∗d of the optimal protocol in the deterministic
setting (Theorem 1.5), is proved in Sect. 6.2. Finally, in Sect. 7 we derive a general non-
asymptotic converse bound on deterministic port-based teleportation protocols using a
non-signaling argument (Theorem 7.5). We also present a lower bound on the commu-
nication requirements for approximate quantum teleportation (Corollary 7.4). We make
some concluding remarks in Sect. 8. The appendices contain technical proofs.

2. Preliminaries

2.1. Notation and definitions. We denote by A, B, …quantum systems with associated
Hilbert spaces HA, HB , …, which we always take to be finite-dimensional, and we
associate to amultipartite quantumsystem A1 . . . An theHilbert spaceHA1...An = HA1⊗
. . . ⊗ HAn . When the Ai are identical, we also write An = A1 . . . An . The set of
linear operators on a Hilbert space H is denoted by B(H). A quantum state ρA on
quantum system A is a positive semidefinite linear operator ρA ∈ B(HA) with unit
trace, i.e., ρA ≥ 0 and tr(ρA) = 1. We denote by IA or 1A the identity operator on
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HA, and by τA = IA/|A| the corresponding maximally mixed quantum state, where
|A| := dimHA. A pure quantum state ψA is a quantum state of rank one. We can write
ψA = |ψ〉〈ψ |A for a unit vector |ψ〉A ∈ HA. For quantum systems A, A′ of dimension
dimHA = dimHA′ = d with bases {|i〉A}di=1 and {|i〉A′ }di=1, the vector |φ+〉A′A =
1√
d

∑d
i=1 |i〉A′ ⊗ |i〉A defines the maximally entangled state of Schmidt rank d. The

fidelity F(ρ, σ ) between two quantum states is defined by F(ρ, σ ) := ‖√ρ
√

σ‖21, where
‖X‖1 = tr(

√
X†X) denotes the trace norm of an operator. For two pure states |ψ〉 and

|φ〉, the fidelity is equal to F(ψ, φ) = |〈ψ |φ〉|2. A quantum channel is a completely
positive, trace-preserving linear map � : B(HA) → B(HB). We also use the notation
� : A → B or �A→B , and we denote by idA the identity channel on A. Given two
quantum channels �1,�2 : A → B, the entanglement fidelity F(�1,�2) is defined as

F(�1,�2) := F((idA′ ⊗�1)(φ
+
A′A), (idA′ ⊗�2)(φ

+
A′A)),

and we abbreviate F(�) := F(�, id). The diamond norm of a linear map� : B(HA) →
B(HB) is defined by

‖�‖� := sup
‖XA′A‖1≤1

‖(idA′ ⊗�)(XA′A)‖1.

The induced distance on quantum channels is called the diamond distance. A positive
operator-valued measure (POVM) E = {Ex } on a quantum system A is a collection of
positive semidefinite operators Ex ≥ 0 satisfying

∑
x Ex = IA.

We denote random variables by bold letters (X,Y, Z, …) and the valued they take by
the non-bold versions (X,Y, Z , . . .). We denote by X ∼ P that X is a random variable
with probability distribution P. We write Pr(. . .) for the probability of an event and

E [. . .] for expectation values. The notation Xn
P→ X (n →∞) denotes convergence in

probability andXn
D→ X (n →∞) denotes convergence in distribution. The latter can be

defined, e.g., bydemanding thatE [ f (Xn)]→ E [ f (X)] (n →∞) for every continuous,
bounded function f . TheGaussian unitary ensembleGUEd is the probability distribution
on the set of Hermitian d × d-matrices H with density Z−1d exp(− 1

2 tr H
2), where Zd

is the appropriate normalization constant. Alternatively, for X ∼ GUEd , the entries Xi i
for 1 ≤ i ≤ d are independently distributed as Xi i ∼ N (0, 1), whereas the elements
Xi j for 1 ≤ i < j ≤ d are independently distributed as Xi j ∼ N (0, 1

2 ) + i N (0, 1
2 ).

Here, N (0, σ 2) denotes the centered normal distribution with variance σ 2. The traceless
Gaussian unitary ensemble GUE0

d can be defined as the distribution of the random
variable Y :=X− trX

d I , where X ∼ GUEd .
For a complex number z ∈ C, we denote by �(z) and �(z) its real and imaginary

part, respectively. We denote by μ �d n a partition (μ1, . . . , μd) of n into d parts. That
is, μ ∈ Z

d with μ1 ≥ μ2 ≥ · · · ≥ μd ≥ 0 and
∑

i μi = n. We also call μ a Young
diagram and visualize it as an arrangement of boxes, with μi boxes in the i th row. For
example, μ = (3, 1) can be visualized as . We use the notation (i, j) ∈ μ to mean
that (i, j) is a box in the Young diagram μ, that is, 1 ≤ i ≤ d and 1 ≤ j ≤ μi . We
denote by GL(H) the general linear group and by U (H) the unitary group acting on a
Hilbert spaceH. WhenH = C

d , we write GL(d) andU (d). Furthermore, we denote by
Sn the symmetric group on n symbols. A representation ϕ of a groupG on a vector space
H is a map G � g �→ ϕ(g) ∈ GL(H) satisfying ϕ(gh) = ϕ(g)ϕ(h) for all g, h ∈ G.
In this paper all representations are unitary, which means that H is a Hilbert space and
ϕ(g) ∈ U (H) for every g ∈ G. A representation is irreducible (or an irrep) ifH contains
no nontrivial invariant subspace.
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2.2. Representation theory of the symmetric and unitary group. Our results rely on the
representation theory of the symmetric and unitary groups and Schur–Weyl duality (as
well as their semiclassical asymptotics which we discuss in Sect. 4). In this section we
introduce the relevant concepts and results (see e.g., [39,40].

The irreducible representations of Sn are known as Specht modules and labeled by
Young diagrams with n boxes. We denote the Specht module of Sn corresponding to a
Young diagram μ �d n by [μ] (d is arbitrary). Its dimension is given by the hook length
formula [39, pp. 53–54],

dμ = n!
∏

(i, j)∈μ hμ(i, j)
, (2.1)

where hμ(i, j) is the hook length of the hook with corner at the box (i, j), i.e., the
number of boxes below (i, j) plus the number of boxes to the right of (i, j) plus one
(the box itself).

The polynomial irreducible representations ofU (d) are known asWeyl modules and
labeled by Young diagrams with no more than d rows. We denote the Weyl module
ofU (d) corresponding to a Young diagram μ �d n by V d

μ (n is arbitrary). Its dimension
can be computed using Stanley’s hook length formula [39, p. 55],

md,μ =
∏

(i, j)∈μ

d + c(i, j)

hμ(i, j)
, (2.2)

where c(i, j) = j − i is the so-called content of the box (i, j). This is an alternative to
theWeyl dimension formula, which states that

md,μ =
∏

1≤i< j≤d

μi − μ j + j − i

j − i
. (2.3)

We stress that md,μ depends on the dimension d.

Consider the representations of Sn and U (d) on
(
C
d
)⊗n

given by permuting the
tensor factors, andmultiplication byU⊗n , respectively. Clearly the two actions commute.
Schur–Weyl duality asserts that the decomposition of

(
C
d
)⊗n

into irreps takes the form
(see, e.g., [40])

(
C
d
)⊗n ∼=

⊕

μ�dn

[μ] ⊗ V d
μ . (2.4)

3. Port-Based Teleportation

The original quantum teleportation protocol for qubits (henceforth referred to as ordinary
teleportation protocol) is broadly described as follows [1]: Alice (the sender) and Bob
(the receiver) share an EPR pair (a maximally entangled state on two qubits), and their
goal is to transfer or ‘teleport’ another qubit in Alice’s possession to Bob by sending
only classical information. Alice first performs a joint Bell measurement on the quantum
system to be teleported and her share of the EPR pair, and communicates the classical
measurement outcome to Bob using two bits of classical communication. Conditioned
on this classical message, Bob then executes a correction operation consisting of one
of the Pauli operators on his share of the EPR pair. After the correction operation, he
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has successfully received Alice’s state. The ordinary teleportation protocol can readily
be generalized to qudits, i.e., d-dimensional quantum systems. Note that while the term
‘EPR pair’ is usually reserved for a maximally entangled state on two qubits (d = 2),
we use the term more freely for maximally entangled states of Schmidt rank d on two
qudits, as defined in Sect. 2.

Port-based teleportation, introduced by Ishizaka and Hiroshima [3,4], is a variant of
quantum teleportation where Bob’s correction operation solely consists of picking one
of a number of quantum subsystems upon receiving the classical message from Alice. In
more detail, Alice and Bob initially share an entangled resource quantum state ψAN BN ,
where HAi

∼= HBi
∼= C

d for i = 1, . . . , N . We may always assume that the resource
state is pure, for we can give a purification to Alice and she can choose not to use it.2

Bob’s quantum systems Bi are called ports. Just like in ordinary teleportation, the goal is
for Alice to teleport a d-dimensional quantum system A0 to Bob. To achieve this, Alice
performs a joint POVM {(Ei )A0AN }Ni=1 on the input and her part of the resource state and
sends the outcome i to Bob. Based on the index i he receives, Bob selects the i th port,
i.e. the system Bi , as being the output register (renaming it to B0), and discards the rest.
That is, in contrast to ordinary teleportation, Bob’s decoding operation solely consists
of selecting the correct port Bi . The quality of the teleportation protocol is measured by
how well it simulates the identity channel from Alice’s input register A0 to Bob’s output
register B0.

Port-based teleportation is impossible to achieve perfectly with finite resources [3],
a fact first deduced from the application to universal programmable quantum proces-
sors [41]. There are twoways to dealwith this fact: either one can just accept an imperfect
protocol, or one can insist on simulating a perfect identity channel, with the caveat that
the protocol will fail from time to time. This leads to two variants of PBT, which are
called deterministic and probabilistic PBT in the literature [3].3

3.1. Deterministic PBT. A protocol for deterministic PBT proceeds as described above,
implementing an imperfect simulation of the identity channel whose merit is quantified
by the entanglement fidelity Fd or the diamond norm error εd . We denote by F∗d (N )

and ε∗d(N ) the maximal entanglement fidelity and the minimal diamond norm error
for deterministic PBT, respectively, where both the resource state and the POVM are
optimized. We will often refer to this as the fully optimized case.

Let ψAN BN be the entangled resource state used for a PBT protocol. When using the
entanglement fidelity as a figure of merit, it is shown in [4] that the problem of PBT for
the fixed resource state ψAN BN is equivalent to the state discrimination problem given
by the collection of states

η
(i)
AN B0

= idBi→B0 trBc
i
|ψ〉〈ψ |AN BN , i = 1, . . . , N . (3.1)

with uniform prior (here we trace over all B systems but Bi , which is relabeled to B0).
More precisely, the success probability q for state discriminationwith some fixed POVM
{Ei }Ni=1 and the entanglement fidelity Fd of the PBT protocol with Alice’s POVM equal

2 This can even be done while keeping the structure of the resource state if desired, by adding the purifying
system to one of Alice’s systems Ai , or splitting it between all of them.

3 Alternatively, one could call “deterministic PBT” just “PBT” and for “probabilistic PBT” use the term
“heralded PBT”, which is borrowed from quantum optics terminology as used in, e.g., [42]. However, we will
stick to the widely used terms.
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to {Ei }Ni=1, but acting on AN A0, are related by the equation q = d2
N Fd . This link with

state discrimination provides us with themachinery developed for state discrimination to
optimize the POVM. In particular, it suggests the use of the pretty goodmeasurement [43,
44].

As in ordinary teleportation, it is natural to consider PBTprotocolswhere the resource
state is fixed to be N maximally entangled states (or EPR pairs) of local dimension d.
This is because EPR pairs are a standard resource in quantum information theory that can
easily be produced in a laboratory.Wewill denote by FEPR

d (N ) the optimal entanglement
fidelity for any protocol for deterministic PBT that uses maximally entangled resource
states. A particular protocol is given by combining maximally entangled resource states
with the pretty good measurement (PGM) POVM [43,44]. We call this the standard
protocol for deterministic PBT and denote the corresponding entanglement fidelity by
F std
d (N ). For qubits (d = 2), the pretty good measurement was shown to be optimal for

maximally entangled resource states [4]:

F std
2 (N ) = FEPR

2 (N ) = 1− 3

4N
+ o(1/N ). (3.2)

According to [22], the PGM is optimal in this situation for d > 2 as well.
In [3] it is shown that the entanglement fidelity F std

d for the standard protocol is at
least

F std
d (N ) ≥ 1− d2 − 1

N
. (3.3)

Beigi and König [6] rederived the same bound with different techniques. In [19], a
converse bound is provided in the fully optimized setting:

F∗d (N ) ≤ 1− 1

4(d − 1)N 2 + O(N−3). (3.4)

Note that the dimensiond is part of the denominator instead of the numerator as onemight
expect in the asymptotic setting. Thus, the bound lacks the right qualitative behavior
for large values of d. A different, incomparable, bound can be obtained from a recent
lower bound on the program register dimension of a universal programmable quantum
processor obtained by Kubicki et al. [38],

ε∗d(N ) ≥ 2

(
1− c

log d

d

(
2N +

2

3

))
,

where c is a constant. By Proposition 1.7, this bound is equivalent to

F∗d (N ) ≤ c
log d

d

(
2N +

2

3

)
.

Earlier works on programmable quantum processors [45,46] also yield (weaker) con-
verse bounds for PBT.

Interestingly, and of direct relevance to ourwork, exact formulas for the entanglement
fidelity have been derived both for the standard protocol and in the fully optimized case.
In [21], the authors showed that

F std
d (N ) = d−N−2 ∑

α�d N−1

⎛

⎝
∑

μ=α+�

√
dμmd,μ

⎞

⎠

2

. (3.5)
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Here, the inner sum is taken over all Young diagrams μ that can be obtained by adding
one box to a Young diagram α �d N − 1, i.e., a Young diagram with N − 1 boxes and
at most d rows. Equation (3.5) generalizes the result of [4] for d = 2, whose asymptotic
behavior is stated in Eq. (3.2).

In the fully optimized case, Mozrzymas et al. [22] obtained a formula similar to
Eq. (3.5) in which the dimension dμmd,μ of the μ-isotypic component in the Schur–
Weyl decomposition is weighted by a coefficient cμ that is optimized over all probability
densities with respect to the Schur–Weyl distribution (defined in Sect. 4).More precisely,

F∗d (N ) = d−N−2 max
cμ

∑

α�d N−1

⎛

⎝
∑

μ=α+�

√
cμdμmd,μ

⎞

⎠

2

, (3.6)

where the optimization is over all nonnegative coefficients {cμ} such that
∑

μ�d N cμ
dμmd,μ

dN = 1.

3.2. Probabilistic PBT. In the task of probabilistic PBT,Alice’s POVMhas an additional
outcome that indicates the failure of the protocol and occurs with probability 1− pd . For
all other outcomes, the protocol is required to simulate the identity channel perfectly.
We call pd the probability of success of the protocol. As before, we denote by p∗d(N ) the
maximal probability of success for probabilistic PBT using N ports of local dimension
d, where the resource state as well as the POVM are optimized.

Based on the no-signaling principle and a version of the no-cloning theorem, Pitalúa-
García [18] showed that the success probability p∗2n (N ) of teleporting an n-qubit input
state using a general probabilistic PBT protocol is at most

p∗2n (N ) ≤ 1− 4n − 1

4n − 1 + N
. (3.7)

Subsequently, Mozrzymas et al. [22] showed for a general d-dimensional input state that
the converse bound in (3.7) is also achievable, establishing that

p∗d(N ) = 1− d2 − 1

d2 − 1 + N
. (3.8)

This fully resolves the problem of determining the optimal probability of success for
probabilistic PBT in the fully optimized setting.

As discussed above, it is natural to also consider the scenario where the resource
state is fixed to be N maximally entangled states of rank d and consider the optimal
POVM given that resource state. We denote by pEPRd the corresponding probability of
success. We use the superscript EPR to keep the analogy with the case of deterministic
PBT, as the measurement is optimized for the given resource state and no simplified
measurement like the PGM is used. In [4], it was shown for qubits (d = 2) that

pEPR2 (N ) = 1−
√

8

πN
+ o(1/

√
N ).

For arbitrary input dimension d, Studziński et al. [21] proved the exact formula

pEPRd (N ) = 1

dN

∑

α�N−1
m2

d,α

dμ∗

md,μ∗
, (3.9)
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where μ∗ is the Young diagram obtained from α by adding one box in such a way that

γμ(α) = N
md,μdα

md,αdμ

(3.10)

is maximized (as a function of μ).
Finally, we note that any protocol for probabilistic PBT with success probability pd

can be converted into a protocol for deterministic PBT by sending over a random port
index to Bob whenever Alice’s measurement outcome indicates an error. The entan-
glement fidelity of the resulting protocol can be bounded as Fd ≥ pd + 1−pd

d2
. When

applied to the fully optimized protocol corresponding to Eq. (3.8), this yields a protocol
for deterministic PBT with better entanglement fidelity than the standard protocol for
deterministic PBT. It uses, however, an optimized resource state that might be difficult
to produce, while the standard protocol uses N maximally entangled states.

3.3. Symmetries. The problem of port-based teleportation has several natural symme-
tries that can be exploited. Intuitively, we might expect a U (d)-symmetry and a per-
mutation symmetry, since our figures of merit are unitarily invariant and insensitive
to the choice of port that Bob has to select. For the resource state, we might expect
an SN -symmetry, while the POVM elements have a marked port, leaving a possible
SN−1-symmetry among the non-marked ports. This section is dedicated to making these
intuitions precise.

The implications of the symmetries have been known for some time in the community
and used in other works on port-based teleportation (e.g. in [22]). We provide a formal
treatment here for the convenience of the interested reader as well as to highlight the fact
that the unitary symmetry allows us to directly relate the entanglement fidelity (which
a priori quantifies an average error) to the diamond norm error (a worst case figure of
merit). This relation is proved in Corollary 3.5.

While the sub-structure of the resource state on Alice’s side in terms of N subsystems
is natural from a mathematical point of view, it does not correspond to an operational
feature of the task of PBT. This is in contrast to the port sub-structure on Bob’s side,
in terms of which the port-based condition on the teleportation protocol is defined. In
the following, it will be convenient to allow resource states for PBT to have an arbitrary
sub-structure on Alice’s side.

We begin with a lemma on purifications of quantum states with a given group sym-
metry (see [47,48] and [49, Lemma 5.5]):

Lemma 3.1. Let ρA be a quantum state invariant under a unitary representation ϕ of a
group G, i.e., [ρA, ϕ(g)] = 0 for all g ∈ G. Then there exists a purification |ρ〉AA′ such
that (ϕ(g)⊗ ϕ∗(g))|ρ〉AA′ = |ρ〉AA′ for all g ∈ G. Here, ϕ∗ is the dual representation
of ϕ, which can be written as ϕ∗(g) = ϕ(g).

Starting from an arbitrary port-based teleportation protocol, it is easy to construct a
modified protocol that uses a resource state such that Bob’s marginal is invariant under
the natural action of SN aswell as the diagonal action ofU (d). In slight abuse of notation,
we denote by ζBN the unitary representation of ζ ∈ SN that permutes the tensor factors
ofH⊗N

B .

Lemma 3.2. Let ρAN BN be the resource state of a protocol for deterministic PBT with
input dimensiond. Then there exists another protocol for deterministicPBTwith resource
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state ρ′
AN BN I J

, where I and J are additional registers held by Alice, such that ρ′
BN is

invariant under the above-mentioned group actions,

U⊗N
B ρ′BN

(
U⊗N

B

)† = ρ′BN for all UB ∈ U (d),

ζBN ρ′BN ζ
†
BN = ρ′BN for all ζ ∈ SN ,

(3.11)

and such that the new protocol has diamond norm error and entanglement fidelity no
worse than the original one.

In fact, Lemma 3.2 applies not only to the diamond norm distance and the entanglement
fidelity, but any convex functions on quantumchannels that is invariant under conjugation
with a unitary channel.

Proof of Lemma 3.2. Define the resource state

ρ̃AN BN I =
1

N !
∑

ζ∈SN
ζBN ρAN BN ζ

†
BN ⊗ |ζ 〉〈ζ |I , (3.12)

where ζBN is the action of SN onH⊗N
B that permutes the tensor factors, and I is a classical

‘flag’ register with orthonormal basis {|ζ 〉}ζ∈SN . The following protocol achieves the
same performance as the preexisting one: Alice and Bob start sharing ρ̃AN BN I as an
entangled resource, with Bob holding BN as usual and Alice holding registers AN I .
Alice begins by reading the classical register I . Suppose that its content is a permutation
ζ . She then continues to execute the original protocol, except that she applies ζ to the
index she is supposed to send to Bob after her measurement, which obviously yields the
same result as the original protocol.

A similar argument can be made for the case of U (d). Let D ⊂ U (d), |D| < ∞ be
an exact unitary N -design, i.e., a subset of the full unitary group such that taking the
expectation value of any polynomial P of degree at most N in both U and U † over the
uniform distribution on D yields the same result as taking the expectation of P over the
normalized Haar measure onU (d). Such exact N -designs exist for all N ([50]; see [51]
for a bound on the size of exact N -designs). We now define a further modified resource
state ρ′

AN BN I J
from ρ̃AN BN I in analogy to (3.12):

ρ′AN BN I J =
1

|D|
∑

U∈D
U⊗N

B ρ̃AN BN I (U
†
B)⊗N ⊗ |U 〉〈U |J ,

where {|U 〉}U∈D is an orthonormal basis for the flag register J . Again, there exists
a modified protocol, in which Bob holds the registers BN as usual, but Alice holds
registers AN I J . Alice starts by reading the register J which records the unitary U ∈ D
that has been applied to Bob’s side. She then proceeds with the rest of the protocol after
applying U † to her input state. Note that ρ′

BN clearly satisfies the symmetries in (3.11),
and furthermore the new PBT protocol using ρ′

AN BN I J
has the same performance as the

original one using ρAN BN , concluding the proof. ��
Denote by SymN (H) the symmetric subspace of a Hilbert space H⊗N , defined by

SymN (H) := {|ψ〉 ∈ H⊗N : π |ψ〉 = |ψ〉 for all π ∈ SN }.
Using the above two lemmas we arrive at the following result.
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Proposition 3.3. LetρAN BN be the resource state of aPBTprotocolwith input dimension
d. Then there exists another protocol with properties as in Lemma 3.2 except that it has a
resource state |ψ〉〈ψ |AN BN with |ψ〉AN BN ∈ SymN (HA ⊗HB) that is a purification of
a symmetric Werner state, i.e., it is invariant under the action of U (d) onH⊗N

A ⊗H⊗N
B

given by U⊗N ⊗U
⊗N

.

Proof. We begin by transforming the protocol according to Lemma 3.2, resulting in a
protocol with resource state ρ′

AN BN I J
such that Bob’s part is invariant under the SN and

U (d) actions. By Lemma 3.1, there exists a purification |ψ〉AN BN ∈ Symn
(
C
d ⊗ C

d
)

of ρ′
BN that is invariant underU⊗N ⊗U

⊗N
(note that the Sn-representation is self-dual,

so the representation φ⊗φ∗ referred to in Lemma 3.1 just permutes the pairs of systems
Ai Bi ). But Uhlmann’s Theorem ensures that there exists an isometry VAN→AN I J E for
some Hilbert space HE such that VAN→AN I J E |ψ〉AN BN is a purification of ρ′

AN BN I J
.

The following is a protocol using the resource state |ψ〉: Alice applies V and discards
E . Then the transformed protocol from Lemma 3.2 is performed. ��

Using the symmetries of the resource state, we can show that the POVM can be
chosen to be symmetric as well. In the proposition below, we omit identity operators.

Proposition 3.4. Let {(Ei )A0AN }Ni=1 beAlice’s POVM for aPBTprotocolwith a resource
state |ψ〉 with the symmetries from Proposition 3.3. Then there exists another POVM
{(E ′i

)
A0AN }Ni=1 such that the following properties hold:

(i) ζAN

(
E ′i
)
A0AN ζ

†
AN =

(
E ′ζ(i)

)

A0AN
for all ζ ∈ SN ;

(ii)
(
UA0 ⊗U

⊗N
A

) (
E ′i
)
A0AN

(
UA0 ⊗U

⊗N
A

)† = (
E ′i
)
A0AN for all U ∈ U (d);

(iii) the channel �′ implemented by the PBT protocol is unitarily covariant, i.e.,

�′
A0→B0

(X) = UB0�
′
A0→B0

(U†
A0

XUA0 )U
†
B0

for all U ∈ U (d);
(iv) the resulting protocol has diamond norm distance (to the identity channel) and

entanglement fidelity no worse than the original one.

Proof. Define an averaged POVM with elements
(
E ′i
)
A0AN =

∫

U (HA)
dU

1

N !
∑

ζ∈SN

(
UA0 ⊗U

⊗N
A ζAN

) (
Eζ−1(i)

)

A0AN

(
U†
A0
⊗ ζ

†
AN (UT

A )⊗N
)

,

which clearly has the symmetries (i) and (ii). The corresponding channel can be written
as

�′
A0→B0 =

∫

U (HA)

1

N !
∑

ζ∈SN
�

(U,ζ )
A0→B0

,

where

�
(U,ζ )
A0→B0

(XA0)

=
N∑

i=1
trA0AN Bc

i

[(
(UA0 ⊗U

⊗N
A ζAN )(Eζ−1(i))A0AN (U †

A0
⊗ ζ

†
AN (UT

A )⊗N )
)

(
XA0 ⊗ |ψ〉〈ψ |AN BN

)]
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=
N∑

i=1
trA0AN Bc

i

[
(Eζ−1(i))A0AN

(
U †

A0
XA0UA0

⊗ (ζ
†
AN (UT

A )⊗N ⊗ IBN )|ψ〉〈ψ |AN BN (U
⊗N
A ζAN ⊗ IBN )

)]

=
N∑

i=1
trA0AN Bc

i

[
(Eζ−1(i))A0AN

(
U †

A0
XA0UA0

⊗ (IAN ⊗U⊗N
B ζBN )|ψ〉〈ψ |AN BN (IAN ⊗ ζ

†
BN (U †

B)⊗N )
)]

= UB0�A0→B0(U
†
A0
XA0UA0)U

†
B0

,

where we suppressed idBi→B0 . Here we used the cyclicity property

trA[(XAYA ⊗ IB)ZAB] = trA[(YA ⊗ IB)ZAB(XA ⊗ IB)]
of the partial trace and the symmetries of the resource state, and �A0→B0 denotes the
channel corresponding to the original protocol. It follows at once that�′

A0→B0
is covari-

ant in the sense of (iii). Finally, since the identity channel is itself covariant, property (iv)
follows from the concavity (convexity) and unitary covariance of the entanglement fi-
delity and the diamond norm distance, respectively. ��

Similarly as mentioned below Lemma 3.2, the statement in Proposition 3.4(iv) can
be generalized to any convex function on the set of quantum channels that is invariant
under conjugation with unitary channels.

The unitary covariance allows us to apply a lemma from [5] (stated as Lemma D.3
in “Appendix D”) to relate the optimal diamond norm error and entanglement fidelity
of port-based teleportation. This shows that the achievability results Eqs. (3.5) to (3.4)
for the entanglement fidelity of deterministic PBT, as well as the ones mentioned in the
introduction, imply similar results for the diamondnormerrorwithout losing a dimension
factor.

Corollary 3.5. Let F∗d and ε∗d be the optimal entanglement fidelity and optimal diamond
norm error for deterministic PBT with input dimension d. Then, ε∗d = 2

(
1− F∗d

)
.

Note that the same formula was proven for the standard protocol in [5].

3.4. Representation-theoretic characterization. The symmetries of PBT enable the use
of representation-theoretic results, in particular Schur–Weyl duality. This was exten-
sively done in [21,22] in order to derive the formulas Eqs. (3.5)–(3.9). The main in-
gredient used in [21] to derive Eqs. (3.5) and (3.9) was the following technical lemma.
For the reader’s convenience, we give an elementary proof in “Appendix A” using only
Schur–Weyl duality and the classical Pieri rule. In the statement below, Bc

i denotes the
quantum system consisting of all B-systems except the i th one.

Lemma 3.6 [21]. The eigenvalues of the operator

T (N )ABN = 1

N

(
φ+
AB1 ⊗ IBc

1
+ . . . + φ+

ABN
⊗ IBc

N

)

on (Cd)⊗(1+N ) are given by the numbers

1

dN
γμ(α) = 1

d

dαmd,μ

dμmd,α

,
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where α �d N − 1, the Young diagram μ �d N is obtained from α by adding a single
box, and γμ(α) is defined in Eq. (3.10).

Note that the formula in Lemma 3.6 above gives all eigenvalues of T (N )ABN , i.e.,
including multiplicities.

The connection to deterministic PBT is made via the equivalence with state discrim-
ination. In particular, when using a maximally entangled resource, T (N ) is a rescaled
version of the density operator corresponding to the ensemble of quantum states ηi from
Eq. (3.1),

T (N ) = dN−1

N

∑

i

ηi .

Using the hook length formulas Eqs. (2.1) and (2.2), we readily obtain the following
simple expression for the ratio γμ(α) defined in Eq. (3.10):

Lemma 3.7. [52] Let μ = α + ei . Then,

γμ(α) = μi − i + d = αi − i + d + 1,

i.e.,

dαmd,μ

dμmd,α

= αi − i + d + 1

N
.

Proof. Using Eqs. (2.1) and (2.2), we find

γμ(α) = N
md,μdα

md,αdμ

= N
∏

(i, j)∈μ

d + c(i, j)

hμ(i, j)

∏
(i, j)∈μ hμ(i, j)

N !
(N − 1)!

∏
(i, j)∈α hα(i, j)

×
∏

(i, j)∈α

hα(i, j)

d + c(i, j)

=
∏

(i, j)∈μ

d + c(i, j)

1

∏

(i, j)∈α

1

d + c(i, j)
= d + c(i, μi ) = d + μi − i,

which concludes the proof. ��
Remark 3.8. It is clear that γμ(α) is maximized for α = (N − 1, 0, . . . , 0) and i = 1.
Therefore,

‖T (N )‖∞ = N + d − 1

dN
.

This result can be readily used to characterize the extendibility of isotropic states, pro-
viding an alternative proof of the result by Johnson and Viola [53].
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4. The Schur–Weyl Distribution

Our results rely on the asymptotics of the Schur–Weyl distribution, a probability dis-
tribution defined below in (4.1) in terms of the representation-theoretic quantities that
appear in the Schur–Weyl duality (2.4). These asymptotics can be related to the ran-
dom matrix ensemble GUE0

d . In this section we explain this connection and provide a
refinement of a convergence result (stated in (4.4)) by Johansson [36] that is tailored to
our applications. While representation-theoretic techniques have been extensively used
in previous analyses, the connection between the Schur–Weyl distribution and random
matrix theory has, to the best of our knowledge, not been previously recognized in the
context of PBT (see however [31] for applications in the the context of quantum state
tomography).

Recalling the Schur–Weyl duality
(
C
d
)⊗n ∼=⊕

α�dn[α] ⊗ V d
α , we denote by Pα the

orthogonal projector onto the summand labeled by the Young diagram α �d n. The
collection of these projectors defines a projective measurement, and hence

pd,n(α) := tr
(
Pατ⊗n

d

) = dαmd,α

dn
(4.1)

with τd = 1
d 1Cd defines a probability distribution on Young diagrams α �d n, known

as the Schur–Weyl distribution. Now suppose that α(n) ∼ pd,n for n ∈ N. By spectrum
estimation [25–27,54,55], it is known that

α(n)

n
P−→ ( 1d , . . . , 1

d ) as n →∞. (4.2)

This can be understood as a law of large numbers. Johansson [36] proved a corresponding
central limit theorem: LetA(n) be the centered and renormalized randomvariable defined
by

A(n) := α(n) − ( nd , . . . , n
d )√

n/d
. (4.3)

Then Johansson [36] proved that

A(n) D−→ spec(G) (4.4)

for n →∞, whereG ∼ GUE0
d . The result for the first row is by Tracy and Widom [56]

(cf. [36,57]; see [31] for further discussion).
In the following sections, we would like to use this convergence of random variables

stated in Eqs. (4.2) and (4.4) to determine the asymptotics of Eqs. (3.9) and (3.5). To this
end, we rewrite the latter as expectation values of some functions of Young diagrams
drawn according to the Schur–Weyl distribution. However, in order to conclude that
these expectation values converge to the corresponding expectation values of functions
on the spectrum of GUE0

d -matrices, we need a stronger sense of convergence than what
is provided by the former results. Indeed, we need to establish convergence for functions
that diverge polynomially as n →∞ when A j = ω(1) or when A j = O(n−1/2).4 The
former are easily handled using the bounds from spectrum estimation [27], but for the
latter a refined bound on pd,n corresponding to small A is needed. To this end, we prove

4 Here, f (n) = ω(g(n)) means that | f (n)/g(n)| diverges as n →∞.
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the following result, which shows convergence of expectation values of a large class of
functions that includes all polynomials in the variables Ai .

In the following, we will need the cone of sum-free non-increasing vectors in Rd ,

Cd =
{
x ∈ R

d :
∑

i
xi = 0, xi ≥ xi+1

}
,

and its interior int(Cd) = {x ∈ Cd : xi �= 0 for i = 1, . . . , d}.
Theorem 4.1. Let g : int(Cd) → R be a continuous function satisfying the following:
There exist constants ηi j satisfying ηi j > −2− 1

d−1 such that for

ϕη(x) :=
∏

i< j

(
xi − x j

)ηi j

there exists a polynomial q with

g(x)

ϕη(x)
≤ q(‖x‖1).

For every n, let α(n) ∼ pd,n be drawn from the Schur–Weyl distribution,
A(n) :=√d/n(α(n) − n/d) the corresponding centered and renormalized random vari-

able, and Ã(n) = A(n) + d−i√
n
d

. Then the family of random variables
{
g
(
Ã(n)

)}

n∈N is

uniformly integrable and

lim
n→∞E

[
g
(
Ã(n)

)]
= E [g(A)] ,

where A = spec(G) and G ∼ GUE0
d .

As a special case we recover the uniform integrability of the moments of A (Corol-
lary 4.5), which implies convergence in distribution in the case of an absolutely contin-
uous limiting distribution. Therefore, Theorem 4.1 is a refinement of the result (4.4) by
Johansson. The remainder of this section is dedicated to proving Theorem 4.1.

The starting point for what follows is Stirling’s approximation, which states that

√
2π
√
n
(n
e

)n ≤ n! ≤ e
√
n
(n
e

)n
for all n ∈ N.

It will be convenient to instead use the following variant,
√
2π

e

√
n + 1

(n
e

)n ≤ n! ≤ e
√
n
(n
e

)n
, (4.5)

where the upper bound is unchanged and the lower bound follows using n! = (n+1)!
n+1 .

The dimension dα is equal to the multinomial coefficient up to inverse polynomial
factors [27]. Defining the normalized Young diagram ᾱ = α

n for α � n, the multinomial
coefficient

(n
α

)
can be bounded from above using Eq. (4.5) as

(
n

α

)
= n!

α1! . . . αd ! ≤ Cd

√
n

∏d
i=1(αi + 1)

nn

α
α1
1 . . . α

αd
d

,
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where Cd := ed+1

(2π)d/2 . Hence,

d−n
(
n

α

)
≤ Cd

√
n

∏d
i=1(αi + 1)

exp (−nD(ᾱ‖τ))

≤ Cd

√
n

∏d
i=1(αi + 1)

exp
(
−n

2
‖ᾱ − τ‖21

)

= Cdn
− d−1

2

[
d∏

i=1

(
ᾱi +

1

n

)− 1
2
]

exp
(
−n

2
‖ᾱ − τ‖21

)
. (4.6)

Here, D(p‖q) := ∑
i pi log pi/qi is the Kullback-Leibler divergence defined in terms

of the natural logarithm, τ = (1/d, . . . , 1/d) is the uniform distribution, and we used
Pinsker’s inequality [58] in the second step.

We go on to derive an upper bound on the probability of Young diagrams that are
close to the boundary of the set of Young diagrams under the Schur–Weyl distribution.
More precisely, the following lemma can be used to bound the probability of Young
diagrams that have two rows that differ by less than the generic O(

√
n) in length.

Lemma 4.2. Let d ∈ N and c1, . . . , cd−1 ≥ 0, γ1, . . . , γd−1 ≥ 0. Let α �d n be a
Young diagram with (a) αi − αi+1 ≤ ci nγi for all i . Finally, set A :=√d/n(α − n/d).
Then,

pd,n(α) ≤ Cn−
d2−1
2 +2

∑
i< j γi j

⎡

⎣
d∏

i=1

(

1 +

√
d

n
Ai +

d

n

)i−d− 1
2
⎤

⎦ exp

(
− 1

2d
‖A‖21

)
,

where γi j := max{γi , γi+1, . . . , γ j−1} and C = C(c1, . . . , cd−1, d) is a suitable con-
stant.

Proof. We need to bound pd,n(α) = md,αdα/dn and begin with md,α . By assumption
(a), there exist constants Ci j > 0 (depending on ci , . . . , c j−1 as well as on d) such that
the inequality αi − α j + j − i ≤ Ci j nγi j holds for all i < j . Using the Weyl dimension
formula (2.3) and assumption (a), it follows that

md,α =
∏

i< j

αi − α j + j − i

j − i
≤ C1 n

∑
i< j γi j (4.7)

for a suitable constantC1 = C1(c1, . . . , cd−1, d) > 0. Next, consider dα . By comparing
the hook-length formulas (2.1) and (2.2), we have

dα = n!md,α

⎡

⎣
∏

(i, j)∈α

(d + j − i)

⎤

⎦

−1

= n!md,α

[
d∏

i=1

(αi + d − i)!
(d − i)!

]−1

≤ n!md,α

[
d∏

i=1

(αi + 1)d−iαi !
(d − i)!

]−1
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= md,α

[
d∏

i=1

(d − i)!
(αi + 1)d−i

](
n

α

)

= C2 md,αn
− d(d−1)

2

[
d∏

i=1

(
ᾱi +

1

n

)i−d](n
α

)
, (4.8)

whereC2 = C2(d) > 0, and ᾱi = αi/n. In the inequality, we used that αi +d−i ≥ αi +1
for 1 ≤ i ≤ d − 1, and for i = d, the exponent of αi + 1 on the right hand side is zero.

Combining Eqs. (4.7)–(4.6) and setting C3 = C2
1C2Cd , we obtain

pd,n(α) = md,αdα

dn
≤ C2m

2
d,αn

− d(d−1)
2

[
d∏

i=1

(
ᾱi +

1

n

)i−d]
d−n

(
n

α

)

≤ C3 n
− d2−1

2 +2
∑

i< j γi j

[
d∏

i=1

(
ᾱi +

1

n

)i−d− 1
2
]

exp
(
−n

2
‖ᾱ − τ‖21

)
.

Substituting ᾱi = 1
d + Ai√

nd
we obtain the desired bound. ��

In order to derive the asymptotics of entanglement fidelities for port-based teleporta-
tion, we need to compute limits of certain expectation values. As a first step, the follow-
ing lemma ensures that the corresponding sequences of random variables are uniformly
integrable.We recall that a family of randomvariables {X(n)}n∈N is called uniformly inte-
grable if, for every ε > 0, there exists K < ∞ such that supn E

[|X(n)| · 1|X(n)|≥K

] ≤ ε.

Lemma 4.3. Under the same conditions as for Theorem 4.1, the family of random vari-

ables
{
g
(
Ã(n)

)}

n∈N is uniformly integrable.

Proof. Let X(n) := g
(
Ã(n)

)
. The claimed uniform integrability follows if we can show

that

sup
n

E

[
|X(n)|

]
< ∞ (4.9)

for every choice of the ηi j . Indeed, to show that {X(n)} is uniformly integrable it suffices
to show that supn E

[|X(n)|1+δ
]

< ∞ for some δ > 0 [59, Ex. 5.5.1]. If we choose δ > 0
such that η′i j := (1 + δ)ηi j > −2 − 1

d−1 for all 1 ≤ i < j ≤ d, then it is clear that Eq.
(4.9) for η′i j implies uniform integrability of the original family.

Moreover, we may also assume that hη ≡ g/ϕη = 1, since the general case then
follows from the fact that pd,n(α) decays exponentially in ‖A‖1 (see Lemma 4.2). More
precisely, for any polynomial r and any constant θ1 > 0 there exist constants θ2, θ3 > 0
such that

r(‖x‖1) exp (−θ1‖x‖1) ≤ θ2 exp (−θ3‖x‖1) .

In particular, this holds for the polynomial q bounding h from above by assumption.
When proving the statement supn E

[|X(n)|] < ∞, the argument above allows us to
reduce the general case hη = g/ϕη �= 1 to the case hη = 1, or equivalently, to

g(x) = ϕη(x) =
∏

i< j

(
xi − x j

)ηi j .
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Thus, it remains to be shown that

sup
n

E

[
f (n)(A(n))

]
< ∞, (4.10)

where

f (n)(A) :=ϕη( Ã) =
∏

i< j

(
Ai − A j +

j − i√
n/d

)ηi j

for some constants ηi j satisfying the assumption of Theorem 4.1 that we fix for the rest
of this proof. Define �i j := Ai − A j +

j−i√
n/d

. Then we have f (n)(A) =∏
i< j �

ηi j
i j , while

the Weyl dimension formula (2.3) becomes

md,α =
(n
d

) d(d−1)
4

∏

i< j

�i j

j − i
.

Hence, together with Eqs. (4.8) and (4.6) we can bound pd,n(α) = md,αdα/dn as

pd,n(α) ≤ Cn−
d−1
2

(∏

i< j

�2
i j

)[ d∏

i=1

(
ᾱi +

1

n

)i−d− 1
2
]

exp
(n
2
‖ᾱ − τ‖21

)

= Cn−
d−1
2

(∏

i< j

�2
i j

)⎡

⎣
d∏

i=1

(

1 +

√
d

n
Ai +

d

n

)i−d− 1
2
⎤

⎦ exp

(
− 1

2d
‖A‖21

)
,

(4.11)

where C = C(d) is some constant, and we used ᾱi + 1
n = 1

d

(√
d
n Ai + d

n + 1
)
and

τ = (1/d, . . . , 1/d) in the equality. Using f (n)(A) =∏
i< j �

ηi j
i j , this yields the bound

pd,n(α) f (n)(A) ≤ Cn−
d−1
2

⎛

⎝
∏

i< j

�
2+ηi j
i j

⎞

⎠

⎡

⎣
d∏

i=1

(

1 +

√
d

n
Ai +

d

n

)i−d− 1
2
⎤

⎦

exp

(
− 1

2d
‖A‖21

)
. (4.12)

We now want to bound the expectation value in Eq. (4.10) and begin by splitting the
sum over Young diagrams according to whether ∃i : |Ai | > nε for some ε ∈ (0, 1

2 ) to
be determined later, or |Ai | ≤ nε for all i . We denote the former event by E and obtain

E

[
f (n)(A(n))

]
= E

[
f (n)(A(n))1E

]
+ E

[
f (n)(A(n))1Ec

]
. (4.13)

We treat the two expectation values in (4.13) separately and begin with the first one. If
|Ai | > nε for some i , then ‖A‖21 ≥ n2ε, so it follows by Eq. (4.12) that
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E

[
f (n)(A(n))1E

]

=
∑

α�dn s.t.
∃i :|Ai |>nε

pd,n(α) f (n)(A)

≤ C
∑

α�dn s.t.
∃i :|Ai |>nε

n−
d−1
2

⎛

⎝
∏

i< j

�
2+ηi j
i j

⎞

⎠

⎡

⎣
d∏

i=1

(

1 +

√
d

n
Ai +

d

n

)i−d− 1
2
⎤

⎦

exp

(
− 1

2d
‖A‖21

)

≤ poly(n) exp

(
− 1

2d
n2ε

)
.

Here, poly(n) denotes some polynomial in n and we also used that, for fixed d, the
number of Young diagrams is polynomial in n. This shows that the first expectation
value in (4.13) vanishes for n →∞.

For the second expectation value, note that |Ai | ≤ nε = o(
√
n) for all i , and hence

there exists a constant K > 0 such that we have

d∏

i=1

(

1 +

√
d

n
Ai +

d

n

)i−d− 1
2

≤ K . (4.14)

Using Eqs. (4.12) and (4.14), we can therefore bound

E

[
f (n)(A(n))1Ec

]
=

∑

α�dn s.t.
∀i :|Ai |≤nε

pd,n(α) f (n)(A)

≤ CK
∑

A∈Dn

n−
d−1
2

⎛

⎝
∏

i< j

�
2+ηi j
i j

⎞

⎠ exp

(
− 1

2d
‖A‖21

)
,

where we have introduced Dn := {A : α �d n}. The summands are nonnegative, even

when evaluated on any point in the larger set D̂n :=
{
A ∈

√
d
n

(
Z− n

d

)d :
∑

i Ai = 0, Ai ≥ Ai+1∀i
} ⊃ Dn , so that we have the upper bound

E

[
f (n)(A(n))1Ec

]
≤ CK

∑

A∈Dn

n−
d−1
2

⎛

⎝
∏

i< j

�
2+ηi j
i j

⎞

⎠ exp

(
− 1

2d
‖A‖21

)

≤ CK
∑

A∈D̂n

n−
d−1
2

⎛

⎝
∏

i< j

�
2+ηi j
i j

⎞

⎠ exp

(
− 1

2d
‖A‖21

)
. (4.15)

Let xi = Ai − Ai+1, i = 1, . . . , d−1. Next, we will upper bound the exponential in Eq.
(4.15). For this, define x̃i = max( 1

d−1 , xi ) and let S = {i ∈ {1, . . . , d − 1} | xi ≤ 1
d−1 }.
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Then, assuming Sc �= ∅,
d−1∑

i=1
x̃i ≤

(
d−1∑

i=1
x̃i

)2

=
(
∑

i∈S
x̃i +

∑

i∈Sc
x̃i

)2

=
(

|S|
d − 1

+
∑

i∈Sc
xi

)2

=
( |S|
d − 1

)2

+ 2
|S|

d − 1

(
∑

i∈Sc
xi

)

+

(
∑

i∈Sc
xi

)2

≤
( |S|
d − 1

)2

+ 2
|S|

d − 1

d − 1

|Sc|

(
∑

i∈Sc
xi

)2

+

(
∑

i∈Sc
xi

)2

=
( |S|
d − 1

)2

+

(
1 + 2

|S|
|Sc|

)(∑

i∈Sc
xi

)2

≤ 1 + (2d − 1)

(
d−1∑

i=1
xi

)2

since
∑

i∈Sc xi ≥ |Sc|
d−1 . This bounds also holds when Sc = ∅. Hence,

exp

(
− 1

2d
‖A‖21

)
≤ exp

⎛

⎜
⎝− 1

2d

⎛

⎝
d−1∑

i=1
xi

⎞

⎠

2
⎞

⎟
⎠ ≤ R exp

⎛

⎝−γ

d−1∑

i=1
x̃i

⎞

⎠ = R
d−1∏

i=1
exp (−γ x̃i ) ,

(4.16)

where γ := 1
2d(2d−1) and R := eγ . The first inequality follows from

∑d−1
i=1 xi = A1 −

Ad = |A1|+ |Ad | ≤ ‖A‖1. If we use Eq. (4.16) in Eq. (4.15) we obtain the upper bound

E

[
f (n)(A(n))1Ec

]
≤ C ′

∑

A∈D̂n

n−
d−1
2

⎛

⎝
∏

i< j

�
2+ηi j
i j

⎞

⎠
d−1∏

i=1
exp (−γ x̃i ) (4.17)

where C ′ :=CK R.
Let us first assume that all ηi j ≤ −2, so that 2 + ηi j ∈ (− 1

d−1 , 0]. Since

�i j =
⎛

⎝
j−1∑

l=i
xl

⎞

⎠ +
j − i
√

n
d

=
j−1∑

l=i

⎛

⎝xl +
1
√

n
d

⎞

⎠ ≥ xi +
1
√

n
d

and ηi j + 2 ≤ 0, we have that

�
2+ηi j
i j ≤

⎛

⎝xi +
1
√

n
d

⎞

⎠

2+ηi j

, (4.18)

as power functions with non-positive exponent are non-increasing. We can then upper-
bound Eq. (4.17) as follows,
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E

[
f (n)(A(n))1Ec

]
≤ C ′

∑

A∈D̂n

n−
d−1
2

⎛

⎝
∏

i< j

�
2+ηi j
i j

⎞

⎠
d−1∏

i=1
exp (−γ x̃i )

≤ C ′
∑

A∈D̂n

n−
d−1
2

⎛

⎜
⎝
∏

i< j

⎛

⎝xi +
1
√

n
d

⎞

⎠

2+ηi j
⎞

⎟
⎠

d−1∏

i=1
exp (−γ x̃i ) ,

= C ′
∑

A∈D̂n

n−
d−1
2

⎛

⎜
⎝

d−1∏

i=1

⎛

⎝xi +
1
√

n
d

⎞

⎠

∑d
j=i+1(2+ηi j )

⎞

⎟
⎠

d−1∏

i=1
exp (−γ x̃i ) ,

= C ′
d−1∏

i=1

⎛

⎜⎜
⎝n−

1
2

∑

xi∈
√

d
nN

⎛

⎝xi +
1
√

n
d

⎞

⎠

∑d
j=i+1(2+ηi j )

exp (−γ x̃i )

⎞

⎟⎟
⎠

where the first inequality is Eq. (4.17) and in the second inequality we used Eq. (4.18).
Since ηi j > −2− 1

d−1 by assumption, it follows that
∑d

j=i+1(2 + ηi j ) > − d−i
d−1 ≥ −1.

Thus, each term in the product is a Riemann sum for an improper Riemann integral, as
in Lemma D.4, which then shows that the expression converges for n →∞.

The case where some ηi j > −2 is treated by observing that

∏

i< j :
ηi j>−2

�
2+ηi j
i j exp

(
− 1

2d
‖A‖21

)
≤ c1 exp

(
− c2
2d

‖A‖21
)

for suitable constants c1, c2 > 0. We can use this bound in Eq. (4.17) to replace each
ηi j > −2 by ηi j = −2, at the expense of modifying the constants C ′ and γ , and then
proceed as we did before. This concludes the proof of Eq. (4.10). ��

The uniform integrability result of Lemma 4.3 implies that the corresponding ex-
pectation values converge. To determine their limit in terms of the expectation value of
a function of the spectrum of a GUE0

d -matrix, however, we need to show that we can
take the limit of the dependencies on n of the function and the random variable A(n)

separately. This is proved in the following lemma, where we denote the interior of a set
E by int(E).

Lemma 4.4. Let {A(n)}n∈N andA be random variables on a Borel measure space E such

that A(n) D→ A for n → ∞ and A is absolutely continuous. Let f : int(E) → R. Let
further fn : E → R, n ∈ N, be a sequence of continuous bounded functions such that
fn → f pointwise on int(E) and, for any compact S ⊂ int(E), { fn|S}n∈N is uniformly
equicontinuous and fn|S → f |S uniformly. Then for any such compact S ⊂ int(E), the
expectation value E [ f (A)1S(A)] exists and

lim
n→∞E

[
fn(A(n))1S(A(n))

]
= E [ f (A)1S(A)] .

Proof. For n,m ∈ N ∪ {∞}, define
bnm(S) = E

[
fn(A(m))1S(A(m))

]
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with f∞ := f , A(∞) :=A and S ⊂ int(E) compact. These expectation values readily
exist as fn is bounded for all n, and the uniform convergence of fn|S implies that f |S
is continuous and bounded as well. The uniform convergence fn|S → f |S implies
that fn|S is uniformly bounded, so by Lebesgue’s theorem of dominated convergence
b∞m(S) exists for all m ∈ N and

lim
n→∞ bnm(S) = b∞m(S) ∀m ∈ N ∪ {∞}. (4.19)

This convergence is even uniform inm which follows directly from the uniform conver-
gence of fn|S . The sequence {A(n)}n∈N of random variables converges in distribution
to the absolutely continuous A, so the expectation value of any continuous bounded
function converges. Therefore,

lim
m→∞ bnm(S) = bn∞(S) ∀n ∈ N ∪ {∞}. (4.20)

An inspection of the proof of Theorem 1, Chapter VIII in [60] reveals the following: The
fact that the uniform continuity and boundedness of fn|S hold uniformly in n implies
the uniformity of the above limit. Moreover, since both limits exist and are uniform, this
implies that they are equal to each other, and any limit of the form

lim
n→∞ bnm(n)

for m(n)
n→∞−−−→∞ exists and is equal to the limits in Eqs. (4.19) and (4.20). ��

Finally, we obtain the desired convergence theorem. For our applications, ηi j ≡ −2
suffices. The range of ηi j ’s for which the lemma is proven is naturally given by the proof
technique.

Proof of Theorem 4.1. The uniform integrability of X(n) := g
(
Ã(n)

)
is the content of

Lemma 4.3. Recall that uniform integrability means that

lim
K→∞ sup

n∈N
E

[∣
∣X(n)

∣
∣ · 1Ec

K

(
A(n)

)]
= 0,

where EK := {x ∈ R
d : ‖x‖∞ ≤ K }. Let now ε > 0 be arbitrary, and K < ∞ be such

that the following conditions are true:

sup
n∈N

E

[∣∣X(n)
∣∣ · 1Ec

K

(
A(n)

)]
≤ ε

3
E

[
g(A)1Ec

K
(A)

]
≤ ε

3
,

where A is distributed as the spectrum of a GUE0
d matrix. For the bound on the second

expectation value, recall that the density of the eigenvalues (μ, . . . , μd) of a GUE0
d ma-

trix is proportional to exp(−∑d
i=1 μ2

i )
∏

i< j (μi−μ j )
2, and hence decays exponentially

in ‖μ‖∞. By Lemma 4.4, limn→∞ E
[
X(n)1EK

(
A(n)

)] = E
[
g(A)1EK (A)

]
. Thus, we

can choose n0 ∈ N such that for all n ≥ n0,
∣∣∣E
[
X(n)1EK

(
A(n)

)]
− E

[
g(A)1EK (A)

]∣∣∣ ≤ ε

3
.
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Using the above choices, we then have
∣∣∣E
[
X(n)

]− E [g(A)]
∣∣∣ ≤ E

[∣∣X(n)
∣∣ · 1Ec

K

(
A(n)

)]
+ |E

[
g(A)1Ec

K
(A)

]
|

+
∣∣∣E
[
X(n)1EK

(
A(n)

)]
− E

[
g(A)1EK (A)

]∣∣∣ ≤ ε

for all n ≥ n0, proving the desired convergence of the expectation values. ��
From Theorem 4.1 we immediately obtain the following corollary about uniform

integrability of the moments of A.

Corollary 4.5. Let k ∈ N, let j ∈ {1, . . . , d}, and, for every n, let A(n) be the random
vector defined in (4.3). Then, the sequence of kth moments

{
(A(n)

j )k
}
n∈N is uniformly

integrable and limn→∞ E
[
(A(n)

j )k
] = E[Ak

j ], where A ∼ GUE0
d .

5. Probabilistic PBT

Our goal in this section is to determine the asymptotics of pEPRd using the formula (3.9)
and exploiting our convergence theorem, Theorem 4.1. The main result is the following
theorem stated in Sect. 1.2, which we restate here for convenience.

Theorem 1.3 (Restated). For probabilistic port-based teleportation in arbitrary but
fixed dimension d with EPR pairs as resource states,

pEPRd (N ) = 1−
√

d

N − 1
E[λmax(G)] + o

(
N−1/2) ,

where G ∼ GUE0
d .

Previously, such a result was only known for d = 2 following from an exact formula
for pEPR2 (N ) derived in [4]. We show in Lemma C.1 in “Appendix C” that, for d = 2,
E[λmax(G)] = 2√

π
, hence rederiving the asymptotics from [4].

WhileTheorem1.3 characterizes the limiting behavior of pEPR for large N , it contains
the constant E[λmax(G)], which depends on d. As E[M] = 0 forM ∼ GUEd , it suffices
to analyze the expected largest eigenvalue for GUEd . The famous Wigner semicircle
law [24] implies immediately that

lim
d→∞

E[λmax(G)]√
d

= 2,

but meanwhile the distribution of the maximal eigenvalue has been characterized in a
much more fine-grained manner. In particular, according to [61], there exist constants C
andC ′ such that the expectation value of themaximal eigenvalue satisfies the inequalities

1− 1

C ′d 2
3

≤ E[λmax(G)]
2
√
d

≤ 1− 1

Cd
2
3

.

This also manifestly reconciles Theorem 1.3 with the fact that teleportation needs at
least 2 log d bits of classical communication (see Sect. 7), since the amount of classical
communication in a port-based teleportation protocol consists of log N bits.
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Proof of Theorem 1.3. We start with Eq. (3.9), which was derived in [21], and which we
restate here for convenience:

pEPRd (N ) = 1

dN

∑

α�N−1
m2

d,α

dμ∗

md,μ∗
,

where μ∗ is the Young diagram obtained from α � N − 1 by adding one box such that
γμ(α) = N

md,μdα

md,α,dμ
is maximal. By Lemma 3.7, we have γμ(α) = αi − i + d + 1 for

μ = α + ei . This is maximal if we choose i = 1, resulting in γμ∗(α) = α1 + d. We
therefore obtain:

pEPRd (N ) = 1

dN

∑

α�N−1
md,αdα

md,αdμ∗

md,μ∗dα

= 1

dN

∑

α�N−1
md,αdα

N

γμ∗(α)

= 1

d
Eα

[
N

γμ∗(α)

]

= 1

d
Eα

[
N

α
(N−1)
1 + d

]

.

Recall that

α(N−1) =
(
α

(N−1)
1 , . . . ,α

(N−1)
d

)
∼ pd,N−1

is a random vector corresponding to Young diagrams with N − 1 boxes and at most
d rows, where pd,N−1 is the Schur–Weyl distribution defined in (4.1). We continue by
abbreviating n = N −1 and changing to the centered and renormalized random variable
A(n) from Eq. (4.3). Corollary 4.5 implies that

E

[
A(n)
1

]
N→∞−−−−→ E[λmax(G)] E

[(
A(n)
1

)2] N→∞−−−−→ E[λmax(G)2]. (5.1)

Using the A(n) variables from (4.3), linearity of the expectation value and suitable
rearranging, one finds that

√
N − 1

(
1− pEPRd (N )

)
= E

[√
N − 1−

√
N − 1N√

d(N − 1)A(n)
1 + N − 1 + d2

]

= E

[
fd,N

(
A(n)
1

)]
,

where we set

fd,N (x) :=
x
√
d + d2−1√

N−1
1 + d2

N−1 + x
√
d√

N−1
.
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Note that, for x ≥ 0,

∣∣∣ fd,N (x)− x
√
d
∣∣∣ =

∣
∣∣∣∣∣

d2−1√
N−1 + xd5/2

N−1 + x2d√
N−1

1 + d2
N−1 + x

√
d√

N−1

∣
∣∣∣∣∣

≤ d2 − 1√
N − 1

+
xd5/2

N − 1
+

x2d√
N − 1

≤ 1√
N − 1

(
K1 + K2x + K3x

2
)

for some constants Ki , where the first inequality follows from the fact that the denomi-
nator in the first line is greater than 1 for x ≥ 0. Since both A(n)

1 ≥ 0 and λmax(G) ≥ 0,
and using (5.1), it follows that

∣∣∣E
[
fd,N

(
A(n)
1

)]
−√

d E[λmax(G)]
∣∣∣

≤
∣
∣∣E
[
fd,N

(
A(n)
1

)]
−√

d E
[
A(n)
1

]∣∣∣ +
√
d
∣
∣∣E
[
A(n)
1

]
− E[λmax(G)]

∣
∣∣

≤
K1 + K2E

[
A(n)
1

]
+ K3E

[(
A(n)
1

)2]

√
N − 1

+
√
d
∣∣
∣E
[
A(n)
1

]
− E[λmax(G)]

∣∣
∣

N→∞−−−−→ 0.

Thus we have shown that, for fixed d and large N ,

pEPRd (N ) = 1−
√

d

N − 1
E[λmax(G)] + o

(
N−1/2) ,

which is what we set out to prove. ��
Remark 5.1. For the probabilistic protocol with optimized resource state, recall from Eq.
(3.8) that

p∗d(N ) = 1− d2 − 1

d2 − 1 + N
= 1− d2 − 1

N
+ o(1/N ).

For fixed d, this converges to unity as O(1/N ), i.e., much faster than the O(1/
√
N )

convergence in the EPR case proved in Theorem 1.3 above.

6. Deterministic PBT

The following section is divided into two parts. First, in Sect. 6.1 we derive the leading
order of the standard protocol for deterministic port-based teleportation (see Sect. 3,
where this terminology is explained). Second, in Sect. 6.2 we derive a lower bound on
the leading order of the optimal deterministic protocol. As in the case of probabilistic
PBT, the optimal deterministic protocol converges quadratically faster than the standard
deterministic protocol, this time displaying an N−2 versus N−1 behavior (as opposed
to N−1 versus N−1/2 in the probabilistic case).
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6.1. Asymptotics of the standard protocol. Our goal in this section is to determine the
leading order in the asymptotics of F std

d . We do so by deriving an expression for the
quantity limN→∞ N (1− F std

d (N )), that is, we determine the coefficient c1 = c1(d) in
the expansion

F std
d (N ) = 1− c1

N
+ o(N−1) .

We need the following lemma that states that we can restrict a sequence of expec-
tation values in the Schur–Weyl distribution to a suitably chosen neighborhood of the
expectation value and remove degenerate Young diagrams without changing the limit.
Let

H(x) =
{
0 x < 0
1 x ≥ 0

be the Heaviside step function. Recall the definition of the centered and normalized
variables

Ai := αi − n/d√
n/d

,

such that αi =
√

n
d Ai + n

d . In the following it will be advantageous to use both variables,

so we use the notation A(α) and α(A) to move back and forth between them.

Lemma 6.1. Let C > 0 be a constant and 0 < ε < 1
2 (d − 2)−1 (for d = 2, ε > 0 can

be chosen arbitrary). Let fN be a function on the set of centered and rescaled Young
diagrams (see Eq. (4.3)) that that grows at most polynomially in N, and for N large
enough and all arguments A such that ‖A‖1 ≤ nε fulfills the bound

fN (A) ≤ CN .

Then the limit of its expectation values does not change when removing degenerate and
large deviation diagrams,

lim
N→∞Eα[ fN (A)] = lim

N→∞Eα[ fN (A)H(nε − ‖A‖1)1ND(A)],

where 1ND is the indicator function that is 0 if two or more entries of its argument are
equal, and 1 else. Moreover we have the stronger statement

∣∣Eα[ fN (A)] − Eα[ fN (A)H(nε − ‖A‖1)1ND(A)]∣∣ = O(N−1/2+(d−2)ε).

Proof. The number of all Young diagrams is bounded from above by a polynomial in N .
But pd,n(α(A)) = O(exp(−γ ‖A‖21)) for some γ > 0 according to Lemma 4.2, which
implies that

lim
N→∞Eα[ fN (A)] = lim

N→∞Eα[ fN (A)H(nε − ‖A‖1)].

Let us now look at the case of degenerate diagrams.Define the set of degenerate diagrams
that are also in the support of the above expectation value,
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� =
{
α �d n : ∃ 1 ≤ i ≤ d − 1 s.t. αi = αi+1 ∧

(n
d

)−1/2 ∥∥∥α − n

d
1
∥∥∥
1
≤ nε

}

= ND(d, n)c ∩ supp(H(nε − ‖A‖1)).
Here, 1 = (1, . . . , 1)T ∈ R

d is the all-one vector. We write

� =
d−1⋃

k=1
�k (6.1)

with

�k =
{
α �d n : αk = αk+1 ∧

(n
d

)−1/2 ∥∥∥α − n

d
1
∥∥∥
1
≤ nε

}
.

It suffices to show that

lim
N→∞Eα[ f (A(α))H(nε − ‖A(α)‖1)1�k (α)] = 0

for all k = 1, . . . , d − 1. We can now apply Lemma 4.2 to �k and choose the constants
γk = 0 and γi = 1

2 + ε for i �= k. Using (4.11), the 1-norm condition on A and bounding
the exponential function by a constant we therefore get the bound

pd,n(α(A)) ≤ C1n
− d+1

2

for some constantC1 > 0. The cardinality of�k is not greater than the number of integer
vectors whose entries are between n/d − n1/2+ε and n/d + n1/2+ε and sum to n, and for
which the kth and (k + 1)st entries are equal. It therefore holds that

|�k | ≤ C2n
(d−2)

(
1
2 +ε

)

.

By assumption,

f (A) ≤ Cn for all A such that α(A) ∈ �k .

Finally, we conclude that

Eα[ f (A(α))H(nε − ‖A(α)‖1)1�k (α)] ≤ CC1C2n · n− d+1
2 n

(d−2)
(
1
2 +ε

)

≤ C̃n(d−2)ε− 1
2 .

This implies that we have indeed that

lim
N→∞Eα[ f (A(α))H(nε − ‖A(α)‖1)1�k (α)] = 0.

In fact, we obtain the stronger statement
∣
∣Eα[ f (A(α))H(nε − ‖A(α)‖1)1�k (α)]∣∣ = O(N−1/2+(d−2)ε).

The statement follows now using Eq. (6.1). ��
With Lemma 6.1 in hand, we can now prove the main result of this section, which

we stated in Sect. 1.2 and restate here for convenience.
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Theorem 1.2 (Restated). For arbitrary but fixed d and any δ > 0, the entanglement
fidelity of the standard protocol of PBT is given by

F std
d (N ) = 1− d2 − 1

4N
+ O(N− 3

2 +δ).

Proof. We first define n = N − 1 and recall (3.5), which we can rewrite as follows:

F std
d (N ) = d−N−2 ∑

α�dn

⎛

⎝
∑

μ=α+�

√
dμmd,μ

⎞

⎠

2

= d−N−2 ∑

α�dn

dαmd,α

⎛

⎝
∑

μ=α+�

md,μ

md,α

√
dμmd,α

md,μdα

⎞

⎠

2

= d−N−2 ∑

α�dn

dαmd,α

⎛

⎝
∑

μ=α+ei YD

⎡

⎣
∏

j : j �=i

αi − α j + j − i + 1

αi − α j + j − i

⎤

⎦

√
N

μi − i + d

⎞

⎠

2

= 1

d3
Eα

⎡

⎢
⎣

⎛

⎝
∑

μ=α+ei YD

⎡

⎣
∏

j : j �=i

α
(n)
i − α

(n)
j + j − i + 1

α
(n)
i − α

(n)
j + j − i

⎤

⎦
√

N

μ
(N )
i − i + d

⎞

⎠

2
⎤

⎥
⎦

= 1

d3
Eα

⎡

⎢
⎣

⎛

⎝
∑

μ=α+ei YD

⎡

⎣
∏

j : j �=i

⎛

⎝1 +
1

α
(n)
i − α

(n)
j + j − i

⎞

⎠

⎤

⎦
√

N

μ
(N )
i − i + d

⎞

⎠

2
⎤

⎥
⎦ .

In the third step, we used Lemma 3.7 for the term dμmd,α

md,μdα
and the Weyl dimension

formula (2.3) for the term md,μ

md,α
. The expectation value refers to a random choice of

α �d n according to the Schur–Weyl distribution pd,n . The sum over μ = α + ei is
restricted to only those μ that are valid Young diagrams, i.e., where αi−1 > αi , which
we indicate by writing ‘YD’. Hence, we have

N (1− F std
d (N ))

= N

d2
Eα

⎡

⎢
⎣d2 −

⎛

⎝
∑

μ=α+ei YD

⎡

⎣
∏

j �=i

⎛

⎝1 +
1

α
(n)
i − α

(n)
j + j − i

⎞

⎠

⎤

⎦
√

N/d

μ
(N )
i − i + d

⎞

⎠

2
⎤

⎥
⎦ .

(6.2)

In the following, we suppress the superscript indicating n = N − 1 for the sake of
readability. The random variables α, A, and �i j , as well as their particular values α, A,
and �i j , are all understood to be functions of n = N − 1.

The function

fN (A) := N

d2

⎛

⎜
⎝d2 −

⎛

⎝
∑

μ=α(A)+ei YD

⎡

⎣
∏

j : j �=i

(
1 +

1

αi (A)− α j (A) + j − i

)
⎤

⎦

√
N/d

μi − i + d

⎞

⎠

2
⎞

⎟
⎠

satisfies the requirements of Lemma 6.1. Indeed we have that

1

αi (A)− α j (A) + j − i
≤ 1



412 M. Christandl, F. Leditzky, C. Majenz, G. Smith, F. Speelman, M. Walter

for all i �= j , and clearly
√

N/d

μi − i + d
≤ √

N .

Therefore we get

fN (A) ≤ CN 2

for some constant C . If ‖A‖1 ≤ nε, we have that
√

N/d

μi − i + d
≤
√

N/d

n/d − nε
≤ √

N/n + O
(
n−(1−ε)

)

and hence

fN (A) ≤ CN

for N large enough. We therefore define, using an ε in the range given by Lemma 6.1,
the modified expectation value

Ẽα[ f (α)] :=Eα[ f (α)1ND(n,d)(α)H(nε − ‖A(α)‖1)], (6.3)

and note that an application of Lemma 6.1 shows that the limit that we are striving to
calculate does not change when replacing the expectation value with the above modified
expectation value, and the difference between the members of the two sequences is

O(n− 1
2 +ε(d−2)).

For a non-degenerate α, adding a box to any row yields a valid Young diagram μ.
Hence, the sum

∑
μ=α+ei YD in (6.2) can be replaced by

∑d
i=1, at the same time replacing

μi with αi + 1. The expression in (6.2) therefore simplifies to

RN := N

d2
Ẽα

⎡

⎢
⎣d2 −

⎛

⎝
d∑

i=1

⎡

⎣
∏

k:k �=i

(
1 +

1

αi − αk + k − i

)⎤

⎦

√
N/d

αi + 1− i + d

⎞

⎠

2
⎤

⎥
⎦ .

Let us look at the square root term, using the variables Ai . For sufficiently large n,
we write

√
N/d

αi + 1− i + d
= √

N/n

(

1 +
(1− i + d)d

n
+

√
d

n
Ai

)−1/2

=
√

Nγi,d,n

n

(

1 + γi,d,n

√
d

n
Ai

)−1/2

=
√

Nγi,d,n

n

∞∑

r=0
ar

(

γi,d,n

√
d

n
Ai

)r

.

In the second line we have defined

γi,d,n =
(
1 +

(1− i + d)d

n

)−1
,
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and in the third line we have written the inverse square root in terms of its power series

around 1. This is possible as we have ‖A‖1 ≤ nε on the domain of Ẽ, so γi,d,n

√
d
nAi =

O(n−1/2+ε), i.e., it is in particular in the convergence radius of the power series, which is
equal to 1. This implies also that the series converges absolutely in that range. Defining

�ik = −�ki = Ai − Ak +
k − i
√

n
d

as in Sect. 4, we can write

RN = N

d2
Ẽα

[
d2 − N

n

d∑

i, j=1

√
γi,d,nγ j,d,n

[
∏

k:k<i

(

1−
√
d

n
�−1ki

)]

[
∏

k:k>i

(

1 +

√
d

n
�−1ik

)]

⎡

⎣
∏

l:l< j

(

1−
√
d

n
�−1l j

)⎤

⎦

⎡

⎣
∏

l:l> j

(

1 +

√
d

n
�−1jl

)⎤

⎦

( ∞∑

r=0
ar

(

γi,d,n

√
d

n
Ai

)r)( ∞∑

r=0
ar

(

γ j,d,n

√
d

n
A j

)r)]

=: N
d2

Ẽα

⎡

⎣d2 − N

n

d∑

i, j=1

√
γi,d,nγ j,d,n

⎛

⎝
2(d−1)∑

s=0

(
d

n

) s
2

P(1,s)
i, j

(
�−1

)
⎞

⎠

( ∞∑

r=0

(
d

n

) r
2

P(2,r)
i, j (Ã)

)]

.

Here we have defined Ã by Ãi = γi,d,nAi and the polynomials P(1,s)
i, j , P(2,r)

i, j , for
s = 0, . . . , 2(d − 1), r ∈ N, i, j = 1, . . . , d, which are homogeneous of degree r , and
s, respectively. In the last equality we have used the absolute convergence of the power
series. We have also abbreviated � := (�i j )i< j , �−1 is to be understood elementwise,

and P(1,s)
i, j has the additional property that for all k, l ∈ {1, . . . , d} it has degree at most

2 in each variable �k,l .
By the Fubini-Tonelli Theorem, we can now exchange the infinite sum and the ex-

pectation value if the expectation value

Ẽα

⎡

⎣

⎛

⎝
2(d−1)∑

s=0

(
d

n

) s
2

P̃(1,s)
i, j

(
|�−1|

)
⎞

⎠
( ∞∑

r=0

(
d

n

) r
2

P̃(2,r)
i, j (|Ã|)

)⎤

⎦

exists, where the polynomials P̃(1,s)
i, j and P̃(2,r)

i, j are obtained from P(1,s)
i, j and P(2,r)

i, j ,
respectively, by replacing the coefficients with their absolute value, and the absolute
values |�−1| and |Ã| are to be understood element-wise. But the power series of the
square root we have used converges absolutely on the range of A restricted by Ẽ (see
Eq. (6.3)), yielding a continuous function on an appropriately chosen compact interval.
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Moreover, if A is in the range ofA restricted by Ẽ, then so is |A|. The function is therefore
bounded, as is Ã for fixed N , and the expectation value above exists. We therefore get

RN = N

d2

⎡

⎣d2 − N

n

d∑

i, j=1

√
γi,d,nγ j,d,n

2(d−1)∑

s=0

∞∑

r=0

(
d

n

) s+r
2

Ẽα

[
P(1,s)
i, j

(
�−1

)
P(2,r)
i, j (Ã)

]
⎤

⎦ .

Now note that the expectation values above have the right form to apply Theorem 4.1,
so we can start calculating expectation values provided that we can exchange the limit
N →∞with the infinite sum.We can then split up the quantity limN→∞ RN as follows,

lim
N→∞ RN = lim

N→∞
N

d2

⎡

⎣d2 − N

n

d∑

i, j=1

√
γi,d,nγ j,d,n

2(d−1)∑

s=0

∞∑

r=0

(
d

n

) s+r
2

Ẽα

[
P(1,s)
i, j

(
�−1

)
P(2,r)
i, j (Ã)

]]

= lim
N→∞

N 2

nd2
Ẽα

⎡

⎣d2n

N
−

d∑

i, j=1

√
γi,d,nγ j,d,n P

(1,0)
i, j

(
�−1

)
P(2,0)
i, j (Ã)

⎤

⎦

(6.4)

−
∑

r,s∈N:1≤r+s≤2
lim

N→∞
N 2

nd2

(
d

n

) r+s
2

Ẽα

⎡

⎣
d∑

i, j=1

√
γi,d,nγ j,d,n P

(1,s)
i, j

(
�−1

)
P(2,r)
i, j (Ã)

⎤

⎦ (6.5)

− lim
N→∞

∑

r,s∈N
r+s≥3

s≤2(d−1)

N 2

nd2

(
d

n

) r+s
2

Ẽα

⎡

⎣
d∑

i, j=1

√
γi,d,nγ j,d,n P

(1,s)
i, j

(
�−1

)
P(2,r)
i, j (Ã)

⎤

⎦ , (6.6)

provided that all the limits on the right hand side exist.We continue by determining these
limits and begin with Eq. (6.6). First observe that, for fixed r and s such that r + s ≥ 3,

lim
N→∞

N 2

nd2

(
d

n

) r+s
2

Ẽα

⎡

⎣
d∑

i, j=1

√
γi,d,nγ j,d,n P

(1,s)
i, j

(
�−1

)
P(2,r)
i, j (Ã)

⎤

⎦ = 0. (6.7)

This is because the expectation value inEq. (6.7) converges according toTheorem4.1 and
Lemma 6.1, which in turn implies that the whole expression is O(N−1/2). In particular,
there exists a constant K > 0 such that, for the finitely many values of r and s such that
r ≤ r0 := $( 12 − ε)−1%,

N 2

nd2

(
d

n

) r+s
2

Ẽα

⎡

⎣
d∑

i, j=1

√
γi,d,nγ j,d,n P

(1,s)
i, j

(
�−1

)
P(2,r)
i, j (Ã)

⎤

⎦ ≤ K (∀N ).



Asymptotic Performance of Port-Based Teleportation 415

Now suppose that r > r0. On the domain of Ẽ, we have ‖A‖1 ≤ nε. Therefore, we can
bound

N 2

nd

(
d

n

) s+r
2

P(1,s)
i, j

(
�−1

)
P(2,r)
i, j (Ã) ≤ CN 1+r(ε−1/2) ≤ C 21+r(ε−1/2) (∀N ) (6.8)

Thefirst stepholds because
( d
n

) s
2 P(1,s)

i, j

(
�−1

)
is a polynomial in thevariables

( d
n

) 1
2 �−1i j ≤

1 with coefficients independent of n, and in the second step we used that 1+r(ε−1/2) <

0. We can therefore apply the dominated convergence theorem using the dominating
function

g(r, s) =
{
K r ≤ r0 = $( 12 − ε)−1%
C · 21+r(ε−1/2) else

to exchange the limit and the sum in Eq. (6.6). Thus, Eq. (6.7) implies that Eq. (6.6) is
zero.

It remains to compute the limits Eqs. (6.4) and (6.5), i.e., the terms

Ts,r := lim
N→∞

N2

nd2

(
d

n

) s+r
2

Ẽα

⎡

⎣δs0δr0
d2n

N
−

d∑

i, j=1

√
γi,d,nγ j,d,n P

(1,s)
i, j

(
�−1

)
P(2,r)
i, j (Ã)

⎤

⎦ .

for r + s = 0, 1, 2. The first few terms of the power series for the inverse square root are
given by

(1 + x)−1/2 = 1− x

2
+
3x2

8
+ O(x3).

The relevant polynomials to calculate the remaining limits are, using the above and
−�ik = �ki ,

P(1,0)
i, j = P(1,0)

i, j ≡ 1

P(1,1)
i, j (�−1) = −

∑

k:k<i

�−1k:ki +
∑

k>i

�−1ik −
∑

l:l< j

�−1l j +
∑

l:l> j

�−1jl

=
∑

k:k �=i
�−1ik +

∑

l:l �= j

�−1jl

P(2,1)
i, j (Ã) = a1a0(Ãi + Ã j ) = −1

2
(Ãi + Ã j )

P(1,2)
i, j (�−1) =

∑

k,l:i �=k �=l �=i
�−1ik �−1il +

∑

k,l: j �=k �=l �= j

�−1ik �−1il +
∑

k,l:i �=k,l �= j

�−1ik �−1il

P(2,2)
i, j (Ã) = a2a0(Ã2

i + Ã2
j ) + a21Ãi Ã j = 3

8
(Ã2

i + Ã2
j ) +

1

4
Ãi Ã j .

We now analyze the remaining expectation values using these explicit expressions for
the corresponding polynomials.
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Evaluating T0,0. Using the power series expansions

√
γi,d,n = 1− d(d + 1− i)

2n
+ O(n−2) = 1− O(n−1),

we simplify

T0,0 = lim
N→∞

N 2

nd2
Ẽα

⎡

⎣d2n

N
−

d∑

i, j=1

√
γi,d,nγ j,d,n P

(1,0)
i, j

(
�−1

)
P(2,0)
i, j (Ã)

⎤

⎦

= lim
N→∞

N 2

nd2

⎛

⎝d2n

N
−

d∑

i, j=1

(
1− d(d + 1− i)

2n
− d(d + 1− j)

2n
+ O(n−2)

)⎞

⎠

= lim
N→∞

⎛

⎝N − N 2

n
+

N 2

nd2

d∑

i, j=1

(
d(2d + 2− i − j)

2n
+ O(n−2)

)⎞

⎠

= lim
N→∞

(
−n + 1

n
+

N 2

2n2

(
2d2 + 2d − d(d + 1)

)
+ O(n−1)

)

= d(d + 1)

2
− 1. (6.9)

In the second-to-last line we have replaced N = n + 1.

Evaluating T0,1 and T1,0. We first compute

d∑

i, j=1

√
γi,d,nγ j,d,n P

(1,1)
i, j

(
�−1

)
P(2,0)
i, j (Ã)

=
d∑

i, j=1

√
γi,d,nγ j,d,n

⎛

⎝
∑

k:k �=i
�−1ik +

∑

l:l �= j

�−1jl

⎞

⎠

=
d∑

i, j=1
(1 + O(n−1))

⎛

⎝
∑

k:k �=i
�−1ik +

∑

l:l �= j

�−1jl

⎞

⎠

=
d∑

i, j=1
O(n−1)

⎛

⎝
∑

k:k �=i
�−1ik +

∑

l:l �= j

�−1jl

⎞

⎠ .

In the last equation we have used that

∑

i �=k
�−1ik = 0,

as the summation domain is symmetric in i and k, and �−1ik = −�−1ki . But now we can
determine the limit,
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T1,0 = lim
N→∞

N 2

nd2

(
d

n

) 1
2

Ẽα

⎡

⎣
d∑

i, j=1

√
γi,d,nγ j,d,n P

(1,1)
i, j

(
�−1

)
P(2,0)
i, j (Ã)

⎤

⎦

= lim
N→∞

N 2

nd2

(
d

n

) 1
2

Ẽα

⎡

⎣
d∑

i, j=1
O(n−1)

⎛

⎝
∑

k:k �=i
�−1ik +

∑

l:l �= j

�−1jl

⎞

⎠

⎤

⎦

=
d∑

i, j=1
lim

N→∞ O(n−1/2)Ẽα

⎡

⎣

⎛

⎝
∑

k:k �=i
�−1ik +

∑

l:l �= j

�−1jl

⎞

⎠

⎤

⎦ = 0. (6.10)

Here we have used Theorem 4.1 to see that the sequence of expectation values converges,
implying that the expression vanishes due to the O(n−1/2) prefactor.

Similarly, to show that T0,1 vanishes as well, we calculate

d∑

i, j=1

√
γi,d,nγ j,d,n P

(1,0)
i, j

(
�−1

)
P(2,1)
i, j (Ã)

= −1

2

d∑

i, j=1

√
γi,d,nγ j,d,n(Ãi + Ã j )

= −1

2

d∑

i, j=1

√
γi,d,nγ j,d,n(γi,d,nAi + γ j,d,nA j )

= −
d∑

i, j=1
(1 + O(n−1))(Ai + A j )

= −
d∑

i, j=1
O(n−1)(Ai + A j ).

Here we have used that
√

γi,d,n = 1−O(n−1) = γi,d,n , and in the last line we used that∑d
i=1 Ai = 0. This implies, using the same argument as in Eq. (6.10), that

T0,1 = lim
N→∞

N 2

nd2

(
d

n

) 1
2

Ẽα

⎡

⎣
d∑

i, j=1

√
γi,d,nγ j,d,n P

(1,0)
i, j

(
�−1

)
P2,1
i, j (Ã)

⎤

⎦ = 0.

(6.11)
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Evaluating Ts,r for s + r = 2. For s + r = 2, we first observe that

lim
N→∞

N 2

nd2

(
d

n

) s+r
2

Ẽα

⎡

⎣
d∑

i, j=1

√
γi,d,nγ j,d,n P

(1,s)
i, j

(
�−1

)
P(2,r)
i, j (Ã)

⎤

⎦

= lim
N→∞

N 2

n2d
Ẽα

⎡

⎣
d∑

i, j=1

√
γi,d,nγ j,d,n P

(1,s)
i, j

(
�−1

)
P(2,r)
i, j (Ã)

⎤

⎦

= 1

d
lim

N→∞ Ẽα

⎡

⎣
d∑

i, j=1

√
γi,d,nγ j,d,n P

(1,s)
i, j

(
�−1

)
P(2,r)
i, j (Ã)

⎤

⎦ .

Therefore we can replace all occurrences of γi,d,n by 1 using the same argument as in
Eq. (6.10). There are three cases to take care of, (s, r) = {(2, 0), (1, 1), (0, 2)}. For
(s, r) = (2, 0), we first look at the term

∑

i, j

∑

k,l:i �=k �=l �=i
�−1ik �−1il = d

∑

i,k,l:i �=k �=l �=i
�−1ik �−1il

= d
∑

i,k,l:i �=k �=l �=i

1

(AAA i −AAA k) (AAA i −AAA l)
,

where we have definedAAA i = Ai − i
√

d
n . For fixed i0 �= k0 �= j0 �= i0, all permutations

of these indices appear in the sum. For these terms with i, j, k ∈ {i0, j0, k0},
∑

i, j,k∈{i0, j0,k0}
i �=k �= j �=i

1
(
AAA i −AAA j

)
(AAA i −AAA k)

= 2
(
AAA i0 −AAA j0

) (
AAA j0 −AAA k0

) (
AAA k0 −AAA i0

)

(− (
AAA j0 −AAA k0

)− (
AAA k0 −AAA i0

)− (
AAA i0 −AAA j0

)) = 0,

implying

∑

i, j

∑

k,l:i �=k �=l �=i
�−1ik �−1il = 0

and therefore

T2,0 = lim
N→∞

N 2

n2d
Ẽα

⎡

⎣
d∑

i, j=1

√
γi,d,nγ j,d,n P

(1,2)
i, j

(
�−1

)
P(2,0)
i, j (Ã)

⎤

⎦ = 0. (6.12)

Moving on to the case (s, r) = (0, 2), we first note that, as in the previous case (s, r) =
(2, 0) and again replacing all occurrences of γi,d,n by 1, we have
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lim
N→∞ Ẽ[

d∑

i, j=1
P(2,2)
i, j (Ã)]

=
d∑

i, j=1
lim

N→∞ Ẽ[P(2,2)
i, j (A)]

=
d∑

i, j=1
E

[
3

8
(S2i + S2j ) +

1

4
SiS j

]

= 3d

4
E

[
d∑

i=1
S2i

]

+
1

4
E

⎡

⎣
d∑

i, j=1
SiS j

⎤

⎦ . (6.13)

Here, S = spec(G) ∼ GUE0
d and we have used Lemma 6.1 to switch back to the

unrestricted expectation value and Theorem 4.1 in the second equality. First we observe
thatG is traceless, and hence

∑d
i=1 Si = 0 such that the second term in (6.13) vanishes.

For the first term in (6.13), let X ∼ GUEd such that G = X − tr(X)
d I ∼ GUE0

d . We
calculate

∑

i
S2i = tr(G2)

= tr(X2)− 1

d
tr(X)2

=
∑

i, j

|Xi j |2 − 1

d

(∑

i
Xi i

)2

=
∑

i

X2
i i +

∑

i �= j

|Xi j |2 − 1

d

∑

i

X2
i i −

2

d

∑

i �= j

Xi iX j j . (6.14)

We have E[X2
i i ] = V[Xi i ] = 1, where V[·] denotes the variance of a random variable.

Similarly, for i �= j ,

E[|Xi j |2] = V[�(Xi j )] + V[�(Xi j )] = 1

2
+
1

2
= 1,

and E[Xi iX j j ] = E[Xi i ]E[X j j ] = 0, since the entries of a GUEd -matrix are indepen-
dent. Hence, taking expectation values in (6.14) gives

Eα

[∑

i
S2i
]
= d + d(d − 1)− 1 = d2 − 1,

and we can calculate

T0,2 = lim
N→∞

N 2

n2d
Ẽα

⎡

⎣
d∑

i, j=1

√
γi,d,nγ j,d,n P

(1,0)
i, j

(
�−1

)
P(2,2)
i, j (Ã)

⎤

⎦ = 3

4

(
d2 − 1

)
.

(6.15)
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We finally turn to the only missing case, (s, r) = (1, 1). The polynomial P(1,1)
i j is

symmetric in i and j , therefore we can simplify

∑

i, j

P(1,1)
i j (�−1)P(2,1)

i j (�−1)

= −1

2

∑

i, j

⎛

⎝
∑

k:k �=i
�−1ik +

∑

l:l �= j

�−1jl

⎞

⎠
(
Ãi + Ã j

)

= −
∑

i, j

⎛

⎝
∑

k:k �=i
�−1ik +

∑

l:l �= j

�−1jl

⎞

⎠ Ãi

= −
∑

i, j

⎛

⎝
∑

k:k �=i
�−1ik +

∑

l:l �= j

�−1jl

⎞

⎠Ai

= −d
∑

i,k:k �=i
�−1ik Ai , (6.16)

where we have used in the second-to-last equation that we can replace any occurrence
of γi,d,n by one, and the last equation follows by the same reasoning as used in the case
(s, r) = (0, 1) above. Now observe that for each i �= k, both �−1ik and �−1ki = −�−1ik
occur in the sum. Therefore we can simplify

∑

i,k:k �=i
�−1ik Ai =

∑

i,k:i<k

�−1ik (Ai − Ak)

=
∑

i,k:i<k

�−1ik

⎛

⎝Ai − Ak +
k − i
√

n
d

⎞

⎠ +

√
d

n

∑

i,k:i<k

(i − k)�−1ik

=
∑

i,k:i<k

�−1ik �ik +

√
d

n

∑

i,k:i<k

(i − k)�−1ik

= d(d − 1)

2
− O

(
n−1/2

) ∑

i,k:i<k

(i − j)�−1ik , (6.17)

where we have used the definition of �i j in the last equality. Combining Eqs. (6.16) and
(6.17) we arrive at

T1,1 = lim
N→∞

N 2

n2d
Ẽα

⎡

⎣
d∑

i, j=1

√
γi,d,nγ j,d,n P

(1,1)
i, j

(
�−1

)
P(2,1)
i, j (Ã)

⎤

⎦ = −d(d − 1)

2
.

(6.18)

Collecting all the terms Tr,s for r + s ≤ 2 that we have calculated in Eqs. (6.9) to (6.12),
(6.15) and (6.18), we arrive at
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lim
N→∞ RN = lim

N→∞
∑

r,s∈0,1,2
r+s≤2

N 2

nd2

(
d

n

) s+r
2

Ẽα

⎡

⎣δs0δr0
d2n

N
−

d∑

i, j=1

√
γi,d,nγ j,d,n P

(1,s)
i, j

(
�−1

)
P(2,r)
i, j (Ã)

⎤

⎦

= T0,0 + T0,1 + T1,0 + T0,2 + T2,0 + T1,1

= d(d + 1)

2
− 1− 3(d2 − 1)

4
+
d(d − 1)

2

= d2 − 1

4
,

which implies that

lim
N→∞ N

(
1− F std

d (N )
)
= d2 − 1

4
.

To determine the lower order term, note that in all expressions above we have neglected
terms of at most O(n−1/2+ε(d−2)). Eq. (6.8) shows that the terms with r + s ≥ 3 are
O(n−1/2+3/2ε), and the difference between RN and N

(
1− F std

d (N )
)
is O(n−1/2+ε(d−2))

as well. As ε ∈ (0, (d − 2)−1) was arbitrary we conclude that, for all δ > 0,

F std
d (N ) = 1− d2 − 1

4N
+ O(N−3/2+δ),

which concludes the proof. ��

6.2. Asymptotics of the optimal protocol. In this section, our goal is to obtain an asymp-
totic lower bound on the optimal entanglement fidelity F∗d of a deterministic PBT pro-
tocol with both the entangled resource state and the POVM optimized. This is achieved
by restricting the optimization in Eq. (3.6) to the class of protocol families that use
a density cμ such that the probability distribution q(μ) = cμ pN ,d(μ) converges for
N → ∞ in a certain sense. We then continue to show that the optimal asymptotic
entanglement fidelity within this restricted class is related to the first eigenvalue of the
Dirichlet Laplacian on the simplex of ordered probability distributions.

The main result of this section is the following theorem, which we restate from
Sect. 1.2 for convenience.

Theorem 1.4 (Restated). The optimal fidelity for deterministic port-based teleportation
is bounded from below by

F∗d (N ) ≥ 1− λ1(OSd−1)
dN 2 − O(N−3),

where

OSd−1 =
{
x ∈ R

d
∣∣∣∣
∑

i
xi = 1, xi ≥ xi+1, xd ≥ 0

}

is the (d − 1)-dimensional simplex of ordered probability distributions with d outcomes
and λ1(�) is the first eigenvalue of the Dirichlet Laplacian on a domain �.
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Before commencing the proof of Theorem 1.4, let us build some intuition for the fact
that the fidelity formula Eq. (3.6) is related to a Laplacian. Reparametrizing Equation
(3.6), we obtain the expression

F∗d (N ) = d−N−2 max
p

∑

α�d N−1

⎛

⎝
∑

μ=α+�

√
p(μ)

⎞

⎠

2

,

where the maximization is taken over all probability distributions p on the set of Young
diagrams with N boxes. Rearranging the sums yields

F∗d (N ) = d−N−2 max
p

∑

μ,μ′

√
p(μ)

√
p(μ′)(1 + (d − 1)δμμ′) + {boundary terms},

(6.19)

where the sum is taken over all pairsμ,μ′ �d N such thatμ′ can be obtained fromμ by
removing one box and adding one box, and the “boundary terms” subsume differences
that arise when it is possible to remove a box fromμ and add one back such that the result
is not a Young diagram (this will be made more rigorous below). It is now instructive to
equip the set of Young diagrams with a graph structure, where we draw an edge between
μ and μ′ �= μ precisely whenever the pair μ,μ′ is part of the sum in (6.19). This graph
is, in fact, the intersection of the root lattice of su(d) with a certain simplex. Observing
that

√
p is an L2-normalized function, we conclude that Eq. (6.19) is equal to the graph

Laplacian on the Young diagram lattice we have defined, up to a constant. Normalizing
the Young diagrams as done in Sect. 6.1, we see that the graphs for increasing N are
finer and finer discretizations of the simplex of ordered probability distributions. We can
thus expect that, when p is a sufficiently nice function, these graph Laplacians converge
to the continuous Laplacian.

For the proof of Theorem 1.4 it will be convenient to switch back and forth be-
tween summation over a lattice and integration, which is the content of Lemma 6.2
below. Before stating the lemma, we make a few definitions. For a set � we define
d(x,�) := inf y∈� ‖x − y‖2, and for δ ≥ 0 we define

∂δ� := {x ∈ � : d(x, ∂�) ≤ δ}.
Let V d−1

0 = {x ∈ R
d |∑d

i=1 xi = 0} and Z
d
0 = Z

d ∩ V d−1
0 . For a vector subspace

V ⊂ R
d and lattice � ⊂ R

d , we denote by v + V and v + � the affine space and affine
lattice with the origin shifted to v ∈ R

d , respectively. We denote by {ei }di=1 the standard
basis in Rd . For y ∈ e1 + 1

N Z
d
0 , define UN (y) ⊂ e1 + V d−1

0 by the condition

x ∈ UN (y) ⇔ ∀y′ ∈ e1 +
1

N
Z
d
0 , y

′ �= y : ‖x − y‖2 < ‖x − y′‖2.

In other words, up to sets of measure zero we have tiled e1 + V d−1
0 regularly into

neighborhoods of lattice points. This also induces a decomposition OSd−1 ⊂ e1 +V
d−1
0

via intersection, UOS
N (y) = UN (y)∩OSd−1. We define the function gN : e1 + V d−1

0 →
e1 + 1

N Z
d
0 via gN (x) = y where y is the unique lattice point such that x ∈ UN (y), if

such a point exists. On the measure-zero set
(⋃

y∈e1+ 1
N Z

d
0
UN (y)

)c
, the function gN can

be set to an arbitrary value.
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Lemma 6.2. Let f ∈ C1(OSd−1)∩C(Rd) be such that f (x) = O(d(x, ∂OSd−1)p) for
some p ≥ 1, and f ≡ 0 on R

d\OSd−1. Then,

(i)

∣
∣∣∣∣∣
∣

1

Nd−1
∑

y∈OSd−1∩ 1
N Zd

f (y)−
∫

OSd−1
f (gN (x))dx

∣
∣∣∣∣∣
∣
≤ O(N−p−2);

(ii)

∣
∣∣∣

∫

OSd−1
f (gN (x))dx −

∫

OSd−1
f (x)dx

∣
∣∣∣ ≤ O(N−1).

If furthermore f ∈ C2(OSd−1), then

(iii)
∫

OSd−1
f (gN (x))(−� f )(gN (x))dx =

∫

OSd−1
f (x)(−� f )(x)dx + O(N−1).

Proof. Throughout the proof we set � :=OSd−1 ∩ 1
N Z

d . Observe first that the largest

radius of the cell UN (y) around y ∈ 1
N Z

d is equal to half the length
√
d
N of a main

diagonal in a d-dimensional hypercube of length 1
N . Setting c :=

√
d
2 , it follows that

g−1N (y) ⊆ OSd−1 for all y ∈ � with

d(y, ∂OSd−1) >
c

N
. (6.20)

Hence, we can write
∫

OSd−1
f (gN (x))dx =

∑

y∈�

ω(y) f (y),

where ω(y) assigns the weight N−d+1 to all y ∈ � satisfying (6.20), and 0 ≤ ω(y) ≤
N−d+1 for all y ∈ ∂c/NOSd−1 to compensate for i) the fact that in this region gN maps
some x ∈ OSd−1 to a lattice point outside of OSd−1, and ii) the fact that for some
lattice points in y ∈ OSd−1, not all of the neighborhood of y is contained in OSd−1, i.e.,
UN (y)\OSd−1 �= ∅.

We bound
∣∣∣
∣∣∣

∑

y∈�

N−d+1 f (y)−
∫

OSd−1
f (gN (x))dx

∣∣∣
∣∣∣

=
∣∣∣∣
∣∣

∑

y∈�

(N−d+1 − ω(y)) f (y)

∣∣∣∣
∣∣

≤
∑

y∈∂c/NOSd−1
N−d+1| f (y)|

≤
∑

y∈∂c/NOSd−1
N−d+1 ( c

N

)p

≤ c

N
Cd N

d−2N−d+1 ( c

N

)p

= O(N−p−2),



424 M. Christandl, F. Leditzky, C. Majenz, G. Smith, F. Speelman, M. Walter

where in the second inequality we used the assumption f ∈ O(d(x, ∂OSd−1)p), and in
the third inequality we used that there are at most c

N Cd Nd−2 lattice points in ∂c/NOSd−1
for some constant Cd that only depends on d. This proves (i).

In order to prove (ii), we first develop f (gN (x)) into a Taylor series around a point
x :

f (gN (x)) = f (x) + (gN (x)− x)T∇ f (x) + O(N−1)

where we used the bound ‖gN (x) − x‖2 ≤ c
N for some constant c for the remainder

term in the Taylor series. Hence, we have
∣
∣∣∣

∫

OSd−1
f (gN (x))dx −

∫

OSd−1
f (x)dx

∣
∣∣∣ ≤

∫

OSd−1

∣∣∣(gN (x)− x)T∇ f (x)
∣∣∣ dx + O(N−1)

≤
∫

OSd−1
‖gN (x)− x‖2‖∇ f (x)‖2 dx + O(N−1)

≤ c

N
K vol(OSd−1) + O(N−1)

= O(N−1),

where the second inequality follows from the Cauchy-Schwarz inequality, and in the
third inequality we used the fact that by assumption ‖∇ f (x)‖2 is a continuous function
on the compact domain OSd−1 and therefore bounded by a constant K , proving (ii).

Finally, we prove assertion (iii). We denote by ∂i j f := (ei − e j )T∇ f the partial
derivative of f in the direction ei j := ei − e j . We approximate ∂i j f (x) using a central
difference Di j [ f (x)] := f (x + h

2 ei j )− f (x − h
2 ei j ), where h > 0 is to be chosen later.

To this end, consider the Taylor expansions

f (x + h
2 ei j ) = f (x) +

h

2
eTi j∇ f (x) + O(h2)

f (x − h
2 ei j ) = f (x)− h

2
eTi j∇ f (x) + O(h2).

Subtracting the second expansion from the first and rearranging gives

∂i j f (x) = 1

h
Di j [ f (x)] + O(h). (6.21)

It is easy to see that

d∑

i, j=1
ei j e

T
i j = 2d1V d−1

0
,

and hence, for the Laplacian � = tr(H(·)) on V d−1
0 with H(·) the Hessian matrix, we

have

� f (x) = tr(H( f )(x))

= tr
(
1V d−1

0
H( f )(x)

)
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= 1

2d

d∑

i, j=1
eTi j H( f )(x)ei j

= 1

2d

d∑

i, j=1
∂2i j f (x). (6.22)

Similarly, denoting by 〈·, ·〉V d−1
0

the inner product on V d−1
0 , we have

〈∇ f (x),∇ f (x)〉V d−1
0

= 1

2d

d∑

i, j=1
〈∇ f (x), ei j e

T
i j∇ f (x)〉V d−1

0

= 1

2d

d∑

i, j=1

(
eTi j∇ f (x)

)2

= 1

2d

d∑

i, j=1
(∂i j f (x))

2. (6.23)

We now calculate, abbreviating
∑′

y∈� =∑
y∈� ω(y):

∫

OSd−1
f (gN (x))(−� f )(gN (x))dx

=
∑ ′

y∈�
f (y)(−� f )(y)

= − 1

2d

∑ ′
y∈�

d∑

i, j=1
f (y)∂2i j f (y)

= 1

2d

∑ ′
y∈�

d∑

i, j=1
(∂i j f (y))

2 − 1

2d

∑ ′
y∈�

d∑

i, j=1
∂i j

[
f (y)∂i j f (y)

]

=
∑ ′

y∈�
〈∇ f (y),∇ f (y)〉V d−1

0
− 1

2dh

d∑

i, j=1

∑ ′
y∈�

Di j [ f (y)∂i j f (y)] + O(h),

(6.24)

where we used (6.22) in the second equality, and (6.23) and (6.21) in the last equality.
For the first term in (6.24), we have

∑ ′
y∈�

〈∇ f (y),∇ f (y)〉V d−1
0

=
∫

OSd−1
〈∇ f (gN (x)),∇ f (gN (x))〉V d−1

0
dx

=
∫

OSd−1
〈∇ f (x),∇ f (x)〉V d−1

0
dx + O(N−1)

=
∫

OSd−1
f (x)(−� f (x))dx + O(N−1),
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where the second equality follows from (ii), and the third equality is ordinary integration
by parts. For the second term in (6.24), we use the definition of Di j to obtain

1

2dh

d∑

i, j=1

∑ ′
y∈�

Di j [ f (y)∂i j f (y)] + O(h)

= 1

2dh

d∑

i, j=1

∑ ′
y∈�

(
f (y + h

2 ei j )∂i j f (y +
h
2 ei j )− f (y − h

2 ei j )∂i j f (y − h
2 ei j )

)
+ O(h).

(6.25)

We choose h = O(N−1) such that y ± h
2 ei j ∈ � for all y ∈ � sufficiently far away

from the boundary of�. Then all terms in (6.25) cancel except for those terms involving
evaluations of f on ∂hOSd−1 or outside OSd−1. But these terms in turn are O(h) =
O(N−1), which can be seen using the same arguments as those in the proof of (ii). It
follows that, with the above choice of h = O(N−1),

1

2dh

d∑

i, j=1

∑ ′
y∈�

Di j [ f (y)∂i j f (y)] + O(h) = O(N−1).

In summary, we have shown that
∫

OSd−1
f (gN (x))(−� f )(gN (x))dx =

∫

OSd−1
f (x)(−� f (x))dx + O(N−1),

which is what we set out to prove.

We are now ready to prove Theorem 1.4:

Proof of Thm. 1.4. Fix a dimension d, and let a ∈ C2(OSd−1) be twice continuously
differentiable5 such that a|∂OSd−1 ≡ 0, a(x) ≥ 0 for all x ∈ OSd−1, and ‖a‖2 = 1,
where ‖ · ‖2 is the L2-norm on OSd−1. As d is fixed throughout the proof, we omit
indicating any dependence on d except when we would like to emphasize the dimension
of an object. Note that clearly a ∈ L2(OSd−1) as a is continuous and OSd−1 is compact.

We use the square of a scaled version of a as a candidate probability distribution q
on Young diagrams μ with N boxes and at most d rows,

q(μ) = ηN

Nd−1 a
2
(μ

N

)
. (6.26)

Here ηN is a normalization constant which is close to one. Roughly speaking, this is
due to the fact that the normalization condition for q(μ) is essentially proportional to a
Riemann sum for the integral that calculates the L2-norm of a, which is equal to unity
by assumption. Indeed, since a2 satisfies the assumptions of Lemma 6.2 with p = 1, we
have

1 =
∑

μ�d N

q(μ)

= ηN

Nd−1
∑

μ∈Zd∩NOSd−1

a2
(μ

N

)

5 The second derivative is continuous and its limit for the argument approaching the boundary exists.
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= ηN

Nd−1
∑

y∈
(

1
N Zd

)
∩OSd−1

a2 (y)

= ηN

(∫

OSd−1
a2(gN (y))dy + O(N−3)

)

= ηN

(∫

OSd−1
a2(y)dy + O(N−1)

)

= ηN

(
1 + O(N−1)

)
,

where the fourth and fifth equality follow from Lemma 6.2(i) and (ii), respectively, and
the last equality follows from ‖a‖2 = 1. Hence, ηN = 1 + O(N−1).

Before we proceed, we restate the fidelity formula in (3.6) for the optimal determin-
istic protocol for the reader’s convenience:

F∗d (N ) = d−N−2 max
cμ

∑

α�d N−1

⎛

⎝
∑

μ=α+�

√
cμdμmd,μ

⎞

⎠

2

. (6.27)

We bound this expression from below by choosing cμ = q(μ)/p(μ), where q(μ) is

defined as in (6.26) and p(μ) = dμmd,μ

dN is the Schur–Weyl distribution. The choice of
cμ in (6.27) corresponds to a particular PBT protocol whose entanglement fidelity we
denote by Fa in the following. It will be convenient to rewrite the sums over Young
diagrams α �d N − 1 and μ = α + � in (6.27) as a sum over Young diagrams μ �d N
and i, j = 1, . . . , d, requiring that both μ + ei − e j and μ − e j be Young diagrams

themselves. Using this trick, the quantity d2
ηN

Fa can be expressed as

d2

ηN
Fa = N−d+1 ∑

μ�d N

a
(μ

N

) d∑

i, j=1
1YD(μ + ei − e j )1YD(μ− e j )a

(
μ + ei − e j

N

)

= N−d+1 ∑

μ�d N

a
(μ

N

) d∑

i, j=1
a

(
μ + ei − e j

N

)

+ N−d+1 ∑

μ�d N

a
(μ

N

) d∑

i, j=1
1YD(μ + ei − e j )1YD(μ− e j )a

(
μ + ei − e j

N

)

− N−d+1 ∑

μ�d N

a
(μ

N

) d∑

i, j=1
a

(
μ + ei − e j

N

)
. (6.28)

We first argue that up to order N−2 we only need to consider the first term in the
above expression. To this end, we rewrite the sum in the second term as an integral,

N−d+1 ∑

μ�d N

a
(μ

N

) d∑

i, j=1
fi, j (μ)a

(
μ + ei − e j

N

)

=
∫

OSd−1
hN (x)a(gN (x))

d∑

i, j=1
fi, j (x)a

(
gN (x) +

ei − e j
N

)
dx,
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where fi, j (x) :=1YD(NgN (x)+ei−e j )1YD(NgN (x)−e j ). The functionhN (x) ∈ [0, 1]
takes care of normalization around the boundaries of OSd−1, that is, hN (x) = 1 except
in a region ∂c1/NOSd−1 for some constant c1 that only depends on d. Note that the same
statement is true for the function fi, j (x), and therefore, this also holds for the product
hN (x) fi, j (x). Using Lemma 6.2(i) for the third term in (6.28) gives

N−d+1 ∑

μ�d N

a
(μ

N

) d∑

i, j=1
a

(
μ + ei − e j

N

)

=
∫

OSd−1
a(gN (x))

d∑

i, j=1
a

(
gN (x) +

ei − e j
N

)
dx + O(N−3).

Hence, for the difference of the second and third term in (6.28), we obtain

N−d+1
∑

μ�d N

a
( μ

N

) d∑

i, j=1

[
1YD(μ + ei − e j )1YD(μ− e j )− 1

]
a

(
μ + ei − e j

N

)

=
∫

OSd−1
a(gN (x))

d∑

i, j=1

[
hN (x) fi, j (x)− 1

]
a

(
gN (x) +

ei − e j
N

)
dx + O(N−3)

≤ c2
N2

∫

∂c1/NOSd−1

[
hN (x)1YD(NgN (x) + ei − e j )1YD(NgN (x)− e j )− 1

]
dx + O(N−3)

≤ c3
N2 vol(∂c1/NOSd−1) + O(N−3)

= O(N−3)

for some constants c2 and c3. Here, the first inequality is obtained by a Taylor expansion
of the different occurrences of a around the respective closest boundary point and using
the fact that a vanishes on the boundary by assumption. The second inequality follows
since hN is bounded uniformly in N .6

We now turn to the first term in (6.28), applying Lemma 6.2(i) once more to obtain

N−d+1 ∑

μ�d N

a
(μ

N

) d∑

i, j=1
a

(
μ + ei − e j

N

)

=
∫

OSd−1
a(gN (x))

d∑

i, j=1
a

(
gN (x) +

ei − e j
N

)
dx + O(N−3).

Expanding a
(
gN (x) +

ei−e j
N

)
into a Taylor series gives

a

(
gN (x) +

ei − e j
N

)
= a(gN (x)) +

1

N
〈ei − e j , (∇a)(gN (x))〉V d−1

0

+
1

2N 2 tr
[
(ei − e j )(ei − e j )

T (H(a))(gN (x))
]
+ O(N−3),

6 Observe that a constant fraction of UN (y) of each lattice point y ∈ OSd−1 ∩ 1
N Z

d lies inside OSd−1.
This fraction is not uniformly bounded in d, as the solid angle of the vertices of OSd−1 decreases with d.
However, this does not concern us, since we are only interested in the limit N →∞ for fixed d.
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where 〈·, ·〉V d−1
0

is the standard inner product on V d−1
0 and H(a) denotes the Hessian of

a on V d−1
0 . Summing over i and j yields

d∑

i, j=1
ei − e j = 0

d∑

i, j=1
(ei − e j )(ei − e j )

T = 2d1V d−1
0

. (6.29)

It follows that

∫

OSd−1
a(gN (x))

d∑

i, j=1
a

(
gN (x) +

ei − e j
N

)
dx + O(N−3)

=
∫

OSd−1
a(gN (x))

(
d2a(gN (x)) +

d

N 2 (�a)(gN (x))

)
dx + O(N−3)

= d2

Nd−1
∑

y∈OSd−1∩ 1
N Zd

a2(y)− d

N 2

∫

OSd−1
a(gN (x))(−�a)(gN (x))dx + O(N−3)

= d2

ηN
− d

N 2

∫

OSd−1
a(gN (x))(−�a)(gN (x))dx + O(N−3)

= d2

ηN
− d

N 2

∫

OSd−1
a(x)(−�a)(x)dx + O(N−3),

where in the first equality the N−1 term vanishes due to (6.29), and we defined the
Laplace operator�(a) = tr H(a) on V d−1

0 . In the second equalitywe used Lemma 6.2(i)
to switch back to discrete summation, in the third equality we used the normalization of
a, and in the fourth equality we used Lemma 6.2(iii).

Putting together everything we have derived so far, we obtain

Fa = 1− 1

dN 2

∫

OSd−1
a(x)(−�a)(x)dx + O(N−3).

In equationEq. (3.6), thefidelity ismaximizedover all densities cμ. The above expression
shows, that restricting to the set of densities cμ that stem from a function a on OSd−1
makes the problem equivalent to minimizing the expression

∫

OSd−1
a(x)(−�a)(x)dx .

When taking the infimum over a ∈ H2(OSd−1), where H2(OSd−1) is the Sobolev space
of twiceweakly differentiable functions, instead of a ∈ C2(OSd−1), this is exactly one of
the variational characterizations of the first Dirichlet eigenvalue of the Laplace operator
on OSd−1. This is because the eigenfunction corresponding to the first eigenvalue of the
Dirichlet Laplacian can be chosen positive (see, e.g., [62]). But C2(OSd−1) is dense in
H2(OSd−1), which implies that

sup
a

Fa = 1− λ1(OSd−1)
dN 2 + O(N−3),

where the supremum is taken over all non-negative functions a ∈ C2(OSd−1). ��
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Upper and lower bounds for the first Dirichlet eigenvalue of the Laplacian on a
sufficiently well-behaved domain readily exist.

Theorem 6.3. [37,63] For the first Dirichlet eigenvalue λ1(�) on a bounded convex
domain � ⊂ R

d , the following inequalities hold,

λ1(�) ≥ λ1(B1)

(
vol(B1)

vol(�)

) 2
d

, and

λ1(�) ≤ λ1(B1)
vol(∂�)

dr� vol(�)
,

where B1 ⊂ R
d is the unit ball and r� is the inradius of �.

The inradius of OSd−1 is equal to 1/d2. This can be seen by guessing the center of
the inball x̂ = ((2d − 1)/d2, (2d − 3)/d2, . . . , 1/d2) and checking that the distance
to each facet is 1/d2. Therefore we get the following lower bound on the optimal PBT
fidelity. This theorem is stated in Sect. 1.2, and restated here for convenience.

Theorem 1.5 (Restated). For the optimal fidelity of port-based teleportation with arbi-
trary but fixed input dimension d and N ports, the following bound holds,

F∗d (N ) ≥ 1− d5 + O(d9/2)

4
√
2N 2

+ O(N−3).

Proof. Theorem 1.4 gives us the bound

F∗d (N ) ≥ 1− λ1(OSd−1)
dN 2 + O(N−3).

Using Theorem 6.3 and Lemma D.5 we bound

λ1(OSd−1) ≤ λ1(B
d−1
1 )

vol(∂�)

dr� vol(�)

≤ λ1(B
d−1
1 )d2

(
d(d − 1)√

2
+
√
d(d − 1) +

√
2

)
.

The first eigenvalue of the Dirichlet Laplacian on the (d − 1)-dimensional Ball is given
by

λ1(B
d−1
1 ) = j2d−3

2 ,1
,

where jν,l is the lth root of the Bessel function of the first kind with parameter ν. This
is, in turn, bounded as [64]

jν,1 ≤
√

ν + 1(
√

ν + 2 + 1).

Putting the inequalities together we arrive at

λ1(B
d−1
1 ) ≤ d − 1

2

(√
d + 1

2
+ 1

)2

,
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λ1(OSd−1) ≤ d − 1

2

(√
d + 1

2
+ 1

)2

d2
(
d(d − 1)√

2
+
√
d(d − 1) +

√
2

)
, and hence

F∗d (N ) ≥ 1−
d−1
2

(√
d+1
2 + 1

)2

d
(
d(d−1)√

2
+
√
d(d − 1) +

√
2
)

N 2 + O(N−3)

= 1− d5 + O(d9/2)

4
√
2N 2

+ O(N−3).

In the appendix, we provide a concrete protocol in Theorem B.1 that achieves the same
asymptotic dependence on N and d, with a slightly worse constant.

Intuitively it seems unlikely that a “wrinkly” distribution, i.e. a distribution that does
not converge against an L1 density on OS, is the optimizer in Eq. (3.6). Supposing that
the optimizer comes from a function a as described above, we can also derive a converse
bound for the asymptotics of the entanglement fidelity F∗d (N ) using Theorem 6.3.

Remark 6.4. Let PN
a be the PBT protocol with cμ = Nd−1a2(μ/N )/P(μ) for some

function a ∈ L2(OSd−1). For the asymptotic fidelity of such protocols for large N the
following converse bound holds,

Fa(N ) ≤ 1− πd4 + O(d3)

8e3N 2 + O(N−3).

This can be seen as follows. From Theorem 1.4 we have that

Fa ≤ 1− λ1(OSd−1)
dN 2 + O(N−3).

Theorem 6.3 together with Lemma D.5 yields

λ1(OSd−1) ≥ λ1(B1)

(
vol(Bd−1

1 )

vol(OSd−1)

) 2
d

= λ1(B1)

(
π

d−1
2
√
d((d − 1)!)2

�( d−12 + 1)

) 2
d

≥ π1−1/dλ1(B1)

(
((d − 1)!)2
�( d−12 + 1)

) 2
d

where in the second line we have used the volume of the (d − 1)-dimensional Ball,

vol(Bd−1
1 ) = π

d−1
2

�( d−12 + 1)
,

and �(x) is the gamma function. Using bound versions of Stirling’s approximation we
obtain

λ1(OSd−1) ≥ O(1)λ1(B1)

(
d − 1

e

)3(1−1/d)

.
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Using a lower bound for the first zero of the Bessel function of the first kind [65] we
bound

λ1(B
d−1
1 ) ≥

(
d

2
+ c

)2

for some constant c, so we finally arrive at

Fa = 1− πd4 + O(d3)

8e3N 2 + O(N−3).

This bound has the nice property that N ∝ d2 if the error of the PBT protocol is fixed,
which is what we expect from information theoretic insights (see Sect. 7).

7. Converse Bound

Webegin by deriving a lower bound on the communication requirements for approximate
quantum teleportation of any kind, i.e., not only for PBT. Such a result could be called
folklore, but has, to the best of our knowledge, not appeared elsewhere.7

For the proof we need the converse bound for one-shot quantum state splitting that
was given in [67] in terms of the smooth max-mutual information I ε

max(E : A)ρ . To
define this quantity, let Dmax(ρ‖σ) = min

{
λ ∈ R

∣∣2λσ ≥ ρ
}
be the max-relative en-

tropy [68], and let P(ρ, σ ) :=√1− F(ρ, σ ) be the purified distance. Furthermore, let
Bε(ρ) := {ρ̄ : ρ̄ ≥ 0, tr ρ̄ ≤ 1, P(ρ, ρ̄) ≤ ε} be the ε-ball of subnormalized states
around ρ with respect to the purified distance. The smooth max-mutual information is
defined as

I ε
max(E : A)ρ := min

ρ̄∈Bε(ρ)
Imax(E : A)ρ̄ ,

where Imax(E : A)ρ̄ := minσA Dmax(ρ̄AE‖σA ⊗ ρ̄E ) with the minimization over nor-
malized quantum states σA.

Lemma 7.1. Let

|φ+〉AB = 1√
d

d−1∑

i=0
|i i〉AB ∈ HA ⊗HB

be the d × d-dimensional maximally entangled state. Then

2 log
⌈
d(1− ε2)

⌉
≥ I ε

max(A : B)φ+ ≥ 2 log
(
d(1− ε2)

)
.

Proof. Let ρ ∈ B(HA ⊗HB) be a quantum state such that I ε
max(A : B)φ+ = Imax(A :

B)ρ , and let |γ 〉ABE be a purification of ρ. Uhlmann’s Theorem ensures that there exists
a pure quantum state |α〉E such that

√
1− ε2 ≤ √

F(φ+, ρ) = 〈φ+|AB〈α|E |γ 〉ABE . (7.1)

7 Except in the PhD thesis of one of the authors [66].
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This holds without taking the absolute value because any phase can be included in |α〉.
Let

|γ 〉ABE =
d−1∑

i=0

√
pi |φi 〉A ⊗ |ψi 〉BE (7.2)

be the Schmidt decomposition of |γ 〉 with respect to the bipartition A : BE . Let further
UA be the unitary matrix such that UA|i〉A = |φi 〉A. Using the Mirror Lemma D.1 we
get

|φ+〉AB = UAU
†
A|φ+〉AB

= UAŪB |φ+〉AB

= 1√
d

d−1∑

i=0
|φi 〉A|ξi 〉B,

where Ū is the complex conjugate in the computational basis and |ξi 〉B = ŪB |i〉B . With
this we obtain from (7.1) that

1− ε2 ≤ (〈φ+|AB〈α|E |γ 〉ABE )2

= (�〈φ+|AB〈α|E |γ 〉ABE )2

=
(
d−1∑

i=0

√
pi
d
�〈ξi |B〈α|E |ψi 〉BE

)2

≤ 1

d

d−1∑

i=0
(�〈ξi |B〈α|E |ψi 〉BE )2

≤ 1

d

d−1∑

i=0
�〈ξi |B〈α|E |ψi 〉BE .

The second inequality is the Cauchy-Schwarz inequality and the third inequality follows
from �〈ξi |B〈α|E |ψi 〉BE ≤ 1.

The next step is to bound the max-mutual information of ρ. Let

λ = Imax(A : B)ρ = I ε
max(A : B)φ+ .

By the definition of Imax there exists a quantum state σB such that

2λ =
∥∥
∥∥ρ

− 1
2

A ⊗ σ
− 1

2
B ρAB ρ

− 1
2

A ⊗ σ
− 1

2
B

∥∥
∥∥∞

.

Here, X−1 denotes the pseudo-inverse of a matrix X , i.e., X−1X = XX−1 is equal to
the projector onto the support of X . Let |φσ 〉 =

√
dσ

1/2
B |φ+〉 be the standard purification

of σ . We bound

2λ =
∥∥∥∥ρ

− 1
2

A ⊗ σ
− 1

2
B ρAB ρ

− 1
2

A ⊗ σ
− 1

2
B

∥∥∥∥∞
≥ 〈φσ |ρ−

1
2

A ⊗ σ
− 1

2
B ρAB ρ

− 1
2

A ⊗ σ
− 1

2
B |φσ 〉
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= tr〈φσ |ρ−
1
2

A ⊗ σ
− 1

2
B |γ 〉〈γ |ABEρ

− 1
2

A ⊗ σ
− 1

2
B |φσ 〉

≥ 〈φσ |AB〈α|Eρ
− 1

2
A ⊗ σ

− 1
2

B |γ 〉〈γ |ABEρ
− 1

2
A ⊗ σ

− 1
2

B |φσ 〉AB |α〉E
= d

∣∣∣
∣〈φ+|ABρ

− 1
2

A 〈α|E |γ 〉ABE
∣∣∣
∣

2

=
∣∣∣
∑

i
〈ξi |B〈α|E |ψi 〉BE

∣∣∣
2

≥
(∑

i
�〈ξi |B〈α|E |ψi 〉BE

)2

≥ d2(1− ε2)2,

where we used the particular form of |φσ 〉 in the third equality, and (7.2) in the fourth
equality, together with the fact that {pi }i are the eigenvalues of ρA. This proves the
claimed up upper bound on I ε

max(A : B)φ+ .
In order to prove the lower bound, let r = $d(1− ε2)% and

|φ+
r 〉 =

1√
r

r−1∑

i=0
|i i〉AB ∈ HA ⊗HB .

Then we have

Imax(A : B)φ+
r
= 2 log r = 2 log$d(1− ε2)%

|〈φ+|φ+
r 〉|2 = r/d ≥ 1− ε2.

The observation that |φ+
r 〉〈φ+

r | is a point in the minimization over σ finishes the proof.
��

Using the special case of state merging/splitting with trivial side information and the
converse bound from [67], we can bound the necessary quantum communication for
simulating the identity channel with a given entanglement fidelity.

Corollary 7.2. Let EAA′→B, DBB′→A be quantum (encoding and decoding) channels
with dimHA = d and dimHB = d ′ such that there exists a resource state ρA′B′
achieving

F(D ◦ E((·)⊗ ρA′B′)) = 1− ε2.

Then the following inequality holds:

d ′ ≥ d
(
1− ε2

)
.

Proof. Using Lemma 7.1, this follows from applying the lower bound on the communi-
cation cost of one-shot state splitting from [67] to the special case where Alice and the
reference system share a maximally entangled state. ��

Together with superdense coding this implies a lower bound on approximate telepor-
tation.

Corollary 7.3. If in the above corollary E is a qc-channel, then

d ′ ≥ d2
(
1− ε2

)2
.
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Proof. This follows as any protocolwith a lower classical communication in conjunction
with superdense coding would violate Corollary 7.2. ��

For the special case of port-based teleportation, this implies a lower bound on the
number of ports.

Corollary 7.4. Any port-based teleportation protocol with input dimension d and N
ports has entanglement fidelity at most

F∗d (N ) ≤
√
N

d
.

Proof. In port-based teleportation, the only information that is useful to the receiver is
which port to select. More precisely, given a protocol P for PBT in which Alice sends a
message that is not a port number, we can construct a modified protocol P where Alice
applies the procedure that Bob uses in P to deduce the port to select and then sends
the port number instead. For a given entanglement fidelity F , having fewer than (dF)2

ports would therefore violate the bound from Corollary 7.3. ��
The converse bound on the amount of quantum communication in Corollary 7.2

holds for arbitrary protocols implementing a simulation of the identity channels, and
Corollary 7.3 puts a lower bound on the classical communication of any (approximate)
teleportation scheme.We continue to derive a converse bound specifically for port-based
teleportation that is nontrivial for all combinations of d and N . Let us consider a general
port-based teleportation scheme, given by POVMs {E (i)

AN } and a resource state ρAN BN ,

where A0 ∼= C
d and B1, . . . , BN ∼= C

d .Wewould like to upper-bound the entanglement
fidelity

F∗d (N ) = F

(
N∑

i=1
(IB0 ⊗ IBi→B1) tr(B0Bi )c [(E (i)

A ⊗ IB)(ρAN BN ⊗ φ+
A0B0)]

(IB0 ⊗ I †Bi→B1
), φ+

B0B1

)
, (7.3)

where B0 ∼= C
d and F(ρ, σ ) = ‖√ρ

√
σ‖21 is the fidelity. This fidelity corresponds to

the special case of Alice using an arbitrary PBT protocol to teleport half of a maximally-
entangled state to Bob, who already possesses the other half. An upper bound for this
fidelity then directly implies an upper bound for the entanglement fidelity of the PBT
protocol. We prove the following

Theorem 7.5. For any port-based teleportation scheme, the entanglement fidelity (7.3)
can be bounded from above as

F∗d (N ) ≤ 1− d2 − 1

8N 2

1

1 + d2−2
2N

. (7.4)

Asymptotically, this bound becomes

F∗d (N ) ≤ 1− d2 − 1

8

1

N 2 + O(N−3). (7.5)
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Proof. Note first that for a pure state |ψ〉 we have F(ψ, τ) = 〈ψ |τ |ψ〉 for any mixed
state τ , and hence τ �→ F(ψ, τ) is linear for any τ . Sinceφ+

B0B1
is pure, the entanglement

fidelity (7.3) can hence be rewritten as

F∗d (N ) =
N∑

i=1
p(i)F

(
1

p(i)
tr(B0Bi )c [((E (i))

1/2
A ⊗ IB)(ρAN BN ⊗ φ+

A0B0)

((E (i))
1/2
A ⊗ IB)], φ+

B0Bi

)

=
N∑

i=1
p(i)F

(
1

p(i)
((E (i))

1/2
A ⊗ IB)(ρAN BN ⊗ φ+

A0B0)

((E (i))
1/2
A ⊗ IB), φ+

B0Bi ⊗ σ
(i)
(B0Bi )c

)

for suitable σ
(i)
(B0Bi )c

whose existence is guaranteed by Uhlmann’s Theorem. Here we

have introduced p(i) = tr[(E (i))
1/2
A (ρAN BN ⊗ τA0)(E

(i))
1/2
A ]. Abbreviating√F(·, ·) ≡√

F(·, ·), we now have for any j ∈ {1, . . . , N } that

F∗d (N ) ≤
N∑

i=1
p(i)

√
F

(
1

p(i)
((E (i))

1/2
A ⊗ IB)(ρAN BN ⊗ φ+

A0B0)

((E (i))
1/2
A ⊗ IB), φ+

B0Bi ⊗ σ
(i)
(B0Bi )c

)

≤ √
F
(
ρBj ⊗ τB0 , p( j)φ

+
B0Bj

+ (1− p( j))τB0 ⊗ σBj

)

where the second step uses joint concavity of the root fidelity, and we trace out all
systems but B0Bj , with σBj being some appropriate state. Now, the fact that 〈φ|+AB

(
XA⊗

τB
)|φ〉+AB = 1

d2
tr(XA) for any operator XA and data processing inequality with respect

to the binary measurement {φ+
B0Bj

, I − φ+
B0Bj

} gives

F∗d (N ) ≤ √
f

(
1

d2
, p( j) + (1− p( j))

1

d2

)
,

where
√

f (x, y) = √
xy+

√
(1− x)(1− y) is the binary root fidelity. Note that f (q, p+

(1 − p)q) is monotonically increasing as p decreases from 1 to 0. Now, one of the N
probabilities p( j) has to be ≥ 1/N . Thus,

F∗d (N ) ≤ √
f

(
1

d2
,
1

N
+

(
1− 1

N

)
1

d2

)
. (7.6)

To derive the non-asymptotic bound (7.4), Equation (7.6) can be rearranged as

F∗d (N ) ≤ 1

d2

[(
d2 − 1

)(
1− 1

2N

)√

1− 1

(1− 2N )2
+

(
d2 − 1

2N
+ 1

)

√√√√1−
(
d2 − 1

)2
(
d2 + 2N − 1

)2

⎤

⎦ .
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We bound the square roots using
√
1 + a ≤ 1 + a/2 for any a ≥ −1 to obtain

F∗d (N ) ≤ 1

d2

[(
d2 − 1

)(
1− 1

2N

)(
1− 1

2(1− 2N )2

)
+

(
d2 − 1

2N
+ 1

)

(

1−
(
d2 − 1

)2

2
(
d2 + 2N − 1

)2

)]

= 1− d2 − 1

8N 2

1

(1− 1
2N )

(
1 + d2−1

2N

)

≤ 1− d2 − 1

8N 2

1

1 + d2−2
2N

,

which is (7.4). For N →∞ this implies

F∗d (N ) ≤ 1− d2 − 1

8

1

N 2 + O(N−3),

which is (7.5) and concludes the proof. ��
Combining Theorem 7.5 with Corollary 7.4 above yields a simplified bound as a

corollary, that we stated as Corollary 1.6 in Sect. 1.2 as one of our main results. We
restate it below for convenience, and in Fig. 4 we compare the quality of this bound for
N > d2/2 with the converse bound (3.4) derived in [19].

Corollary 1.6 (Restated). For a general port-based teleportation scheme with input
dimension d and N ports, the entanglement fidelity F∗d and the diamond norm error ε∗d
can be bounded as

F∗d (N ) ≤
{√

N
d if N ≤ d2

2

1− d2−1
16N2 otherwise

ε∗d(N ) ≥
{
2
(
1−

√
N
d

)
if N ≤ d2

2

2 d2−1
16N2 otherwise.

8. Conclusion

In this paper, we completed the picture of the asymptotic performance of port-based
teleportation (PBT) in the important regime when the input dimension is fixed while
the number of ports tends to infinity. In particular, we determined the asymptotic per-
formance of deterministic PBT in the fully optimized setting, showing that the optimal
infidelity decays as �(1/N 2) with the number of ports N . We also determined the pre-
cise asymptotics of the standard protocol for deterministic PBT (which uses EPR pairs
and the ‘pretty good’ measurement) as well as probabilistic PBT using EPR pairs. The
asymptotics for probabilistic PBT in the fully optimized setting had been determined
previously in [22].

While our work closes a chapter in the study of PBT, it opens several interesting
avenues for further investigation, both in the finite and in the asymptotic regime. Note
that the limit d → ∞ for fixed N is not very interesting, as the error tends to one in
this regime. However, it would be natural to consider limits where both N and d tend
to infinity. In particular, the fidelity F∗d (N ) plausibly has a nontrivial limit when the
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101 102
0.99

0.992

0.994

0.996

0.998

1

N

1− 1
4(d−1)N2 [19]

1− d2−1
16N2 (Corollary 7.4)

d = 2
d = 3
d = 4
d = 5

Fig. 4. Comparison of the converse bound F∗d (N ) ≤ 1 − 1
4(d−1)N2 derived in [19] and the converse bound

F∗d (N ) ≤ 1− d2−1
16N2 derived in Corollary 7.4, valid for N > d2/2

ratio N/d2 remains fixed. Given the import of PBT to, e.g., instantaneous non-local
quantum computation, it would be desirable to determine the limiting value. Finally, we
also mention the problem of determining the exact functional dependence on d of the
leading order coefficient limN→∞ N 2(1−F∗d (N )) in fully optimized deterministic PBT.
Furthermore, we hope that our mathematical tools will be helpful for determining the
asymptotics of other quantum information-theoretic tasks that can also be characterized
in terms of representation-theoretic data, such as quantum state purification.
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A. Proof of Lemma 3.6

The following lemma was first derived in [21]. In this section we give an alternative
proof. Our proof is elementary and only uses the Schur–Weyl duality and the Pieri rule.

Lemma 3.6. (Restated) The eigenvalues of the operator

T (N )ABN = 1

N

(
φ+
AB1 ⊗ IBc

1
+ . . . + φ+

ABN
⊗ IBc

N

)

on (Cd)⊗(1+N ) are given by the numbers

1

dN
γμ(α) = 1

d

dαmd,μ

dμmd,α

,

where α �d N − 1, the Young diagram μ �d N is obtained from α by adding a single
box, and γμ(α) is defined in Eq. (3.10).

Proof. Wenote that the operator T (N ) commuteswith the action ofU (d) by Ū⊗U⊗N as
well as with the action of SN that permutes the systems B1, . . . , BN . Let us work out the
corresponding decomposition of (Cd)1+N : We first consider the action ofU (d)×U (d)

by Ū ⊗ V⊗N together with the SN . By Schur–Weyl duality,

(Cd)1+N ∼= (Cd)∗ ⊗
⊕

μ�d N

V d
μ ⊗Wμ.

The notation means thatμ runs over all Young diagrams with N boxes and no more than
d rows (i.e., μ1 ≥ . . . ≥ μd ≥ 0 and

∑
j μ j = N ). We write V d

μ for the irreducible
U (d)-representationwith highestweightμ, andWμ for the irreducible SN -representation
corresponding to the partition μ.

The dual representation (Cd)∗ is not polynomial; its highest weight is (−1, 0, . . . , 0).
However, (Cd)∗ ∼= V d

(1,...,1,0) ⊗ det−1. The (dual) Pieri rule tells us that V d
(1,...,1,0) ⊗ V d

μ

contains all irreducible representations whose highest weight can be obtained by adding
1’s to all but one of the rows (with multiplicity one). Tensoring with the determinant
amounts to subtracting (−1, . . . ,−1), so the result of tensoring with (Cd)∗ amounts to
subtracting 1 from one of the rows:

(Cd)∗ ⊗ V d
μ =

⊕

i :μi>μi+1

V d
μ−εi

,

where we write εi for the i th standard basis vector. (Note that we set μd+1 = −∞, so
that i = d is always a valid choice in the direct sum above; hence, μ − εi is always a
highest weight, but does not need to be a Young diagram.) Thus, we obtain the following
multiplicity-free decomposition into U (d)× SN -representations:

(Cd)1+N ∼=
⊕

μ�d N

⊕

i :μi>μi+1

V d
μ−εi

⊗Wμ.

The operator T (N ) can be decomposed accordingly:

T (N ) =
⊕

μ,i

tμ,i · IV d
μ−εi

⊗ IWμ
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for some tμ,i ≥ 0. To determine the tμ,i , let us denote by Pμ the isotypical projectors
for the SN -action on (Cd)⊗N and by Qα the isotypical projectors for the U (d) action
by Ū ⊗U⊗N (they commute). Then:

tr T (N )(IA ⊗ Pμ)Qμ−εi = tμ,i dim(V d
μ−εi

) dim(Wμ) . (A.1)

On the other hand:

tr T (N )(IA ⊗ Pμ)Qμ−εi = tr φ+
AB1(IA ⊗ Pμ)Qμ−εi .

The maximally entangled state φ+
AB1

is invariant under Ū ⊗ U . This means that on

the range of the projector φ+
AB1

, the actions of Ū ⊗ U⊗N and IAB1 ⊗ U⊗(N−1) agree!
Explicitly:

C|φ+〉AB1 ⊗ (Cd)⊗(N−1) ∼= C|φ+〉AB1 ⊗
⊕

α�d N−1
V d

α ⊗ [α] ∼=
⊕

α�d N−1
V d

α ⊗ [α].

It follows that

φ+
AB1Qα = φ+

AB1(IAB1 ⊗ Q′
α)

where Q′
α refers to the action of U (d) by U⊗(N−1) on B2 . . . Bn , and so

tr φ+
AB1

(IA ⊗ Pμ)Qμ−εi =
{
tr φ+

AB1
(IA ⊗ Pμ)(IAB1 ⊗ Q′α) if α :=μ− εi is a partition,

0 otherwise.

We can now trace over the A-system:

tr φ+
AB1(IA ⊗ Pμ)(IAB1 ⊗ Q′

α) = 1

d
tr Pμ(IB1 ⊗ Q′

α) .

The remaining trace is on (Cd)⊗N . The operator Pμ refers to the SN -action, while Q′
α

refers to theU (d)-action byU⊗(N−1) on B2 . . . Bn . Equivalently, we can define Q′
α with

respect to the SN−1 action by permuting the last N−1 tensor factors. Using Schur–Weyl
duality and the branching rule for restricting SN to S1 × SN−1:

(Cd)⊗N =
⊕

μ

V d
μ ⊗Wμ =

⊕

μ

V d
μ ⊗

⊕

i :α=μ−εi partition

Wα

And hence

1

d
tr Pμ(IB1 ⊗ Q′

α) = 1

d
dim(V d

μ ) dim(Wα)

in the case of interest. Comparing this with Eq. (A.1), we obtain the following result:

tμ,i = 1

d

dim(V d
μ )

dim(V d
α )

dim(Wα)

dim(Wμ)

if α = μ − εi is a partition, and otherwise zero. These are the desired eigenvalues of
T (N ). ��
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B. A Family of Explicit Protocols for Deterministic PBT

Guessing a good candidate density cμ with a simple functional form for the optimiza-
tion in Eq. (3.6) yields a protocol with performance close to the achievability bound
Theorem 1.5.

Theorem B.1. For fixed but arbitrary dimension d, there exists a concrete protocol for
deterministic PBT with entanglement fidelity

F ≥ 1− d4(d + 3)

2N 2 − O(N−3)

Proof. Assume that N/d2 is an integer (otherwise use only the first d2
⌊

N
d2

⌋
ports). Let

cμ be defined such that

q(μ) = cμ p(μ) =
{

ηN
(
R2 − r(μ)2

)2
r ≤ R

0 else,

with

r(μ) = ‖μ− μ̂‖2,
μ̂ =

(
(2d − 1)

N

d2
, (2d − 3)

N

d2
, . . . ,

N

d2

)
,

R = √
2
N

d2
,

and

ηN =

⎛

⎜⎜
⎝

∑

μ∈μ̂+�d
r(μ)≤R

(
R2 − r(μ)2

)2

⎞

⎟⎟
⎠

−1

is a normalization factor that ensures that q is a probability distribution. μ̂ has Euclidean
distance R from the boundary of the set of Young diagrams, i.e. all vectors μ ∈ μ̂ +�d
such that ‖μ−μ̂‖2 ≤ R are Young diagrams.We extend the probability distribution q to
be defined on all v ∈ μ̂+�d for convenience. Let B

�d
L (v0) = {v ∈ v0 +�d |‖v−v0‖2 ≤

L}. We now look at the PBT-fidelity for the protocol using the density cμ. First note that
the formula Eq. (3.6) can be rearranged in the following way,

d2F =
∑

α�d N−1

⎛

⎝
∑

μ=α+�

√
q(μ)

⎞

⎠

2

=
∑

α�d N−1

∑

μ,μ′=α+�

√
q(μ)q(μ′)

=
∑

μ�d N

∑

μ′=μ+�−�

√
q(μ)q(μ′).
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In the last line, the notation μ′ = μ + � − � means summing over all possibilities
to remove a square from μ and adding one, including removing and adding the same
square. Noting that all vectors in B�d

R (μ̂) are Young diagrams, we can write

d2F =
∑

μ∈B�d
R (μ̂)

d∑

i, j=1
1BR(μ̂)(μ + ei − e j )

√
q(μ)q(μ + ei − e j )

=
∑

μ∈B�d
R (μ̂)

q(μ)

d∑

i, j=1
1BR(μ̂)(μ + ei − e j )

√
q(μ + ei − e j )

q(μ)

=
∑

μ∈B�d
R (μ̂)

q(μ)

d∑

i, j=1
1BR(μ̂)(μ + ei − e j )

(
1 + 2

gi j (μ)− 1√
f (μ)

)

=
∑

μ∈B�d
R−√2

(μ̂)

q(μ)

d∑

i, j=1

(
1 + 2

gi j (μ)− 1√
f (μ)

)

+
∑

μ∈B�d
R (μ̂)\B�d

R−√2
(μ̂)

q(μ)

d∑

i, j=1
1BR(μ̂)(μ + ei − e j )

(
1 + 2

gi j (μ)− 1√
f (μ)

)
.

(B.1)

Here we have defined the functions

gi j (μ) = μ j − μ̂ j − μi + μ̂i

and

f (μ) =
(
R2 − r(μ)2

)2
.

The last equation holds because ‖ei − e j‖2 = (1− δi j )
√
2, i.e. for all μ ∈ B�d

R−√2
(μ̂)

and all 1 ≤ i, j ≤ d we have μ + ei − e j ∈ B�d
R (μ̂).

We can bound the normalization constant as follows. Denote by P(�d) the unit cell
of �d with smallest diameter, � . The volume of the unit cell is

√
d , which can be

seen as follows.8 A basis for the lattice �d = {v ∈ Z
d : ∑d

i=1 vi = 0} is given by
B = {bi }d−1i=1 , where bi = e1 − ei+1. It follows that M = BT B is a (d − 1)× (d − 1)-
matrix with all diagonal elements equal to 2 and all off-diagonal elements equal to 1.
The matrix M has one eigenvalue d corresponding to the eigenvector

∑d−1
i=1 ei , and

d − 2 eigenvalues 1 corresponding to the eigenvectors e1 − ei+1, respectively. Hence,
det(�d) =

√
d .

Let further g : R�d → �d be the function such that for all x ∈ R�d there exist
γi ∈ (−1/2, 1/2], i = 1, . . . , d − 1 such that

x = gN (x) +
d−1∑

i=1
γi ai .

8 For a general lattice Ld ⊂ R
d with basis B = {b1, . . . , bm } (where m ≤ d), the volume of the unit cell

of Ld is equal to det(Ld ) =
√
det(BT B).
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Heuristically, g is the function that maps every point in the (d − 1)-dimensional sub-
space �d lives in to the lattice point v in whose surrounding unit cell it lies, where the
surrounding unit cell is here the set {v +

∑d−1
i=1 γi ai |γi ∈ (−1/2, 1/2]}, i.e. the point

lies in the center of the cell. As f is nonnegative, we have with l as defined above
that

η−1N =
∑

μ∈B�d
R (μ̂)

f (μ)

≤ 1√
d

∫

B
�d
R+�/2(μ̂)

f (gN (x))dx

≤ 1√
d

∫

B
�d
R+�/2(μ̂)

f (x)dx

+
1√
d

∫

B
�d
R+�/2(μ̂)

�

2
max

x ′:‖x−x ′‖2≤�/2

∥
∥(∇ f )(x ′)

∥
∥
2 dx (B.2)

The gradient of f is given by

(∇ f )(x) = −4(R2 − ‖x‖22)x .
We can bound

|4(R2 − (r ± l)2)(r ± l)| ≤ 4(R2 − (r − l)2)(r + l),

so

1√
d

∫

B
�d
R+�/2(μ̂)

�

2
max

x ′:‖x−x ′‖2≤�/2

∥∥(∇ f )(x ′)
∥∥
2 dx

≤ 1√
d

∫

B
�d
R+�/2(μ̂)

�

2
4(R2 − (r(x)− �/2)2)(r(x) + �/2)dx

= 2� vol(Sd−2)√
d

∫ R+�/2

0
rd−2(R2 − (r − �/2)2)(r + �/2)dr

= 2� vol(Sd−2)√
d

(
1

d
− 1

d + 2

)
(R + �/2)d+2 + O(Rd+1).

Here, we changed into spherical coordinates with origin in μ̂ in the third line, and
vol(Sd−2) is the volume of the (d − 2)-dimensional sphere. Turning to the first term in
Eq. (B.2), we calculate

∫

B
�d
R+�/2(μ̂)

f (x)dx =
∫

B
�d
R+�/2(μ̂)

(R2 − r(x)2)2dx

= vol(Sd−2)
∫ R+�/2

0
rd−2(R2 − r2)2dr

= vol(Sd−2) (R + �/2)d+3
(

1

d − 1
− 2

d + 1
+

1

d + 3

)

= 8 vol(Sd−2) (R + �/2)d+3

d3 + 3d2 − d − 3
.
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Combining the last two equations, expanding the polynomials of the form (R + �/2)k

and using the power series expansion of 1/(1 + x) we finally arrive at

ηN =
√
d
(
d3 + 3d2 − d − 3

)

8 vol(Sd−2)
R−(d+3) + O(R−(d+4)).

Returning to equation Eq. (B.1), let us first bound the magnitude of the last term. To this
end, observe that for r(μ) ≥ R −√

2, we have

√
f (μ) = (R2 − r(μ)2)

≤ 2
√
2R.

Furthermore we have that

1BR(μ̂)(μ + ei − e j )

(
1 + 2

gi j (μ)− 1√
f (μ)

)
≤ 1 + 2

2R√
f (μ)

,

and hence

∑

μ∈B�d
R (μ̂)\B�d

R−√2
(μ̂)

q(μ)

d∑

i, j=1
1BR(μ̂)(μ + ei − e j )

(
1 + 2

gi j (μ)− 1√
f (μ)

)

≤ d2ηN

∑

μ∈B�d
R (μ̂)\B�d

R−√2
(μ̂)

(
f (μ) + 2

√
f (μ)R

)

≤ d2ηN

∑

μ∈B�d
R (μ̂)\B�d

R−√2
(μ̂)

((
2
√
2R

)2
+ 4
√
2R2

)

≤ 4(2 +
√
2)d2R2ηN

∣∣∣B�d
R (μ̂)\B�d

R−√2
(μ̂)

∣∣∣.

To bound the number of lattice points in the spherical shell B�d
R (μ̂)\B�d

R−√2
(μ̂), note

that i) each lattice point is surrounded by its own unit cell, and ii) these cells have diam-
eter �. Therefore all these unit cells are disjoint subsets of a shell of width

√
2 + �, and

hence we have the bound
∣∣∣B�d

R (μ̂)\B�d

R−√2
(μ̂)

∣∣∣ ≤ vol Sd−2(R + �)d−2(� +
√
2).

Combining the bounds we arrive at

∑

μ∈B�d
R (μ̂)\B�d

R−√2
(μ̂)

q(μ)

d∑

i, j=1
1BR(μ̂)(μ + ei − e j )

(
1 + 2

gi j (μ)− 1√
f (μ)

)
= O(R−3)

Turning to the first expression on the right hand side of Eq. (B.1), we observe that both
the set B�d

R−√2
and the distribution q are invariant under the map μ �→ 2μ − μ̂, i.e.
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central reflection about μ̂. Therefore the sum over gi j (μ), which is linear in μ − μ̂,
vanishes, i.e.

∑

μ∈B�d
R−√2

(μ̂)

q(μ)

d∑

i, j=1

(
1 + 2

gi j (μ)− 1√
f (μ)

)

=
∑

μ∈B�d
R−√2

(μ̂)

q(μ)

d∑

i, j=1

(
1− 2

1√
f (μ)

)

=
∑

μ∈B�d
R (μ̂)

q(μ)

d∑

i, j=1

(
1− 2

1√
f (μ)

)
−

∑

μ∈B�d
R (μ̂)\B�d

R−√2
(μ̂)

q(μ)

d∑

i, j=1

(
1− 2

1√
f (μ)

)

≥ d2 − ηN

⎛

⎜
⎜
⎝2

∑

μ∈B�d
R (μ̂)

√
f (μ) +

∑

μ∈B�d
R (μ̂)\B�d

R−√2
(μ̂)

√
f (μ)

(√
f (μ)− 2

)
⎞

⎟
⎟
⎠

Using the same argument as for bounding ηN , we find

∑

μ∈B�d
R (μ̂)

√
f (μ) ≤ 2� vol(Sd−2)√

d

∫ R+�/2

0
rd−2(R2 − (r − �/2)2)dr

= vol(Sd−2)Rd+1

(d2 − 1)
√
d

+ O(Rd).

The second term is bounded in the same way as the spherical shell sum above, yield-
ing

ηNd
2

∑

μ∈B�d
R (μ̂)\B�d

R−√2
(μ̂)

√
f (μ)

(√
f (μ)− 2

)
= O(R−3).

Combining all bounds, we arrive at

F ≥ 1− d3 + 3d2 − d − 3

d2 − 1
R−2 + O(R−3) = (d + 3)R−2 + O(R−3).

Using R = N
d2

we obtain the final bound

F ≥ 1− d4(d + 3)

2N 2 + O(R−3).

��

C. The Maximal Eigenvalue of a 2 × 2 GUE0 Matrix

The maximal eigenvalue λmax(G) of a 2× 2 GUE0 matrix G can be easily analyzed, as

λmax(G) =
√

1
2 trG

2.

Lemma C.1. For X ∼ GUE0(2),
√
2λmax(G) ∼ χ3, where χ3 is the chi-distribution

with three degrees of freedom.9 Consequently, E [λmax(G)] = 2√
π
.

9 This distribution is also known as the Maxwell–Boltzmann distribution.
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Proof. By definition, the probability density of GUE(d) is

pGUE(M) = (2π)−
d2
2 exp

(
− tr M2

2

)
,

and therefore we get

pGUE0(G) = (2π)−
d2−1
2 exp

(
− tr G2

2

)
,

for the density of GUE0.WritingG =∑3
i=1 xiσi with the Pauli matrices σi , i = 1, 2, 3,

we see that the xi are independent normal random variables with variance 1/2, and

λmax(G) =
√
trG2

2
=
√√√√

3∑

i=1
x2i ,

proving the claim. ��

D. Technical Lemmas

The following “mirror lemma”, also called “transpose trick”, is well known in the liter-
ature, and can be proven in a straightforward way:

Lemma D.1 (Mirror lemma, transpose trick). Let {|i〉}di=1 beabasis and |γ 〉 =
∑d

i=1 |i〉|i〉
be the unnormalized maximally entangled state. For any operator X,

I ⊗ X |γ 〉 = XT ⊗ I |γ 〉,
where XT denotes transposition of X with respect to the basis {|i〉}di=1.

The maximization in the definition of the diamond norm can be carried out explicitly
for the distance of two unitarily covariant channels. This is the statement of the following
lemma, which is a special case of a more general result about generalized divergences
proven in [69].

Lemma D.2 [69]. Let �
(i)
A→A for i = 1, 2 be unitarily covariant maps. Then the maxi-

mally entangled state |φ+〉AA′ is a maximizer for their diamond norm distance, i.e.,
∥
∥∥�(1)

A→A −�
(2)
A→A

∥
∥∥� =

∥
∥∥
(
�

(1)
A→A −�

(2)
A→A

)
(φ+

AA′)
∥
∥∥
1
.

The following Lemma from Ref. [5] shows that the entanglement fidelity and the
diamond norm distance to the identity channel are even in a 1-1 relation for unitarily
covariant channels.

Lemma D.3 [5]. For a unitarily covariant channel � : A → A,

‖ idA−�‖� = 2
(
1−√

F(�)
)

.

We need an explicit limit of certain Riemann sums. The proof of the following can,
e.g., be found in [70].
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Lemma D.4. Let f : R+ → R+ be nonincreasing such that the (proper or improper)
Riemann integral

b∫

a

f (x)dx

exists for all a, b ∈ [0,∞] with a < b. Then

lim
n→∞

1

n

gn∑

i=1
f

(
c + i

n

)
=

g∫

0

f (x)dx

for all c ≥ 0 and g ∈ [0,∞].
The following lemma provides the volume of the simplex of ordered probability

distributions as well as the volume of its boundary.

Lemma D.5. Let

OSd−1 =
{

x ∈ R
d
∣∣
∣∣
∑

i

xi = 0, xi ≥ xi+1, xd ≥ 0

}

be the simplex of ordered probability distributions. The volume of this simplex, and the
volume of its boundary, are given by

vol(OSd−1) = 1√
d((d − 1)!)2 , and

vol(∂OSd−1) = vol(OSd−1)
(
d(d − 1)2√

2
+
√
d(d − 1)3/2 +

√
2(d − 1)

)
, (D.1)

respectively.

Proof. OSd−1 is given in its dual description above, let us therefore begin by finding its
extremal points. These are clearly given by

vi =
(
1

i
, . . . ,

1

i
, 0, . . . , 0

)
,

i.e. the i th extremal point has i entries 1
i and d − i entries 0. The supporting (affine) hy-

perplanes Hi of the facets Fi , i = 1, . . . , d of OSd−1 in V (d−1)
0 = {

x ∈ R
d |∑i xi = 0

}

are given by the normalized normal vectors

ni = ei − ei+1√
2

, i = 1, . . . , d − 1, and

nd = 1√
d(d − 1)

(1, . . . , 1,−d + 1).

Now note that the facet Fd = {x ∈ OSd−1|xd = 0} is equal to OSd−2, and the volume
of a (d − 1)-dimensional pyramid is given by the product of the volume of its base and
its height, divided by d − 1. Therefore we get the recursive formula

vol(OSd−1) = 1

d − 1
vol(OSd−2)hd ,
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where we have defied the distance hi between vi and Hi . Let us calculate hd . This can
be done by taking the difference of vd and any point in Hi and calculating the absolute
value of its inner product with nd . We thus get

hd = |〈nd , vd − v1〉|
= 1√

d(d − 1)

∣∣∣∣−
d − 1

d
+ (d − 2)

1

d
− d − 1

d

∣∣∣∣

= 1√
d(d − 1)

.

The recursion therefore becomes

vol(OSd−1) =
√
d − 1

d

1

(d − 1)2
vol(OSd−2).

The claimed formula for the volume is now proven by induction. OS2 is just the line
from (1, 0) to (1/2, 1/2), so its volume is clearly

vol(OS2) = 1√
2
= 1√

2(1!)2 ,

proving Eq. (D.1) for d = 2. For the induction step, assume that the formula Eq. (D.1)
holds for d = k − 1. Then we have

vol(OSk−1) =
√
k − 1

k

1

(k − 1)2
vol(OSk−2)

=
√
k − 1

k

1

(k − 1)2
1√

k − 1((k − 2)!)2
= 1√

k((k − 1)!)2 .

For the boundary volume, we can use the pyramid volume formula again to obtain

vol(OSd−1) = 1

d − 1
vol(Fi )hi ,

i.e. we obtain the formula

vol(∂OSd−1) =
d∑

i=1
vol(Fi )

= (d − 1) vol(OSd−1)
d∑

i=1

1

hi
.

We calculate the heights hi for i �= d. For 1 < i < d we get in the same way as above
for i = d,

hi = |〈ni , vi − v1〉|
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= 1

i
√
2
.

for i = 1 we calculate

h1 = |〈n1, v1 − v2〉|
= 1

2
√
2
.

Therefore we get the boundary volume

vol(∂OSd−1) = (d − 1) vol(OSd−1)
(

2
√
2 +

√
d(d − 1) +

√
2
d−1∑

i=2
i

)

= (d − 1) vol(OSd−1)
(√

2 +
√
d(d − 1) +

d(d − 1)√
2

)

= vol(OSd−1)
(
d(d − 1)2√

2
+
√
d(d − 1)3/2 +

√
2(d − 1)

)
.
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34. Christandl, M., Şahinoğlu, M.B., Walter, M.: Recoupling coeffcients and quantum entropies. Ann. Henri
Poincaré 19(2), 385–410 (2018). arXiv:1210.0463 [quant-ph]

35. Christandl, M., Harrow, A.W., Mitchison, G.: Nonzero Kronecker coefficients and what they tell us about
spectra. Commun. Math. Phys. 270(3), 575–585 (2007). arXiv:quant-ph/0511029

36. Johansson,K.:Discrete orthogonal polynomial ensembles and thePlancherelmeasure.Ann.Math. 153(1),
259–296 (2001). arXiv:math/9906120 [math.CO]
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