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1. Introduction

Quantum transport in quantum-size structures has become rather important with the recent progress in crystal growth
technology and the designing of heterostructure nanoelectronic devices. In these applications, material property is spatially
dependent and anisotropic, and accordingly, the Schrodinger equation is equipped with an effective mass term to incorporate
the spatial variation [42,49]. The simulations have been used to understand, for example, the electron dynamics in a crystal
with slowly varying composition, the current-voltage characteristics of quantum-well resonant tunneling diodes, among
many others [9,15,16,38,47,50]. The mathematical studies are concentrated on the derivation of the model from the classical
Schrodinger equation by analyzing the electronic band structure [1,2,12,39,45]. In many of these examples, one cannot
typically a-priori uniquely determine the effective mass term experimentally, and thus randomness is included to describe
the inhomogeneity. In other examples, the effective mass needs to be specifically designed for the device to have certain
desirable property, such as cloaking [53], and for such an inverse problem, a thorough understanding of the forward problem
with random media is a necessity.

We are interested in deriving the asymptotic limit of the following varying-mass Schrédinger equation

1
iedul (t, x) + ESZVX - (mE(t, x)Vyul (t, %) =0, (1.1)

where t >0, x € R? with d € N and € < 1 is the rescale Planck constant. The varying mass m® is assumed to be random
and highly oscillatory, with a given covariance matrix in time and space. We shall assume that u® decays fast enough at
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infinity to validate all the derivations. One goal of the paper is to show that in the ¢ — 0 regime, the Wigner transform of
the solution converges to a special radiative transfer equation.

The problem is motivated by a fact that simulating (1.1) is extremely challenging in the classical regime (¢ <« 1), and
deriving its asymptotic limit helps in guiding the design of the numerical scheme. The challenges are two-folded. In de-
terministic regime, m® (t, x) is a deterministic highly oscillatory function in (t, x), and the oscillation is seen in the solution
u? as well. Standard numerical solvers, in order to be accurate, have to resolve the small wavelength in u®(t, x). A typical
example is the standard finite difference method used in [35,36] that requires a mesh size and time step of order o(¢).
The time-splitting spectral method [7,8] was developed to solve the Schrédinger equation with constant mass and varying
potential term, and it fully makes use of the fast Fourier transform (FFT) to enhance computing speed. It does improve the
mesh size to be of order O(¢) for constant-mass Schrédinger equation, but its application to VMSE does not appear to be
straightforward. A bigger problem comes from the randomness in m®. Since only the covariance of m¢ is given, numerically
one has to find many realizations and compute the deterministic Schrédinger equation before calculating the ensemble
mean or variance of the solution. The computational cost of each realization, however, increases at least algebraically as
& — 0, as details in the random fluctuation become more and more important.

Many works are done to overcome the first difficulty, that is to obtain accurate numerical solutions without mesh re-

solving. One main approach is to explore the WKB-type ansatz, e.g., Gaussian beam methods [25,28] and frozen Gaussian

approximation [21,33]. To a large extent, one applies the WKB-type ansatz u®(t,x) = A(t, x) exp(is(+")) and derive the

eikonal equation for S(t,x) and transport-like equation for A(t, x), with small scale & eliminated from the dynamics of
S(t,x) and A(t, x). No such types of methods have been applied to efficiently solve (1.1) in the literature yet, not to men-
tion its application to systems that present randomness. Another competing approach is to firstly derive, directly from the
equation using the Wigner transform, the asymptotic limit on the theoretical level, and then impose numerical tricks that
take advantage of the theoretical understandings. The hope is to develop methods that are “asymptotic preserving” (AP),
meaning the methods preserve the asymptotic limit automatically with mesh size relaxed from small scale requirement.
Methods such as [7,8,13,14,24,26,27,44] are all of this type.

We use the second approach in this paper. In particular, we are not yet interested in developing AP schemes, but rather
deriving the asymptotic limit of VMSE (1.1) first using the Wigner transform [18], a main tool in classical theory. The
literature on deriving the asymptotic equations for wave propagation in random media is very rich [4-6,10,11,13,14,17,19,
34,46]. Most of the work starts with the Schrédinger equation with constant mass, and the randomness and high oscillations
are introduced through the potential term. When it is the effective mass term that is random and highly oscillatory, the
process of the derivation is similar but is much more delicate, as will be detailed later in this paper. As a proof of concept,
we numerically demonstrate the derived radiative transfer equation by computing and comparing its solution to the one of
VMSE (1.1), and show that the two solutions agree.

We note that the computation of the limiting Wigner equation is rather standard: we apply the standard WENO method.
To compute VMSE as the reference is significantly harder due to the above listed reasons. To deal with the randomness, we
employ the recent development in uncertainty quantification, and utilize KL (Karhunen-Loéve) decomposition [32,51] for
representing the randomness, upon which, Monte Carlo sampling is used for each random component. For a high accuracy,
a large number of random variables are included to present the fine structure of the randomness, and accordingly, fine
discretization in the spatial domain is needed. We have not been able to find examples in the literature that study the
asymptotic limit numerically except an attempt using Monte Carlo solver for wave equation in [6].

The rest of the paper is organized as follows. To better illustrate the derivation, we start with a simpler case where
m® = my(t,x) is deterministic, and independent of &, and derive the limiting radiative transfer equation by the Wigner
transform in Section 2. In Section 3, we systematically introduce the derivation of the limiting equation for the varying-
mass Schrodinger equation (1.1) with random heterogeneities. We present our numerical validation in Section 4 and make
conclusive remarks in Section 5.

2. Wigner transform of VMSE in the deterministic setting

As a preparation, in this section, we first derive the classical limit for VMSE (1.1) with deterministic and slow-varying
mass. The extension to incorporate the randomness is left to Section 3. This is to consider:

iedrul (t, x) + %EZVX (Mo (t, x) Vxu® (t,%) =0, u®(0,x) =uf(x). (2.1)

The varying mass mg is a real function of x and is independent of ¢. It is taken to be deterministic. u® is a complex function
and is associated with some primary physical quantities. The most basic ones are particle density p¢ and current density
J¢, which are calculated by

Pt x) = [ué(t, x>, JE(t,x)=¢elm (mo(t,x)uf(t,x)qu"?(t,x)) .
They are both quadratic functionals of u®(t, x). It is straightforward to derive the following conservation law:

dp° + Vx- J° =0.
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A more general definition of physical observables can be given using phase space symbols and Weyl quantization [22]. To
make it more explicit, for T > 0, let {a(t)}te0,11 C S'(R24y be a family of tempered distributions serving as symbols, then
using Weyl quantization, we can define a family of pseudo-differential operators {a"(t, X, €Dy)}tefo,7] On Schwartz space
S@RY: for each t € [0, T]

W 1 / ( X
(a (t,x,er)f)(X)——(zﬂ)d alt,

R2d

+y

,ak) f(y)e®Vkdydk, (2.2)

where €Dy = —ieVy. The expectation value of the symbol a(t) at time t is then defined as a quadratic functional of wave
function u®(t):

alu® ()1 = (u® ©), a™ (¢, x, e DU (1)) (2.3)

2>

where (-, -);2 denotes the L2-inner product.

Remark 2.1. We consider Schwartz solutions of VMSE (2.1) in the following. Suppose mg and all its derivatives are bounded,
ie, mg € C([0, T] x RY) with

107 9%mo(t,x)| <Cap VaeN?, BeN, (t,x)€[0,TIxR?, (2.4)
and that my satisfies elliptic condition

mo(t,x) >C >0, V(,x)e[0,T]x RY, (2.5)
then by the regularity theory of evolution equations [29,30], there is a unique Schwartz solution in C®([0, T]; S(RY)) to
the VMSE (2.1) with uf € S(RY).

Wigner transform is a technique explored in [41] for the Schrédinger equation with random potential, and has been
demonstrated as a very powerful tool for investigating the classical limit [18]. Fixed & > 0, given uf(t) € S(RY), it is defined
as a function on the phase space:

1 . _
WE(t, x, k) = o) /e"‘yug (t,x - §y>u€ <t,x—|— gy)dy. (2.6)
Rd

Here u? is the complex conjugate of uf. Thus, the Wigner transform maps function on S(R?) to S(R2). This definition is
essentially the Fourier transform of

ua><us

in the y variable.

The Wigner transform loses phase information: meaning for any S(t), the Wigner transform defined by u®(t) and that
defined by u® (t)e'S® are the same, and hence cannot capture the phase difference S(t). Moreover, it is not guaranteed that
WE(t) is positive, and thus it does not serve directly as the particle density on the phase space. However, the quantum
expectation of physical observables can be easily recovered using the Wigner function, namely,

(5o e 9)

alu® ()] = (e (t), a" (t, x, eDy)uf ()2 = /a(t, x, K)YWE(t, x, k)dxdk . (2.7)
R2d

In particular, the first and second moments of Wé(t, x, k) in velocity k provide the particle density p®(t,x) and the
current density Jé(t, x):

/Ws(t, x,kydk = p°(t, x), /mo(t, XKWE(t, x, k)dk = Jé(t, x). (2.8)
RY R¢

By plugging in the Schrédinger equation, we derive the equation satisfied by W¢ in the following Lemma.

Lemma 2.2. Suppose ué € C([0, T]; S(RY)) solves the VMSE (2.1) with mg satisfying (2.4) and (2.5). Then the Wigner transform
WE € C%([0, T]; S(R2)) of u® satisfies the Wigner equation

1
IWE(t, x, k) + gQﬁ:W’“’(t, x, k) + QSWe(t,x, k) =e Q5WE(t, x, k), 2.9)

We(0,x,k) =W/ (x, k),



S. Chen, Q. Li and X. Yang Journal of Computational Physics 438 (2021) 110365

where the operators QF’s are given by

k|2 [ elP* _ ) g &
& & — &€ _ _ & e
QIWe(t, x, k) = 5 /(Zn)dmo(t,p)l[W (t,x,k zp) 7% (t,x,k—i—zp)]dp (2.10)
Rd
QSWE(t, x, k)
k elP e ¢ (2.11)
=3 on )dmo(t D) [VXW (t X, k—fp)+VxW (t X, k+ = p)]dp :
Rd

QSWE(t, X, k)

:1 / (;::dmo(f p)i I:AxWE (t X, k— —p) AWE (t, X k4 %p)] dp
| (2.12)

1 [ elPx | ) € &
L[ ool [ (ex k= £p) W (e.x e+ Sp)]ap.
8/(2n)d o(t, P)ilpP2| =P +5p)|dp
R

The spatial Fourier transform of my(t) is defined by

fo(t, p) = / e P2 my(t, z)dz. (213)
Rd

In addition, W is the Wigner transform of initial condition uj € S (RY).

The derivation is rather tedious, and we leave it to Appendix A.
We now turn to the derivation of classical limit. Formally, we let ¢ — 0 in the operator Q/'s and obtain:

1 ee Ik|*
S QWA x k) = ==~ Vamo (%) - VeWO(t, x, k) + 0 (&%),

and
QSWE(t, x, k) = mo(t, )k - VxWO(t, x, k) + 0(e%).

This leads to the Liouville equation as a limit for (2.9)

2
atw (t, x, k) +mo(t, x)k - VXW (t,x, k) — %meo(t X) - VkW (t,x, k) + O(s )=0 (2.14)

Without the higher order terms, this limiting equation is the push-forward of the initial data

WOt x, k) = Wi(O_¢(x, k), (2.15)

under the flow that is generated by the Hamiltonian H(t, x,k) = 1mo(t, x)|k|, with the trajectories 6; : R% — R?? follow
the ODE:

. 1
k=mo(t, Xk, k=—§|k|2me0(t,x) (2.16)
equipped with initial data:

x(0,y,p)=y, k@O, y,p)=

The formal derivation above on obtaining asymptotic limit can be made rigorous. Indeed it is a direct consequence of
the following classical result [18,31]:

Theorem 2.3 (Modification of Theorem 6.1 in [18]). Consider the Cauchy problem
iedu® — (PHW(t,x,eD)uf =0, uf(0,x) =uf(x), (217)
fort > 0, x € RY, where the Weyl operator (P£)W(t, x, £ Dy) is associated with the symbol P (t, x, k). Assume the symbol satisfies:

4
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i) 3o e R, for all o, B € N, there exists Cy g > 0, such that foralln,m e {1,...,d}, and for all & € (0, &9}, we have
80{+/3
XL kD

forall (t,x,k) € [0, T] x R4,
ii) (P&)W(t, x, eDy) is essentially self-adjoint on L2(RY),
iii) PE(t,x, k) = PO(t,x,k) + £QO(t, x, k) + o(e) uniformly in C([0, T]; C.(R%)).

loc

PE(t, %, k)| < Ca.p(1+ k)P, (2.18)

Then, if the initial data uj is bounded in L2(RY), the Wigner transform We (t) € S’ (R2) of ué(t), as € — 0, converges uniformly on

[0, T] (in weak-x sense) to the solution of
aWO(t, x, k) + Vi PO(x, k) - ViW O (x, k) — Vi PO (x, k) - ViWO(t, x, k) =0, 219)
WO, x, k) = WP(x, k), '

where the initial data W[0 is the (weak-) limit of Wigner transform of u{ as & — 0. Furthermore, if the initial data uy is e-oscillatory,
of which we refer to [18] for the definition, then the particle density

pE(t, x) = [u(t, x> — p°(t, x) =/W0(t, x, kydk,
Rd

uniformly on [0, T] as well.
Our theorem for VMSE is a direct corollary of the theorem above, applied on the equation with varying mass:

Theorem 2.4. Suppose the mass my satisfies (2.4) and elliptic condition (2.5), then the Wigner transform W€ (t) of u®(t), the solution
to VMSE (2.1) with initial condition uf € SR, converges uniformly on [0, T] (in weak-* sense) to the measure WO(t) € &' (R9)
that solves:

0 0 [k|> 0
OWEE X, k) +mo (L, )k - Vx WL, x. k) — == Vmo (£, X) - VW (L, %, k) =0, (2.20)
WO(0,x, k) = WP(x, k),
with the initial data Wl0 being the (weak-+) limit of Wigner transform of uf.
Proof. This is a direct corollary of the previous theorem. To prove it amounts to deriving the symbol for the equation and
justifying the assumptions on the symbols. To derive the symbol, we first compare VSME with

iga.u® — (PHW(t, x, eDy)u’ =0. (2.21)
Then

(PEYV(t, x, D)UY (%) = —182% - (mo(t, X)Vxu®(t, x))

2 2.22)
1 1 2.
= —iszvxmo(t, X) - Vub(t,x) — 5szmo(r, X)AxUE(t, X).

Recall first the connection between the left symbol and differential operator:

(PE(t, x, eDy)u®) (x) = / P{ (t, x, k) f(y)e'®Vkdydk,

R2d

@m)d
we have the left symbol for (P€)W(t, x, eDy) to be

e 1
PE(t, x, k) = =ik Vamo(t,X) + Smo(t, x)|k|?. (2.23)

We then recall the change of quantization formula [37] that connects the left symbol and the Weyl symbol:

(=D)lelgle] 1
PE(tx. k)~ Y 05 P tx+ 0.k

i : (2.24)
oe

6=0

to finally obtain:
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1 1
PE(t, x, k) = Smo(t, X)|k|> + gszAxmo(t, X). (2.25)

This symbol apparently satisfies the three assumptions in Theorem 2.3 given the condition of mg in (2.4), with PO(t, x, k) =
%mo(t, x)|k|. This concludes the proof. O

Remark 2.5. The results in [18] are vastly general, and its application in our setting can also be extended greatly. Indeed,
the derivation for the VMSE with a potential term is also straightforward. Let the VMSE be:

1
iedeu®(t, x) = _igzvx - (mo(t, x)Vxu®(t, X)) + V(t, 0u(t,x), u®(0,x) =uf(x), (2.26)
then the Weyl symbol, according to our derivation is then given by
1 1
PE(x k) = Smo(t, IKI + £6® Axmo(t, 0 + V (£,%), (2227)

with PO(t, x,k) = Imo(t, x)|k|* + V (t, ). The PO is indeed the Hamiltonian in kinetic limit. With smoothness condition of
both mg and V, the asymptotic limit becomes:

k 2
HWO +mok - VWO — %meg B v/ VA VAL VAR v AR VA (2.28)

3. Semi-classical limit for VMSE with random perturbation
We consider the VMSE where the effective mass involves random perturbation, namely:
ieeu® + %szvx - (mf (¢, x)Vxu®) = 0, (3.1)
where the effective mass is

mé (t, x) =mo(t, x) + /em(t/e, x/€). (3.2)

While the leading order mg is assumed to be deterministic and smooth, we allow the random perturbation mq(t, x) to
present small scales at &. While the scale for the perturbation is at the order of /€, the oscillation is at the order of € for
both t and x. Furthermore we assume m; is mean-zero and stationary in both t and x with the correlation function R(t, x):

R(t,x) =E[mi(s,2)mi(t +s,x+2)] Vx,zeR%andt,seR. (3.3)
Taking the Fourier transform of the function in both time and space, one has:
R(w,p) = / e lws—ipzR (s 7)dsdz, (3.4)
Rd+1

then it is straightforward to show:

E[m1 (T, pyin (@, q)] = 2m) e " R(w, p)s(p +q). (3.5)
and

R(—w.p)=R(®.p). and R(w,—p)=R@.p).

We dedicate this section to the derivation of the classical limit of the equation above. We will show that

Main Result 3.1. In the zero limit of €, the Wigner transform of u®(t), which is the solution to the VMSE (3.1) with varying random
mass (3.2), solves the radiative transfer equation:

k? 1 1 A /M
WO mok- VWO — 2 Vo - VW' = / (k2R (SE (2 =) p—k) WO(p) —WO(oldp.  (36)
Rd

Derivation. In view of (2.9) in Lemma 2.2, noting that mg — mg + +/émy, the Wigner equation (3.1) is transformed to

1 1
QWS+ QW+ QWS + %7% WE 4 V/ePaWE = Q5WE + &3/2PsW* (3.7)

6
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where the operators Qf‘s are defined in (2.10)-(2.12), and P;’s are their counterparts defined by m;:

: K2 [ et : e (a1
W (LX,’():T ——m (T, p)i|W k——p k+§p dp
Rd

@m)d
(3.8)
1/elprﬁ(r yilp)? | we [k ! we k+1 d
— o | Sogmi(T. pi —5p) - 5 ;
8] an) 1(T, pijp 2p 217 p
R4
PWS(txk)—k/eipéﬁl(r vawe (k= 1p) 4 vowe (k+ 1p)|a (3.9)
2 XK= 2m) 1(T, p X 2p x 21) p, .
Rd
and
PWE(txk)—l/eipgrﬁ(r il agwe (k- L AW (k+2p) |d
3 =3 | amy 1(T, P x 219 x 2P D, (3.10)
Rd
where we use the fast variables
T= ! &=
el T gl
Explicitly spelling out the fast variables in W¢, one has:
1 1
WE(t, x, k) — WE(t, T,x,€,k), Vy— Vyx+ EV§ , O — O+ gat ,
and thus the leading orders in (3.7) become:
1 & & __ | |2 &
1
AWe = gmok - VeW?® +mok - ViW? + O(e),
& & 1 &€
EQSW* = — 2 Vo - Vi(Ae W) + Oe),
and
JEPWE =P, ( ) W +0We),
«/— 9
a
3/2 & &
2P, We =L p, ( ) We +0/e).
N
To perform the asymptotic expansion of the equation, we first write the ansatz
W€=W(0)+\/§W(l)+8w(2)+"’- (3.11)
By plugging the expansion above into (3.7), we have, at the order of O(1/¢):
WO £ mok-vew© =o, (312)

which suggests W© having no dependence on T and &, the fast variables. The next order is O(1/4/€), and the equation
writes:

WD +mok - vew®

2 2
/(2 i )<|k2| II;I )[W(O) <, %p)_w(m <k+%p>]dp. (313)

Since the only T dependence on the right hand side is in m(t, p), the equation can be solved explicitly using the Fourier
transform:

i2m)wOt, T, x, &, k)

ePSHOT iy (w, p)(4lk12 — |pI?) p (3.14)
_ ’ w© (j w© (k dpd
/ 8(iw + imok - p + 0) [ (‘ 2) <<+2)] pdw,

7
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where 6 is a regularization parameter, to be sent to 0 in the end, and M (w, p) is the space-time Fourier transform of mj:

my(w, p) = /e‘”‘“ml(r pydr. (3.15)
R
The following order is O(1) and is the order we use to close:

k?
dW @ +mok - v,w @ — ~ Vamo - viw ©

(3.16)
d d
+3:W® $mok- Ve W@ 4 pw® 4P, <£> w® =p, <£> w®,
Noticing
E[3; W® +mok - VeW @] =0, (317)
we eliminate the dependence on W ® in the equation and arrive at:
k?
dW @ +mok - VW © — ~ Vo - viw ©
(3.18)

=—E[PiWP]-E [732 (%) W(”} +E |:'P3 (%) W(])} .

Getting the simplified version of the equation and showing the radiative transfer equation limit amounts to analyzing
the terms on the right respectively. Since they are quite similar, we only present the calculation of terms corresponding

to P53 below. It essentially comes from plugging in W formula in (3.14) into it. For example, E [733 ( ) W“)] can be
simplified as:

O

1 elpé 1 1
=-E AWD (k—=p)—A:WD [k+=p])|d

3 an )dm1(r p)l[ £ ( 2p> £ +2p p

Rd

1 1 A 0 (3.19)
=—— —1p —kI*(p - k)R(w, p — k :

8 (2 / Ip —kI*(p - l)R(w, p <)(a)_%(pz_k2))2+92

Rd+1

WOk —wO(p)ldodp

o0 1 Ip—kI* 1 LMo 5 o 0 0
- SRR (220 =), p = k) Wt — WO (p)]dp,
) / 3 2(19 ) 5 (p ), P [ (k) (p)ldp
Rd+1
where we used
lim ——= =m8(x).
0—0 Xz =+ 92 ( )
Other terms in (3.18) can be similarly treated. The term corresponding to operator P; becomes:

—E[P1W(1)]
_ ke e'ré M @ (4 L
] e[ ) w0 o )]
Rd
/—eipé i (z, p)ilpl? [W“) <k—1p> w® <k+ p)]dp
J m)d ’ 2 (3.20)
L 1 s(Mo, > o © ©
= G [ 50 0R (507 k. p = k) WO - WO iy
Rd+1
t3am | Pk 500k (S0 -k~ k) W)~ WO pldp
Rd+1



S. Chen, Q. Li and X. Yang Journal of Computational Physics 438 (2021) 110365

and the term corresponding to operator 7, becomes:

=] (G) ]

k eiPé 1 1
__x. > N M 2
=-3 E /(zn)dm1(T,P)|:VgW (k 2p>+VgW (k+2p>]dp (3.21)

Rd

k 1 1 A /Mo 5 5 0
= —k)=(-OR(—= > =k, p—k) WOk — WO (p)idp.

2 @n) /(p )2(p <) (2 (p ), D )[ (k) (p)Idp

Rd+1

Inserting (3.19)-(3.21) into (3.18) and simplify, we have the leading order asymptotic limit of (3.7), concluding the proposi-
tion. O

Remark 3.2. With the formal derivation at hand, Main Result 3.1 can be potentially made rigorous with the perturbed test
function technique as shown in [5,40]. This is, however, beyond the focus of this article. According to the conditions listed
in [5] for the Schrédinger equation with random potential, to have the weak- convergence in L*°([0, T]; S’(R29)) in our
case here, it is expected that the Fourier transform of m; is a Markov process on the space of measures with bounded total
variation and uniformly bounded support. Other conditions may be needed as well. We leave the rigorous justification to
the future research.

4. Numerical result

As a proof of concept, we provide some numerical evidences for Theorem 2.4 and Main Result 3.1, the two results
respectively address situations with m® being completely deterministic and m® having random fluctuations.

4.1. Hlustration of Theorem 2.4
We present numerical evidence for Theorem 2.4 in this subsection.

4.1.1. Numerical setup
According to the theorem, the Wigner transform of solution to VMSE satisfies, in the leading order, the Liouville equation.
To compare the wave functions of VMSE and its Wigner limit, we evaluate the following two macroscopic quantities:

po(t,x):/WO(t,x,k)dk, pE(t, x) = |ué(t, %)%,
(41)
1o, x):mo(t,x)/kWO(t,x, kdk, JE(t, x) = elm (mo(t, x)uf(t,x)qug(t,x)).

As a computational setup, we set 2 =10, L] x [0, T], and choose the spatial mesh size Ax=L/M with M being an even
integer. The time step is denoted by At. The spatial and temporal grid points are denoted by x; = jAx, j=0,1,---, M, and
tp =nAt,n=0,1,2,---. The initial data for Schrédinger equation has a Gaussian form:

i
ué(x) = exp (—A(x —x0)% + - p0x> . (4.2)
The periodic boundary conditions are imposed

u®(t,0) =u’(t, L), oxu®(t,0)=0au(,L). (4.3)

In computation we will set L to be large enough and the periodic boundary condition plays minimum role.
Correspondingly, the transport equation (2.20) has initial data:

WP (x, k) = exp(—2A(x — x0)*)8(k — po) - (4.4)

For Schrodinger equation with potential term (2.26), we use standard Finite Difference method with the discretization
resolved, namely Ax = O(¢) and At =o(¢g). The Crank-Nicolson is applied in time, and spectral method is applied to treat
spacial discretization [7], namely: let Uj’" be the approximation of u®(x;, tp), then

Ue,n-H _ Us,n e
j i n+1/2 n+1 n+1/2 R
L =2 (D3 2 DRU Yy, + DY m 2 D3U S )
e,n+1 en (4.5)
i ustt 4 U8
_ lV{z+1/2 j j
g J 2
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with

e,n+1 &,n+1 &,n+1 &,n+1 e,0 & .
U™ =Uy", U = U UP =gk, Y

Here the super-index n is for time, while the lower-index j is for spatial grid point. We sample M grid points in the domain
[0, L]. The differential-operator D} is computed through spectral method:

M/2-1
Dby = 37 2 ipulie™™, (46)
I=—M/2
with
M-1
\ : M M
U = Ujem"WX | l=—— . .., ——1. 4.7
’ 1_2(:) J 272 (4.7)

To compute the deterministic Liouville equation (2.28), we use the particle method, that is to compute a large number
of ODE systems:

X =—kmgo(T —t, Xx)

. 0<t<T,x(0)=y,k(0)=p. 4.8
k= W aumg(T — 0+ V(T —t, o o MO TNEO=E @8

The final solution is WO(T, y, p) = W (x(T), k(T)). The equations (4.8) for trajectory can be efficiently solved with typical
ODE solvers. See also [48,52] for the discussions of the regularized delta function.

4.1.2. Numerical examples
We have two examples below. In the first examples, we set L =1.25 and T = 0.5. For the initial data (4.2) and (4.4), we
take A=27, po=1 and xo = 0.25. In the first example, we set

mo(t,x) = (1 +0.2sin(2rx))(1 + 0.2cos(2rt)), Vo(t,x)=0. (4.9)

To compute Liouville equation, we set the spatial size Ax =2710 and the frequency step Ak =210, The system (4.8) is
computed using MATLAB adaptive ODE solver with a prescribed error accuracy 10~8. To compute VMSE, we set £ =2~" and
we use the discretization:

At =213 Ax=2"""2 (4.10)

that resolves the scales.

In Fig. 1 we show the solution to the transport equation (2.20) at different time snapshots. The results are presented
both on the phase space, and on the physical domain, where we plot the density and the flux term. We then compare the
Schrédinger equation solution and the limiting Liouville equation solution. In Fig. 2a-Fig. 2b we present both the comparison
of the density o° and p¢ with different &, and the comparison of the flux J° and J¢ with different &. The convergence rate
is also shown in Fig. 2c and Fig. 2d, with the error quantified according to the following:

Errg=/|p°—p€|dx, Err‘j:/|]0—]5|dx (411)
R R

where we recall:

10t %) :mo(t,x)/kWO(t,x, kydk, JE(t,x) =elm (mo(t,x)ue(t,x)qua(t,x)) .

According to the numerical solution, the errors decay at a rate of 0(g2).

In the second example, we consider a more practical setting. The effective mass and the external potential terms are
selected to resemble a resonant tunneling diode, adopted from [42,43], as are shown in Fig. 3a. We choose L =2 and
T = 0.5. The effective mass mg is set to be

1—05exp (276
mo(X) = 11—0.5exp (27°

0, otherwise,

0.5<x<0.75
1<x<1.25 (4.12)

4 1
0.252 (0.75—x)(x—0.5) ’

4 1
0.252 (1.257><)<x71)>) ’

and the potential Vjy is

10
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Fig. 1. The left column shows the contour of W© in phase space and the right column shows the particle density p° = fWOdk and current density

J% =mg [ kWOdk. The mass mg (4.9) is t-dependent.

—6(_4 1
exp (27" 525 — (0.757x)(x70.5))> ’

Vo(x)= {exp (276

0, otherwise.

i_é))
0257 ~ 501/ )>

0.5<x<0.75
1<x<1.25

(4.13)

Note that in the original paper [42,43], both terms are piece-wise constants. The discontinuity is beyond what we analyze

in our paper and we smooth the transitions.

11
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Fig. 2. The plots (a)-(b) compare particle density p¢ with p° and current density J¢ with JO at T =0.5 for different ¢. The plots (c)-(d) show the errors
Err/ﬁ and Err? as a function of ¢. The decay rate suggests that both errors are of O (¢2). The mass mg (4.9) is t-dependent and potential Vo = 0.

We use the same initial data as the first example, and set the spatial size Ax =210 and the frequency step Ak =210

in the computation of Liouville equation. We set the rescaled Planck constant ¢ =2~ in VMSE and the discretization is
chosen to be

At=27"1""3 " Ax=2"""2, (4.14)

that resolves the scales. In Fig. 4 we show the solution to the transport equation (2.28). In Fig. 5a we compare p° and p®
with different ¢, and in Fig. 5b we compare J° and J¢. In Fig. 5¢ and Fig. 5d, we show the convergence of Errf) and Err? as

a function of &. According to the plot, the errors still decay at a rate of 0(g2).
4.2. lllustration of Main Result 3.1

We show the numerical results on illustrating Main Result 3.1 here, namely, we will compute VMSE with small ¢ and
random mass, and compare the numerical results, when taking expectation values, with that of the limiting radiative transfer
equation.

4.2.1. Numerical setup
As a set-up, we take the computational domain to be 2 =1[0, L] x [0, T], and set the correlation function to be:

R(t,x) =E[mi(s, 2)my(t +5,x+ 2)] = D? exp(—t/a—x/b), (4.15)
where a > 0,b > 0 and D? is the variance of mj.

12
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Fig. 3. The diagram of the potential Vo(x) (4.13) and the effective mass mo(x) (4.12) of the resonant tunneling diode.

We choose the initial data to have a Gaussian form:
i
uf (x) = exp (—A(x —x0)? + Epg)() . (4.16)
The periodic boundary conditions are imposed

ub(t,0) =u(t, L), du(t,0)=0awu(,L). (417)

Correspondingly the transport equation (3.6) has the initial data:

WP (x, k) = exp(—2A(x — x0)?)8(k — po) (4.18)

and it is equipped with periodic conditions:

W(t,0,k)=W(t,L,k), fort>O0andallkeR. (419)

Similar to the previous subsection, L is set to be large enough and the periodic boundary condition plays minimum role.
The computation of the limiting radiative transfer equation is rather straightforward. Due to the form of the correlation
function (4.15), one has

4ab D>
(1 +a?w?)(1+b%p?)°

Since mg is a deterministic slow-varying function, the equation composes of two transport terms, which we use a fifth-order
WENO scheme [23], and a collision operator, which we apply the trapezoidal rule to approximate.

There are more numerical difficulties regarding the computation of VMSE. The challenge is two-folded: dealing with the
randomness, and resolving the high oscillation. To handle the randomness, we perform the Karhunen-Loéve expansion by
setting [32]

Rw.p) = (4.20)

mi(t/e,x/e) =D ) [ifofyf (O W&, (4.21)

i,j=1

where &;; are ii.d. random variables with

E[&]1=0, E[E1=1, Vi, j=12,---.

The form of & depends on the field, and we numerically use either uniformly distributed random variable or Gaussian
random variable. A{ and crf are descending eigenvalues corresponding eigenfunctions v and d)f :

T L

[ =os=itno. [o ¥ saa=ofsn. (422

0 0

13
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Fig. 4. The left column shows the contour of W in phase space and the right column shows the particle density p° = fWOdk and current density
J% =mg [ kW dk. The mass mg (4.12) and potential Vg (4.13).

For the particular form of R defined in (4.15), it is shown in [51] that

2ag . 2be

=~ of=—0—
1+a2e2w? J l—kbzszvﬁ

A8

1

14
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Fig. 5. The plots (a)(b) compare particle density p¢ with p° and current density J¢ with J° at T = 0.5 for different &. The plots (c)(d) show the errors
Errf, and Err*]”' as a function of €. The decay rate suggests that both errors are of 0 (g2). The mass mg (4.12) and potential Vg (4.13).

sin(w;(t — T/2))/ - M if i is even,
HOE (4.23)
cos(w;(t — T/2))/ T+ Sm(w D ifiisodd,
L sm(v L) g s
sin(vj(x — L/2))/ 5= J if j is even,
¢i (X) - sin(v;L)
cos(vj(x — L/2))/ 5+ 2vj- , ifjisodd,
where w; and v; are solutions to
agw; + tan(w; 2) 0, foreveni,
1—asw;tan(w; L) =0, foroddi,
(4.24)

bevj+tan(vj5) =0, foreven j,
1—bevjtan(vj5) =0, forodd ;.

Numerically we perform Monte Carlo, that is to sample a large number of N configurations of &; which give rise to
N configuration of m1. For these deterministic my, we compute the deterministic VMSE, and take the ensemble mean and
variance in the end.

For Schrodinger equation, the Crank-Nicolson and spectral method are applied as in the previous section with the scales
resolved: Ax= 0(¢g) and At =o(e). Note that m; is already deterministic for each Monte Carlo sample.

Numerically to illustrate theorem Main Result 3.1, we mainly compare the macroscopic quantities. In particular we will
compare the particle density and the current density, that is to compare

15
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N
,oo(t,x):/WO(t,x,k)dk, E[pg(t,x)]:E[lug(t,x)|2]%%Zluf(t,xﬂz, (4.25)
i=1
and

IOt x) = /mo(t,x)kWO(t,x, k)dk,

E[J* (6,2 = Elelm (m" €, 0ue (€ 0 Vet (¢,))] (4.26)

N
1 -
A N E elm (mf(t,x)uf(t,x)Diuf(t,x)) )
i=1

4.2.2. Numerical examples

We demonstrate two numerical examples: one to illustrates Main Result 3.1 where VMSE has the right scaling, and in
the second example we use the wrong perturbation scaling simply to observe the difference.

In the first example, we set Q = [0, 1.625] x [0, 0.4], and the parameters in R(t, x) (defined in (4.15)) are a =b = 100.
For the initial data (4.16) and (4.18), we take A =28 and xo = 0.3, and set mg = 1. To compute RTE, we set Ax = Ak =210
and At =272, To compute VMSE, we set £ =2~" and we use the discretization:

At=2"12""3 " Ax=2"""2 (4.27)

The KL series is truncated at NﬁL finite terms with

JOfafine 250f <270, (4.28)

As i and j increase, the oscillations in the associated eigenfunctions ¢ and i also increase, but the choice of Ax, At
ensures that these oscillations are resolved. For & =275,278 2710 respectively, N, = 663,3157,27968 to ensure (4.28).
10000 Monte Carlo samples are used in total.

In Fig. 6 we show the solution to the transport equation (3.6) at three specific times for D = 1.5 and pg =1.5.

In Fig. 7 we show that for different pairs of (D, pp), the numerical solution to RTE and numerical solution to VMSE are
rather close for & =210,

It is fairly straightforward to observe the convergence of VMSE to RTE as ¢ — 0. Such convergence can also be quantified.
Define the error:

Err), = / 1p° —E[p®1|dx, Err§ = / 1] —E[J¢]|dx (4.29)
R R

In Fig. 8a we compare p° and E[p?], J° and E[J¢] with different &, fixing D = 1.5 and po = 1.5. In Fig. 8b, we show the
convergence of Errf, and Err‘j as a function of ¢ for both Gaussian and uniform distributed variable &;;. According to the
plot, the error decays at a rate of O(g) - this is stronger than our ansatz where W is assumed to be at the order of /e.
This suggests that E[W(1))] is of higher order than /g, but is not yet proved. We also note that although we do not have
theoretical result on the convergence of J¢, it is nevertheless observed numerically.

Although we do not derive the equation for the standard deviation, we do numerically investigate the statistics of p and
J. In particular, we set &;;’s to be Gaussian random variables, and we plot, in Fig. 9a and Fig. 9b the standard deviation
o[pf] and o[J¢] for different ¢, and in Fig. 9c and Fig. 9d, the covariance at t = 0.4. The two quantities are defined as
follows:

1 N
olp* €01~ |5 D (pf (€, X) —E[p*(t, 01?2,
i=1

1N
olJft, 0]~ N_1 Z(]f(t, x) —E[JE(t, 0D,
i=1

and
1 N
Cov(p®(t,x), p°(t, ¥)) ~ N1 > (of t.x) = E[p° (6. )D(pf (t. y) — E[p° (. Y)]) .

=1 (4.30)

N
1
COV(JE(LX),JS(LJ/))%—N 1 > U0 —ELJF @& 0DUS ¢ y) —ELEE ) .
i=1
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Fig. 6. The left column shows the contour of W? in phase space and the right column shows the particle density p° = J WOdk and the current density
JO=mq [ kW dk.

In the computation we set D = 1.5 in the correlation function (3.3) and po = 1.5 in the initial data. Numerically we observe
that with smaller & we have high standard deviation at the wave-packet center. We leave the mathematical justification to
the future research.

Finally we compare the CPU time of computing the limiting RTE and the reference Schrodinger equation. With the
discretization mentioned above, it takes 5.8 x 103s to compute the RTE. In Table 1 we list the cost of solving the Schrodinger
equation. It suggests that for & < 22 one should switch to computing RTE as the limit for numerical efficiency. We consider
N =10, 000 is big enough to have an accurate approximation of the statistical quantities.
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Fig. 7. The plot (a) shows the particle density E[p®] (¢ =271%) and p° = [ W dk at t = 0.4 with different (D, po) pairs. The plot (b) shows the current
density E[J¢] (¢ =271%) and JO =mq [ kWO dk at t = 0.4 with different (D, po) pairs.
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Fig. 8. (a) The plot compares particle density IE[p?] (current density E[J¢], respectively) with p® (J°, respectively), defined in (4.25) and (4.26) at t = 0.4
for different ¢ and different random distribution of &;;. (b) The plot shows the L'-error (4.29) as a function of €. Both Gaussian and Uniform distributions
are used to sample &;;. The decay rate suggests that Errf, and Errj are both of O (¢).

Table 1
CPU time for computing 10,000 samples for VMSE with different & and &;;’s being Gaussian random variables.
—log, ¢ 6 7 8 9 10
CPU Time (s) 2.96 x 103 7.74 x 103 2.47 x 104 4.25 x 10° 2.01 x 106
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Fig. 9. The plots (a)(b) show the standard deviation of particle density o[p®] and current density o[J*] at t = 0.4 for different ¢. The plot (c) from left to
right show the covariance Cov(p¢(x), pf(y)) at t =0.4 for e =276 278 2710 respectively. The plot (d) shows the covariance Cov(J¢(x), J¢(y)) at t =0.4
for the same ¢ as (c). The random variables &;;’s are chosen to be standard Gaussian random variables.

In the second example, we purposely choose m; not to have the correct scaling as what we use in the derivation. In
the derivation, we need the random perturbation to be have the order of O(4/¢). This is a very typical scaling for the
Schrédinger equation with random potential that leads to radiative transfer limit. Different scales may lead to different
limits, as seen in [3,19,20]. For the VMSE, one would also expect O(4/¢) to be also critical. In the following, we consider
the VMSE with O (¢) scale in random perturbation

m®(t, x) = mo(t, x) + emq(t/e, x/€), (4.31)

and the VMSE with 0 (£%4) scale in random mass

mé(t, x) =mo(t, x) + e%*my(t/e, x/€) . (4.32)

Here my (t, x) is taken to be Gaussian random field with correlation function (4.15). In Fig. 10a, we compare p° in RTE limit
and E[p?] of VMSE with mass (4.31), fixing D = 1.5 and pg = 1.5. VMSE is computed using 10000 Monte Carlo samples
and N% =663,3157,27968 for ¢ =275,278 2710 respectively to ensure (4.28). It can be seen that the scattering produced
by random perturbation is smaller in the limit € — 0, which is also indicated in the standard deviation Fig. 10b.

In Fig. 11a, we plot E[p?] of VMSE with mass (4.32), fixing D = 1.5 and po = 1.5. VMSE is computed in the same way
as before. The standard deviations are plotted in Fig. 11b. A much larger random scattering is now observed for this scale.
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Fig. 10. (a) The plot compares particle density E[p¢] for different & with p°, defined in (4.25) at t = 0.4. (b) The plot shows the standard deviation of
particle density o[0°] at t = 0.4 for different ¢. The random perturbation is of O(¢) scale (4.31) with Gaussian &;; in the two plots.
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Fig. 11. (a) The plot compares particle density E[p?] for different & with p°, defined in (4.25) at t = 0.4. (b) The plot shows the standard deviation of
particle density o[p¢] at t = 0.4 for different &. The random perturbation is of 0 (£%4) scale (4.32) with Gaussian &j in the two plots.

5. Conclusion

In this paper, we systematically derived the radiative transfer equation for the solution to the varying-mass Schrédinger
equation (VMSE) with random heterogeneities. In specific, we consider VMSE in the classical regime (the rescaled Planck
constant € « 1), and expand the corresponding Wigner equation to proper orders to obtain the asymptotic limit. We verify
the derivation by numerically computing both VMSE and radiative transfer equations, and showing that the two solutions
agree well.
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Appendix A. Proof of Lemma 2.2

The proof of (2.9) is direct computation using the VMSE (2.1) and integration by parts. Notice that

1 . _
xW? —/e"‘yatug(t, yué(t, y)dy +

~ ey @)l / e A Dy (A1)

Rd Rd

we have, plugging in (2.1):

& _ ie iky ( < _f) 3 _f _8( E)
oW _2(27'[)‘1/6 Vi« (mg(t,x 2y Vit (t,x 2y))u t,x+2y dy
Rd
i€ : &€ — £ e
sty | €% (mo (14 52) W (6ox ) (6= 5y ay (A2)
Rd
. ie M ie M
T20md T 2emd

Noting that t serves as a parameter and doesn’t affect the derivation, we suppress the t-dependence in the following.
Since the two terms M7 and M, are conjugate with y — —y for the second term, we only study the first one. With
integration by parts:

=2 [ 5 o= 59 - ) o 5
R

2 . _
22 oot (- 3) 5 e ) w
R¢
=+ 1.

We treat the I7 and I, respectively in the following. Perform integration by parts again to I,

=2 [ e ) o e 50 e )

Rd
G e o= S) [ (= 50) (o ) o)
n % / [Vy(eiky) VU (X+ gy)]mo (x— %y) u® (x - ;y> dy
Rd

=l +I+13.

Note that I; and the last term I13 can be combined so that a complete x-gradient of u® (x — §y)u® (x+ §y) is available,

namely one arrives at a formula for I

1 1 1 1
I =z + 5(111 +Il+1i3)= 5(11 +I13) + 5(111 +112)

2
= [ e S) o o= 5)i e )
Rd
+€2—2/Vyeiky - Vymg (x— gy) [us (x_ §y>u—a(x+ ;5’)] dy (A5)
Rd
% /Vy<e”<y) V[ (x= Sy) U (x+ Sy) Jmo (x— Zy) dy.
Rd
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For I, in (A.3), integration by parts against Vyu® ( — % ) produces

y
0= s o )= 52)0 (= 52)o

Rd
4 oiky £ — € c &€
+ga [ @ [Fomo (x= 5v) - 9 (x5 ur (= ) av (A6
Rd
. &£ £ — &
+/€'kymo (X - —J/) u® (X - —Y) Axut (X+ —}’) dy :=1Iz1 + Iz + I23.
2 2 2
]Rd

On the other hand, integration by parts against V,u? (x + 5y) gives

o [509  e 5o 505 s )

Rd
_/ 1ky Vmo(x——y) vyu® (x—%y)] (x+ y)dy (A7)
Rd
+/eikym0 (x— gy)u_a(x—i- ;}/) Axu® (X_ g}/) dy = 1/21 + 1/22 + 1/23'
Rd

Note that I; and I’; can be combined after another integration by parts

= [ T 50) o o 50) e )

Rd

~oz [ mo (= 5) Ay [uf (x= ) (x 5) oy,
Rd

Ip2 and I}, can be combined similarly

= Sy 59) o (= ) (e )

Rd

s ) o o 5 e )

Rd

(A.9)

Hence using (A.6)-(A.9) and the trick in (A.5), one derives the formula for I, in (A.3)
1
—(121 +1In+123)+ = 12 + - (121 + 15 +153)

1 1.1
= <le3 +5l+ 21’23> + Z(’Zl + 1)+ Z(Izz +15)

=%/e”‘ymo (x— gy) Ay [us (x— gy)u_e(x—i— gy)] dy

Rd

_j—z/vy(eik.V)-VymO (x—gy)[ (x——y) (x+ y)]dy (A10)

Rd

812 mo(x—*}’)A(e'ky)[ (x—ﬂ/) (x+ y)]dy

R4

1 iky 3 o £
~z [ amo (v 5o [ (v 59) (s 5)
R4
Finally from (A.5) and (A.10), one gets
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=) [ e ) i - )7 )

R4

+ %/mo (x— ;y) Vy () - vy [ue (x— gy)u_g(w %y)] dy

Rd

' 81_2 /mo (x=59) M@ [u (x= Sy) ¥ (x+ 5v)] ay
R
- [ ) [ (- 50)7 e o)

]Rd
=T14+ T2+ T3+ T4.

All the T; terms can be explicitly expressed by the Wigner transform (2.6). In particular:

—_ e
Ti= /elp"mo(p)AxW‘9 (x, k— Ep) dp,
Rd

T, = /ei’”‘rﬁo(p)ik - ViWeE (x, k — %p) dp,
Rd

— | 112 piPX 3 3 _f
T3—/ KZePing (pYW* (. k~ = p) d.,

Ty=e /|p|2 ™o (p)W* (x.k— = p) dp.

We use Tq as an example to show this. Recalling:

AW (x, k) = (ZlT)d/eikyAx [ua (x— gy)u_a(x—}- ;y)]dy,

we have

R e
/e‘p"mo(p)AxWS (x, k — Ep) dp
Rd

= (Zylr)d ///eipxe’ipzmo(z)ei(k’%p”’Ax [ (x - gy) (x + y)] dzdpdy,
o) o o) e )=

]Rd
where we used the fact that

1 ixz 1 ixz _
8(x) = (2n)d/e dz, and (Zn)d//f(x)e dzdx = f(0).

Rd
Using (A.12), we get
1 — &
M; :Z/e"”‘mo(p)AxWS (x,k— ip) dp
R4

1 ipx = : €
- k-VoW? (x,k—=
+ . /e mo(p)ik - Vy (x, k zp) dp

2 1px & _ f
/Ipl mo(p)W (x k 2”) dp
-5 / kPP (p)W* (x.k— & p) dp.
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By the conjugate argument, one gets, setting p — —p:
M, :}1 /eip"mo(p)Axwf (x, k+ gp) dp
Rd
- 1/eip"ﬁlo(p)ik Vi WeE (x,k+ Ep) dp
e 2
]Rd
+ [ pPeP o)W (x k+ £p) dp
]Rd
_1 / k|?e'PXg (p)W* (x k+ fp) dp.
82Rd ’ 2

(A16)

Finally, substitute (A.15) and (A.16) into (A.2), and we arrive at the Wigner equation in (2.9).
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