
Lead chloride perovskites for p-type transparent conductors: A critical 

theoretical reevaluation 

 

Sanlue Hu,1 Bing Xia,1 Yanfa Yan,2,* and Zewen Xiao1,* 
1Wuhan National Laboratory for Optoelectronics, Huazhong University of Science and 

Technology, Wuhan 430074, China 
2Department of Physics and Astronomy and Wright Center for Photovoltaics Innovation and 

Commercialization, The University of Toledo, Toledo, Ohio 43606, United States 

 

*Emails: yanfa.yan@utoledo.edu (Y.Y.); zwxiao@hust.edu.cn (Z.X.) 

 

Abstract: 

Recently, lead chloride perovskites represented by CsPbCl3 have been theoretically 

predicted to be ideal p-type transparent conductors and hence attracted a lot of attention. 

However, experimentally, these materials have long been known to be insulators that can hardly 

be converted to p-type conductors by extrinsic doping. In this work, we systematically evaluate 

the p-type dopability of lead chloride perovskites by density functional theory calculations. We 

find that the previously predicted dopability is due to an overestimation caused by the 

functionals employed that gives an unreasonable high-lying valence band maximum. The 

hybrid functional with an optimized mixing parameter and the inclusion of spin–orbit coupling 

gives suitable description of the band edge positions and thus a better assessment of the 

dopability. Our defect calculations suggest that lead chloride perovskites are intrinsically 

insulating and can hardly be converted to p-type conductors due to the lack of effective dopants, 

in agreement with the experimental observations. Our results highlight the importance of the 

suitable description of band edge positions on the prediction of defect properties and dopability 

of semiconductors. 

 



I. INTRODUCTION 
Transparent conductors (TCs) play important roles in optoelectronic devices [1–3]. 

Currently, most of the commercial TCs are based on n-type oxides, often referred as to 

transparent conductive oxides (TCOs) [4–7], whereas the realization of their stable p-type 

counterparts is difficult [8–10]. The challenge in achieving p-type TCOs is attributed to the 

deep and localized valence band maximums (VBMs) consisting of O 2p orbitals [11], which 

impedes the generation and transport of holes. Therefore, raising and delocalizing the VBM, 

e.g., by employing cations with high-lying quasi-closed d10 or s2 orbitals (e.g., d10 or s2) that 

can hybridize with O 2p orbitals, has been the common strategy to design p-type TCs [12,13]. 

Over the past two decades, many p-type TCs, represented by a series of Cu(I)-based compounds 

such as CuAlO2 [14,15], have been discovered. However, their performances are still 

insufficient for commercial applications. 

On the other hand, over the past decade, lead halide perovskites have been widely studied 

for optoelectronic applications such as solar cells [16,17], light-emitting diodes [18,19], and 

photodetectors [20,21]. The superior optoelectronic properties of lead halide perovskites are 

partially attributed to the strong anti-bonding coupling between the quasi-closed Pb 6s2 and the 

halogen p orbitals, which leads to small hole masses and shallow cation vacancies [22–25]. 

From a materials design perspective, it is of particular interest to see if such a s–p anti-bonding 

coupling in wide-bandgap lead halide perovskites can raise the VBM higher enough to enable 

good p-type conductivity, like the case of CuAlO2. Zhang et al. [26] have recently proposed 

wide-bandgap lead chloride perovskites represented by CsPbCl3 as potential ideal p-type TCs 

based on density functional theory (DFT) calculations. Their defect calculations indicate that 

these compounds can be easily doped heavily p-type at the Pb-poor condition, which has 

attracted a lot of attention. 

The dopability of a semiconductor depends on multiple factors [27], among which the 

band edge positions play a dominant role and have been the most important descriptor. 

Generally, the lower the conduction band minimum (CBM), the easier the n-type doping. On 

the other hand, the higher the VBM, the simpler the p-type doping. Empirically, for oxide 

semiconductors, the CBM threshold for n-type doping and the VBM threshold for p-type 

doping consistently lie at about –4 and –6eV, respectively, with respect to the vacuum level [13]. 



As shown in Fig. 1, the typical n-type TCOs such as ZnO, SnO2, In2O3, and amorphous In–Ga–

Zn–O (IGZO), have CBM positions below –4 eV, while the typical p-type TCOs such as 

CuAlO2, CuGaO2, SrCu2O2, and NiO, exhibit VBMs above –6 eV [13,28]. For lead chloride 

perovskites, experimental studies [29–32] have shown that the CBMs are relatively high while 

the VBMs are comparatively deep, implying both n- and p-type doping difficulties. 

Experimentally, the lead chloride perovskites have long been known to be insulators [33–36], 

and no successful p-type conductivity via doping routes [37,38]. The contradiction between the 

experimental observations and Zhang et al.’ theoretical predictions motivated us to carefully 

reevaluate the dopability of these lead chloride perovskites. 

 

  

FIG. 1. Band alignment of lead chloride perovskites along with typical n- and p-type transparent 

conductors. The red and blue dash lines mark the empirical threshold values for n- and p-type 

doping in TCOs, respectively. 

 

In this work, taking CsPbCl3 as an example, we systematically reevaluate the dopability 

of lead chloride perovskites by DFT calculations. We show that the hybrid functional with the 

optimized mixing parameters and the inclusion of spin–orbit coupling provides reasonable 

predictions of band edge positions and is thus suitable to assess the dopability. Our defect 

calculations suggest that lead chloride perovskites are intrinsically insulating and can hardly be 

doped to be good p-type conductors by the considered dopants including Cu, Ag, Na, K and Rb. 

Our results contradict the previous prediction but are in good agreement with the experimental 



observations. 
II. COMPUTATIONAL METHOD 

DFT calculations were conducted using the projection−augmented wave (PAW) method 

as implemented in the Vienna Ab initio Simulation Package (VASP) [39]. The plane-wave 

cutoff energy was set to 350 eV. The semilocal Perdew–Burke–Ernzerhof (PBE) [40] 

generalized-gradient approximation (GGA) functional was used for all structural relaxations. 

Γ-centered k-meshes with k-spacing of 0.2 Å–1 and the Γ-only k-mesh were used for primitive 

cells and the 160-atoms supercell for modeling defects, respectively. The structures were fully 

relaxed until the force on each atom was <0.01 eV/Å. For the room temperature orthorhombic 

CsPbCl3 (space group Pnma), the GGA functional gave a bandgap of 2.54 eV, which is slightly 

smaller than the experimental value of 2.97 eV [35]. When the spin−orbit coupling (SOC) that 

is important for correctly describing the electronic structure was included, the calculated 

bandgap was significantly reduced to 1.52 eV. The Heyd−Scuseria−Ernzerhof (HSE) [41,42] 

hybrid functional with the standard mixing parameter of 25% and the neglect of SOC provided 

an overestimated bandgap of 3.32 eV. When SOC was included, the calculated bandgap reduced 

to 2.28 eV, which is still much smaller than the experimental value. With the mixing parameter 

increased to 45%, the calculated bandgaps with and without SOC were increased to 3.99 and 

2.95 eV, respectively. For all calculations expect for structural relaxations, we have employed 

all the above 6 functionals, hereafter denoted as GGA, GGA+SOC, HSEα=0.25, HSEα=0.25+SOC, 

HSEα=0.45, and HSEα=0.45+SOC, respectively. Phase diagrams of the Cs–Pb–Cl system were 

drawn by the Chesta code [43] with the calculated total energies of all known phases in the 

Inorganic Crystal Structure Data (ICSD), including Cs4PbCl6 and CsPb2Cl5, which were not 

considered in Ref. [26] (see Table S1 in the Supplemental Material [44]). 

For a defect (D) in a charge state q, the formation enthalpy (ΔHD,q) was calculated through 

the equation [45,46]:  

∆HD,q= ED,q − Eh + q(EV + EF) +∑ niµi  + Ecorr                              (1) 

where ED,q and Eh are the total energies of the supercell with the defect (D) in the charge q and 

the perfect host supercell, respectively. EF is the Fermi level referred to VBM level (EV). ni 



indicates the number of i atom added (ni <0) or removed (ni >0) when a defect is formed, and 

µi is the chemical potential of the i atom which can be expressed with respect to that of an 

element phase (µiel) by µi = µiel + Δµi, where the Δµi is constrained in the chemical potential 

window. Ecorr is the total correction for the defect formation enthalpy, including the band-filling 

correction, the potential alignment correction, and the image charge correction [45–48].  

The charge transition level ε(q/q') was calculated by using the equation: 

ε(q/q') = ∆HD,q' - ∆HD,q

q - q'
                                                  (2) 

where ED,q (ED,q') is the total energy of a defect at the charge state q (q'). 

The defect density was calculated by the statistic equation [49,50]:  

cD,q(EF,µ,𝑇&) = ND,qexp[ '∆HD,q(EF,e , µ)
kBTD

]                                      (3) 

where EF,e is the equilibrium EF, ND,q is the density of possible sites for defects, kB is Boltzmann 

constant, and TD is the temperature where defects are formed. The defects formed at TD are 

assumed to be frozen at the room temperature. Herein, 300 K is taken for the room temperature 

solution process. The EF,e was determined by solving the following semiconductor statistic 

equations self-consistently so as to satisfy the charge neutrality condition [49,50].  

∑ ∑ qicDj,qi
− Ne + Nh = 0ji                                                (4) 

Ne = Ncexp[
'(EF,e'Eg)

kBTM
]                                               (5) 

Nh = Nvexp[ 'EF,e

kBTM
]                                                   (6) 

Nc = 2 +2πme
*kBTM,

3/2

h3                                                    (7) 

Nv = 2 +2πmh
*kBTM,

3/2

h3                                                    (8) 

where Ne and Nh are densities of the electron and hole, respectively; Nc and Nv are effective 

densities of states in the conduction band and valence band, respectively; me
* and mh

* are the 



effective masses of electrons and holes, respectively; Eg is the calculated bandgap; TM is the 

temperature for measuring electrical properties (herein TM = 300 K for room-temperature 

measurements). The calculated Eg, me
* , mh

* , Ne and Nh with different functionals are 

summarized in Table S2 in the Supplement Material [44]. Based on the HSEα=0.45+SOC 

calculations, we revaluated the doping properties of Cu, Ag, Na, K and Rb. It should be 

emphasized that to more correctly determine the upper limits of the dopant chemical potentials, 

all possible dopant-containing phases must be considered as the competing secondary phases. 

We considered all Rb-, K-, Na-, Ag- and Cu-containing phases that are available in the ICSD 

database. For a given (ΔµCs, ΔµPb, ΔµCl) in the chemical window of CsPbCl3, the upper limits 

of the dopant chemical potentials are determined by the following inequations, with the results 

summarized in Table S3. 

∆µRb < ∆H (Rb) = 0 eV                                                 (9) 

∆µRb+ ∆µCl < ∆H (RbCl) = − 4.28 eV                                     (10) 

∆µRb+ ∆µPb < ∆H (RbPb) = − 0.66 eV                                    (11) 

3∆µCs+ ∆µRb+ 5∆µCl < ∆H (Cs3RbCl5) = − 16.55 eV                        (12) 

2∆µCs+ ∆µRb+ 6∆µCl < ∆H (K2RbCl6) = − 12.62 eV                         (13) 

∆µK < ∆H	(K)	= 0 eV                                                  (14) 

    ∆µK+ ∆µCl	< ∆H	(KCl)	= − 4.31 eV                                      (15) 

    2∆µK+ ∆µPb+ 6∆µCl 	<  ∆H (K2PbCl6) =	−12.45	eV                       (16) 

∆µK+ 2∆µPb+ 5∆µCl < ∆H (KPb2Cl5)	= − 11.57 eV                          (17) 

∆µNa < ∆H	(Na)	= 0 eV                                                 (18)                  

  ∆µNa+ ∆µCl < ∆H (NaCl)	= − 4.02 eV                                     (19) 



∆µAg < ∆H (Ag)	= 0 eV                                                 (20) 

    ∆µAg+ ∆µCl < ∆H (AgCl)= − 1.44 eV                                     (21) 

    ∆µCs+ ∆µAg+ 3∆µCl < ∆H (CsAgCl3)	= − 5.58 eV                           (22) 

    2∆µCs+ ∆µAg+ 3∆µCl < ∆H (Cs2AgCl3)	= −  10.27 eV                        (23) 

    ∆µCs+ ∆µAg+ 2∆µCl < ∆H (KAgCl2)	= − 5.87 eV                            (24) 

∆µCu < ∆H (Cu) = 0 eV                                                 (25) 

∆µCu+ 2∆µCl < ∆H (CuCl2)= − 0.60 eV                                    (26) 

∆µCs+ 2∆µCu+ 3∆µCl < ∆H (CsCu2Cl3) = − 4.15 eV                          (27) 

∆µCs+ ∆µCu+ 3∆µCl < ∆H (CsCuCl3) = − 4.97 eV                           (28) 

2∆µCs+ ∆µCu+ 4∆µCl < ∆H (Cs2CuCl4) = − 9.54 eV                          (29) 

3∆µCs+ 2∆µCu+ 5∆µCl < ∆H (Cs3Cu2Cl5) = − 12.88 eV                      (30) 

 

III. RESULTS AND DISCUSSION 

The defect formation enthalpies and thus the dopability of a semiconductor depends 

strongly on the chemical potential. Therefore, it is important to figure out the correct chemical 

potential window. We confirmed that the phase diagrams calculated with different functionals 

are almost the same (see Fig. S1 in Ref. [44]). For instance, the one calculated with 

HSEα=0.45+SOC is taken for discussion, as shown in Fig. 2. The chemical potential boundary of 

CsPbCl3 is determined from its phase equilibrium with the Cs4PbCl6, CsPb2Cl5, Cs2PbCl6 and 

elemental Pb, respectively [51]. The lines AB and CD represent the Pb-rich and Pb-poor 

conditions, respectively. Points A and D indicate the Cl-poor (Pb-rich and Cs-rich) and Cl-rich 

(Pb-poor and Cs-poor) conditions, respectively. Obviously, if Cs4PbCl6 and CsPb2Cl5 are 

artificially neglected, the chemical window of CsPbCl3 along with the ΔµCl and ΔµCs ranges 

will be overestimated (see Figs. S2 and S3), which will then leads to overestimated dopability 

of CsPbCl3, as will be discussed later. 

  



 

FIG. 2. HSEα=0.45+SOC calculated chemical window of CsPbCl3. 

 

The formation enthalpies (ΔH) of intrinsic defects in CsPbCl3 under different potential points 

were calculated with various functionals and shown in Figs. S4–S6 [44]. The calculated 

maximum and minimum EF,e values, denoted as EF,emax and EF,emin, are obtained at points A and 

D, respectively. Fig. 3 summarizes the EF,emax and EF,emin along with the relative band edge 

positions aligned by referring the common average potentials [52]. The GGA functional without 

SOC predicts a bandgap of 2.54 eV and unipolar p-type conduction. Interestingly, the EF,emin is 

even below the VBM, which indicates that CsPbCl3 can be doped degenerated p-type under the 

Pb-poor condition. When SOC is included, the CBM position is lowered by 0.98 eV due to the 

SOC-induced splitting of Pb 6p states, while the VBM position is almost unchanged. As a result, 

the GGA+SOC results seem to indicate that CsPbCl3 can exhibit bipolar conduction ranging 

from degenerated p-type to moderate n-type. However, these GGA and GGA+SOC results 

contradict the experimental results. The contradiction originates from the unreasonable bandgap 

and band edge positions, which are caused by the self-interaction error associated with the 

semilocal GGA. The self-interaction can be partially corrected by the hybrid functionals. The 

standard HSEα=0.25 provides a bandgap of 3.32 eV, with the VBM downshifted by 0.51 eV and 

the CBM upshifted by 0.27 eV as compared with those calculated by GGA. The predicted 

conduction is still unipolar p-type, but the EF,emin raises to 0.13 eV above the VBM, with a high 

hole density (Nh) of 3.2×1017 cm−3. With the Cs4PbCl6 and CsPb2Cl5 phases being artificially 



excluded, the EF,emin is reduced to 0.11 eV and the Nh is overestimated to 6.4×1017 cm−3 

accordingly (see Fig. S7 in Ref. [44]). These results almost reproduce the results in Ref. [26] in 

which the SOC was neglected. With the SOC included, the bandgap is reduced to 2.28 eV by 

the CBM lowering. The EF,emin is upshifted to 0.20 eV and the Nh is reduced to 3.2×1017 cm−3 

accordingly. To further correct the bandgap and band edges, the mixing parameter should be 

optimized to a larger value. We found that the HSEα=0.45+SOC provides a bandgap of 2.95 eV, 

fairly close to the experimental bandgap value of 2.97 eV. The resulted VBM is 0.90 eV lower 

than that of GGA and 0.39 eV lower than that of HSEα=0.25. The EF,emin is 0.44 eV above the 

VBM, which yields a low Nh of 1.1×1011 cm−3 that can hardly be measured by a Hall effect 

equipment (cf. Nh = 1.3 × 1017 cm−3 for CuAlO2 [14]). The HSEα=0.45+SOC results suggest that 

even if synthesized under the Pb-poor condition, CsPbCl3 is electrically insulating. These 

results contradict the previous prediction but agree well with the experimental results so far. As 

the HSEα=0.45+SOC simultaneously corrects the errors associated with self-interaction and SOC, 

it can provide a reasonably good prediction of the absolute band edge positions, as supported 

by the slab model calculations (see Figs. S8). Therefore, it is reasonable to believe that 

HSEα=0.45+SOC provides better insights than the other five methods. 

  

FIG. 3. The calculated maximum and minimum EF,e values (EF,emax and EF,emin, respectively) 

along with the CBM and VBM positions with different functionals. The CBMs and VBMs are 

aligned by referring the common average potentials. The zero energy is set to the GGA-VBM. 

 

Finally, we consider if the intrinsically insulating CsPbCl3 can be converted to p-type TC 



by extrinsic doping. Based on the “doping limit rule” proposed by Zunger et al., [53–57] the 

dopability of a semiconductor can be theoretically evaluated by the dopant pinning energy 

(Epin,p and Epin,n for p-type and n-type doping, respectively), where if a dopant would move the 

EF to this level, then compensating vacancies will be spontaneously created at no cost. If 

equilibrium holds, it will be impossible to shift the EF beyond the Epin. Practical doping will 

only occur if the Epin,p or Epin,n lie in the valence or conduction band, respectively, and not in 

the bandgap. For CsPbCl3, under the Pb-poor condition, the Epin,p is minimum and lies at 0.56 

eV below the VBM (Fig. 4a). This indicates that CsPbCl3 can be doped p-type if there is a 

suitable dopant. Herein, Rb+, K+, Na+, Ag+, and Cu+ were chosen as dopant candidates, as they 

have ionic radii comparable to that of Pb2+. For each dopant, we considered three possible 

doping sites (i.e., the Pb-site, the interstitial site and Cs-site), the ΔH of which were calculated 

with the HSEα=0.45+SOC method. The results (see Figs. S9 and S10 in Ref. [43]) show that the 

Pb-site is the most energetically favored site for these dopants. Rb-on-Pb (RbPb), K-on-Pb (KPb), 

Na-on-Pb (NaPb), and Ag-on-Pb (AgPb) substitutions are all shallow acceptors (see Figs. 4b–

4e), which result from the shallow nature of the VPb and the relatively high ionicity of the 

dopants. For RbPb, NaPb, and AgPb, the minimum ΔH are achieved at point D, a Pb-poor 

condition. However, their ΔH values are larger than that of the intrinsic VCs, which indicates 

that the Rb, Na and Ag dopants can hardly improve the Nh. For KPb, the lowest ΔH is obtained 

at point C, a Pb-poor condition too. The ΔH of KPb is slightly lower than that of the intrinsic 

VCs (Fig. 4c). As a result, the formation of KPb acceptors can push the EF,e slightly down to 0.33 

eV above the VBM and increase the Nh slightly to 1.1×1013 cm−3, which, however, is several 

orders of magnitude lower than those of the typical p-type TCOs (cf. Nh = 1.3 × 1017 cm−3 for 

CuAlO2 [14]). For the Cu dopant, Cu-on-Pb substitution (CuPb) is a deep acceptor with the (0/+1) 

transition located at 0.59 eV above the VBM (Fig. 4f), indicating that in the p-type region, CuPb 

is neutral and does not contribute to p-type conductivity. The deep nature of CuPb can be 

understood from the facts that there exist many 6-coordinated Cu(II)-based halides such as 

ACuCl3 (A = Cs, Rb, K) [58–60] and Cs4CuSb2Cl12 [61,62] and that monovalent Cu(I) is 

unstable within 6-coordinated halogen octahedra [63]. On the other hand, the undesired 

formation of Cu interstitial (Cui) donors can partially compensate the holes created by the 



intrinsic acceptors and decrease the conductivity. These results indicate that it would be difficult 

to convert CsPbCl3 to a p-type conductor with high Nh even by extrinsic doping using Rb, K, 

Na, Ag, and Cu dopants, which explains the difficulty of extrinsic p-type doping in CsPbCl3. 

 

   
FIG. 4. HSEα=0.45+SOC-calculated formation enthalpies (ΔH) of defects in CsPbCl3 under Pb-

poor conditions (i.e., points C or D in Fig. 2): (a) No doping; (b) Rb-doping; (c) K-doping; (d) 

Na-doping; (e) Ag-doping; and (f) Cu-doping. The calculated equilibrium EF (EF,e) are indicated 

by vertical black dash lines. 

 

VI. CONCLUSION 

In summary, we have examined the p-type dopability of lead chloride perovskites by 

various functionals. We found that the semilocal functionals give overestimated high-lying 

VBMs due to the well-known self-interaction error, leading to overestimated p-type dopability. 

Hybrid functionals, with optimized mixing parameter and the inclusion of SOC, provide 

suitable prediction of the band edge positions and thus better evaluation of the dopability. Our 

defect calculations indicate that lead chloride perovskites are intrinsically insulating and can 

hardly be converted to p-type conductors by extrinsic doping using Rb, K, Na, Ag, and Cu 

dopants. Our results agree well with the experimental results and highlight the importance of 



band edge positions on the prediction of defect properties and dopability. 
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