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Key Points: 

• A high occurrence frequency of supercooled liquid water is observed in low level clouds 

over the Southern Ocean between Tasmania and the Antarctic. 

• Mixed phase samples are the most spatially heterogeneous phase compared with liquid 

and ice phase within low level clouds over this region. 
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Abstract  13 

Supercooled liquid water (SLW) and mixed phase clouds containing SLW and ice over the 14 

Southern Ocean are poorly represented in global climate and numerical weather prediction 15 

models. Observed SLW exists at lower temperatures than threshold values used to characterize 16 

its detrainment from convection in model parameterizations, and processes controlling its 17 

formation and removal are poorly known. High resolution observations are needed to better 18 

characterize the SLW over the Southern Ocean. This study characterizes the frequency and 19 

spatial distribution of different cloud phases (liquid, ice and mixed) using in situ observations 20 

acquired during the Southern Ocean Clouds, Radiation, Aerosol Transport Experiment Study 21 

(SOCRATES). Cloud particle phase is identified using multiple cloud probes. Results show 22 

occurrence frequencies of liquid phase samples up to 70% between -20° and 0°C, and of ice 23 

phase samples up to 10% between -5° and 0°C. Cloud phase spatial heterogeneity is determined 24 

by relating the total number of 1 second samples from a given cloud to the number of segments 25 

whose neighboring samples are the same phase. Mixed phase conditions are the most spatially 26 

heterogeneous from -20° to 0°C, whereas liquid phase conditions from -10° to 0°C and ice phase 27 

conditions from -20° to -10°C are the least spatially heterogeneous. Greater spatial heterogeneity 28 

is associated with broader distributions of vertical velocity. Decreasing droplet concentrations 29 

and increasing number-weighted mean liquid diameters occur within mixed phase clouds as the 30 

liquid water fraction decreases, possibly suggesting preferential evaporation of smaller drops 31 

during the Wegener-Bergeron-Findeisen process. 32 
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1. Introduction 33 

 Clouds over the Southern Ocean (SO) strongly influence the energy budget over this 34 

region, with satellite observations showing an annual mean spatial fraction around 80%–90% 35 

(e.g., Kay et al., 2012; Matus & L’Ecuyer, 2017; McCoy et al., 2014) . Climate models struggle 36 

to correctly simulate radiative fluxes over the SO (50–80°S), commonly underestimating 37 

reflected shortwave radiation in part because they (e.g., Bodas-Salcedo et al., 2016; Cesana & 38 

Chepfer, 2013; Kay et al., 2016; Trenberth & Fasullo, 2010; Wang et al., 2018) produce lower 39 

cloud fraction and less supercooled liquid water (SLW, liquid water at temperatures below 0°C) 40 

than observed. Similar problems have been noted in output from higher-resolution models (e.g., 41 

Huang et al. 2014, 2015; Naud et al. 2014). 42 

 Supercooled liquid water (SLW) plays a critical role in determining cloud radiative 43 

forcing (e.g., Ceppi et al., 2014; Lawson & Gettelman, 2014; Shupe & Intrieri, 2004), cloud 44 

feedbacks (e.g., Gettelman & Sherwood, 2016; Tsushima et al., 2006), and equilibrium climate 45 

sensitivity (e.g., Frey & Kay, 2017; Tan et al., 2016). A negative cloud phase feedback resulting 46 

from the transition of ice to liquid under surface heating was first proposed by Mitchell et al. 47 

(1989). Additional considerations must be made for mixed phase clouds by characterizing the 48 

mass fractions and spatial distribution of ice and liquid phases, as well as their degree of mixing, 49 

which can substantially impact the radiation budget (e.g., Sun & Shine, 1994; McFarquhar & 50 

Cober, 2004). Commonly referred to as the Wegener–Bergeron–Findeisen (WBF) process, ice 51 

particles grow at the expense of neighboring SLW droplets given that the equilibrium water 52 

vapor pressure with respect to liquid is greater than that with respect to ice (Bergeron, 1928, 53 

1935; Findeisen, 1938, 1940; Wegener, 1911). Several microphysical and dynamical 54 

mechanisms have been introduced to describe mixed phase clouds and their evolution (e.g., 55 
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Korolev & Field, 2008; Jackson et al., 2012; Korolev et al., 2017; Kreidenweis et al., 2018). 56 

However, considerable work is required to constrain such mechanisms and further improve the 57 

understanding of these clouds. For example, although mixed phase clouds are 58 

thermodynamically unstable due to the differences in the saturation vapor pressures of liquid and 59 

ice, they are commonly observed to persist for hours or even days in the high latitudes (e.g., 60 

Morrison et al., 2011; Verlinde et al., 2007). 61 

 The spatial distribution of liquid and ice particles can have major impacts on the WBF 62 

process (Korolev & Isaac, 2006; Korolev et al., 2003). Further, the relatively coarse spatial 63 

resolutions of climate models require smaller scale/subgrid cloud heterogeneities to be 64 

parameterized. Differences in these parameterizations can significantly impact simulated cloud 65 

lifetimes and microphysical properties (e.g., Storelvmo et al., 2008; Zhang et al., 2019). Previous 66 

studies have examined the spatial heterogeneity of cloud phase at different locations (e.g., 67 

Chylek et al., 2006; Field et al., 2004; McFarquhar et al., 2007a; Stubenrauch et al., 1999) 68 

including the SO (D’Alessandro et al., 2019; Zaremba et al., 2020). However, most of these 69 

studies merely comment qualitatively on observed heterogeneity from time series and vertical 70 

cross sections. Improved characterizations of phase spatial heterogeneity are crucially needed to 71 

provide clear and definite results for the evaluation of model simulations. This study uses in situ 72 

observations from the 2018 Southern Ocean Clouds, Radiation, Aerosol Transport Experimental 73 

Study (SOCRATES) to characterize the frequency and spatial distributions of cloud phases over 74 

the SO. Section 2 introduces the in situ instrumentation and data processing techniques, Section 75 

3 presents the findings, Section 4 provides further interpretation of the results, and Section 5 76 

summarizes the key findings.  77 
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2. Dataset and experimental setup 78 

2.1 In situ observations 79 

 This study uses 1-Hz airborne measurements collected from the National Science 80 

Foundation (NSF)/National Center for Atmospheric Research (NCAR) Gulfstream-V (GV) 81 

research aircraft during SOCRATES. SOCRATES was based out of Hobart, Tasmania and took 82 

place from 15 January to 28 February 2018, sampling over the SO from 42° to 62°S and from 83 

133° to 163°W. Fifteen research flights were conducted during SOCRATES. The aircraft 84 

primarily targeted cold sector boundary layer clouds. Flight plans were designed to ideally 85 

sample 10-minute level legs above cloud, in cloud, and below cloud, followed by sawtooth legs 86 

to obtain vertical profiles. Additional details on flight objectives and analyses can be found in 87 

McFarquhar et al. (2021). Observations are restricted to temperatures less than 0°C to exclude 88 

warm clouds (i.e., clouds with no ice or SLW), so that approximately 14 hours (7,680 km) of in-89 

cloud data between -40° and 0°C were available for analysis. The flights during SOCRATES 90 

primarily sampled the cold sector of cyclones with some passes through frontal systems, mostly 91 

associated with strong westerly flow over the SO (McFarquhar et al., 2021). These synoptic-scale 92 

conditions coupled with a cool ocean surface led to frequent cloud cover over the SOCRATES 93 

flight domain, including many cases of low-level and midlevel stratus and stratocumulus. 94 

Multilayer stratus and single-layer stratocumulus were frequently observed in several flights. 95 

Temperature was measured using a fast-response Rosemount temperature probe; for steady 96 

conditions the estimated accuracy and precision are 0.3K and 0.01K, respectively. Table 1 97 

includes information of all the instrumentation used in this study, all of which are introduced and 98 

discussed further below. 99 
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 A suite of cloud probes was installed on the G-V. Probes for measuring size distributions 100 

included a 2-Dimensional Stereo probe (2DS, manufactured by SPEC, Inc.), a 2-Dimensional 101 

Cloud probe (2DC, a Particle Measuring Systems instrument, modified for fast response), a 102 

Precipitation Imaging Probe (PIP, manufactured by Droplet Measuring Techniques, DMT), a 103 

Particle Habit Imaging and Polar Scattering probe (PHIPS HALO) and a DMT Cloud Droplet 104 

Probe (CDP). Second-by-second comparison of the size distributions of the 2DC and 2DS 105 

showed marked differences between probes. Examination of particle images showed degraded 106 

2DC image quality occurred for more than half of the flight hours due to fogging, and hence 107 

these data were unusable. A problem with the time record on the PIP prevented use of the PIP 108 

image data, and hence information about the size distributions of large particles was not 109 

available. Thus, the base size distributions were characterized by a combination of the CDP and 110 

2DS data. Data from the CDP were used to characterize particles with maximum dimension 111 

(hereafter size D) ranging from 2 to 50 μm. Although the 2DS can nominally detect particles 112 

with D ranging from 10 to 1280 μm, only particles having maximum dimensions (D2DS) greater 113 

than or equal to 50 μm were used because of a small and highly uncertain depth of field for D2DS 114 

< 50 m (e.g., Baumgardner & Korolev, 1997). The SOCRATES 2DS size distributions and 115 

particle morphological data (Wu & McFarquhar, 2019) were determined using the University of 116 

Illinois/Oklahoma Optical Probe Processing Software (UIOOPS, McFarquhar et al., 2017, 2018), 117 

and include corrections for removal of shattered artifacts (Field et al., 2003; Field et al., 2006). 118 

Mass distribution functions are determined using the habit-dependent mass-size relationships 119 

summarized by Jackson et al. (2012, 2014) for the different particle habits that are identified in 120 

UIOOPS (McFarquhar et al., 2018) following a modified Holroyd (1987) approach.  121 
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A 1-s sample is identified as in-cloud if either of the following two conditions is met: 1) 122 

CDP measurements reporting mass concentration (MCDP) greater than 10-3 g m-3 where MCDP is 123 

estimated from the size distributions assuming all particles are spherical water droplets, or 2) 124 

2DS measurements report number concentrations of at least one particle having D2DS > 50 μm 125 

(N2DS). The rest of the time periods are defined as outside of cloud. Although this definition of 126 

cloud allows for thinner and more tenuous cloud than previous studies that assumed mass 127 

thresholds of 0.01 g m-3 for identifying cloud (e.g., McFarquhar et al., 2007a), it allows thin 128 

layers at lower temperatures to be included in the analysis. Further, although MCDP is not a well-129 

defined quantity for ice clouds as forward scattering probes assume Mie theory and spherical 130 

particles in their sizing and the CDP does not properly sample non-spherical particles 131 

(McFarquhar et al., 2007b), a threshold based on MCDP was chosen to eliminate sea spray (and 132 

other large aerosols) as confirmed by comparing time series with images from the forward-facing 133 

camera, which reported encounters with sea spray. The CDP threshold was also chosen by 134 

evaluating a joint frequency distribution controlled by mass and number concentrations (Figure 135 

A in supplementary material) and finding a significant bimodality, by which the modes are 136 

separated by MCDP greater than and less than the threshold chosen, consistent with inspection of 137 

time series and the forward-facing camera of in-cloud samples and sea spray.  138 

 Liquid water was sampled by two instruments, a Rosemount icing detector (RICE), and a 139 

King-style hot wire instrument (KING; King et al. 1978, manufactured by Droplet Measurement 140 

Technologies (DMT)).  The presence of small amounts of SLW can be ascertained from the 141 

Rosemount icing detector (RICE). The RICE is a metal protrusion which vibrates at a constant 142 

frequency; if supercooled droplets collide with it, the droplets freeze and alter the frequency of 143 

the vibrating rod. The output is translated into a voltage signal, which increases as more, or 144 
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decreases as less (e.g., by sublimation) ice accumulates on the protrusion. The theoretical 145 

performance of the RICE is described in Mazin et al. (2001). The response of the instrument is 146 

dependent on airspeed, air density, and humidity as well as the sizes of droplets, as large drops 147 

may splash upon hitting the probe. Mazin et al. (2001; Figure 4a) suggest a theoretical threshold 148 

liquid water content limit of ~0.025 g m-3 or less at conditions similar to those sampled in this 149 

study; however, the response to liquid water may vary from probe-to-probe, requiring 150 

independent calibration for quantitative results. During the lower-level cloud conditions in 151 

SOCRATES, droplets were found to not freeze on the RICE protrusion for temperatures greater 152 

than -5˚C due to dynamic heating of the sensor. Further, data are not usable during the reheating 153 

cycle of the RICE that removes the frozen particles accumulated on the wire (e.g., Mazin et al., 154 

2001), which are shown in Figure 1C where dV/dt<0 V s-1. Thus, the RICE offers an 155 

independent detection of SLW conditions, but is not used here as a stand-alone quantitative 156 

measure of supercooled water concentrations. Sensitivity tests were performed to determine the 157 

best method to discern the cloud phase using the RICE probe in combination with data obtained 158 

from other probes, as discussed in the next section.  159 

 For results examining the characterization of mixed phase microphysical properties 160 

(Section 3.2), the KING probe was utilized. King et al. (1978) report a sensitivity of 0.02 g m−3, 161 

a response time of better than 0.05 s and an accuracy of 5% at 1 g m−3, but these parameters can 162 

vary depending on flight speed as discussed in McFarquhar et al. (2017) and Baumgardner et al. 163 

(2017). Similar to the RICE probe, the KING probe responds to smaller liquid droplets (e.g., 164 

volume-weighted mean diameter less than 0.15 mm as reported by Biter et al. (1987)) so it 165 

underestimates SLW in the presence of supercooled drizzle (e.g., Schwarzenboeck et al., 2009), 166 

but also can overestimate SLW in the presence of ice (Cober et al., 2001). Thus, the KING probe 167 
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is best for measuring the liquid water contents in the presence of exclusively smaller drops, while 168 

estimates of SLW content in the presence of drizzle are best obtained by integrating the size 169 

distributions. Water vapor is measured using the 25-Hz Vertical Cavity Surface Emitting Laser 170 

(VCSEL) hygrometer (Zondlo et al., 2010), which has an accuracy and precision of ~6% and 171 

≤1%, respectively. The calculation of relative humidity with respect to ice (RHi) is based 172 

on Murphy & Koop (2005). For temperatures from -40° to 0°C, the uncertainties in RHi range 173 

from 6% to 8%. Vertical velocity (w) is measured using the Radome Gust Probe in combination 174 

with pitot tubes and the differential Global Positioning System, where Cooper et al. (2016) report 175 

a net uncertainty in the standard measurement of vertical wind of 0.12 m s-1, although this 176 

represents ideal sampling conditions. More information on the performance of the GV gust probe 177 

processing and other instrumentation performance is provided in the manager’s report (EOL, 178 

2018). The report describes methods that were used to correct for drift with altitude in the 179 

system, which likely increases the uncertainty, especially over the whole range of altitudes in 180 

SOCRATES (although the performance at constant altitudes should be steady). Further research 181 

on the performance of the system is planned to better document these uncertainties. The project 182 

manager’s report also provides additional information on the processing and data quality issues 183 

related to the other routine instruments. 184 

2.2 Determining cloud phase 185 

 Figure 1A shows normalized probability density functions of the RICE change in voltage 186 

(dV/dt) for different ranges of number concentrations from the CDP (NCDP). Greater voltage 187 

changes are associated with greater liquid mass. Results show changes in voltage are positively 188 

skewed and noticeably greater for NCDP≥1 cm-3, suggesting that high NCDP are generally liquid 189 

samples. This is consistent with previous studies (e.g., Lance et al., 2010; Heymsfield et al., 190 
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2011; Finlon et al., 2019) which have noted that a threshold in CDP concentrations can serve as a 191 

first estimate for the presence of SLW in the absence of information from other probes. Figure 192 

1B shows a sharp bimodal distribution of NCDP for temperatures less than -20˚C where more ice 193 

would be expected. Thus, a threshold value of NCDP≥1 cm-3 is used to identify time periods 194 

where cloud particles with D < 50 μm are liquid. Examination of the CDP and RICE data 195 

confirmed that time periods with NCDP<1 cm-3 correspond to minimal voltage responses from 196 

RICE, further suggesting low NCDP corresponds with ice phase observations. Figure 1C shows 197 

vertical profiles of the RICE dV/dt for all in-cloud samples acquired during SOCRATES with 198 

results colored by NCDP. The dashed line at 0.01 V s-1 roughly intersects between datapoints 199 

where NCDP=0 (grey points), and NCDP >0 (colored points) over most of the vertical column. The 200 

dotted line at 0.002 V s-1, based on a previously proposed threshold to infer the existence of 201 

liquid (Heymsfield & Miloshevich, 1989), shows that this threshold would overestimate the 202 

frequency of liquid based on the CDP measurements, especially those at low temperatures. Thus, 203 

results presented here suggest a 0.01 V s-1 threshold is less susceptible to overestimating the 204 

frequency of liquid (for example, the large number of samples >0.002 V s-1 at temperatures less 205 

than -20°C where NCDP=0 cm-3). 206 

 The phase of the 2DS particles with D2DS>50 um is calculated using multinomial logistic 207 

regression (MLR), which models nominal outcome variables. Logistic regression is commonly 208 

accepted as a successful method for classification (e.g., Bishop, 2006). Specifically, MLR 209 

produces the logarithmic odds of outcomes modeled as a linear combination of the predictor 210 

variables. Previously, this method was used to derive the habits of ice crystals from two-211 

dimensional particle images using multiple optical array probes, including the 2DS (Praz et al., 212 

2018). The 2DS provides two-dimensional particle imagery, of which 1362 s worth of particles 213 
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with D2DS > 50 m were visually inspected and classified as either liquid, mixed or ice phase 214 

(i.e., the training set). Spherical particle images are assumed to be liquid drops whereas all other 215 

particles are assumed to be ice particles. The predictor variables used in MLR were M2DS, N2DS, 216 

number-weighted mean D2DS (Mean D2DS), standard deviation of D2DS (σD_2DS), standard 217 

deviation of number concentrations in 10 μm bins (σN_2DS), the maximum particle D2DS (Max 218 

D2DS) and NCDP. Since the presence of smaller cloud droplets (D<50 μm) was found to be a 219 

successful proxy for larger supercooled droplets (Heymsfield et al., 2011; Finlon et al., 2019; 220 

D’Alessandro et al., 2019), NCDP was included as a predictor in the MLR. The phase having the 221 

highest likelihood of the three as determined by the MLR is selected. Additional visual 222 

inspection of a separate 1287 s worth of 2DS imagery was performed following the MLR 223 

analysis in order to evaluate its success (i.e., the validation set). A decision tree similar to that 224 

used for the 2DC in D’Alessandro et al. (2019) was developed for the 2DS and compared with 225 

results from the MLR as a baseline model. The Heidke skill score gives an indication of a 226 

prediction’s success, where values approaching one indicate improving predictions and a value 227 

of 0 indicates the prediction performs as well as a randomized dataset. It was calculated as a 228 

multi-category forecast (one phase per category), of which further information of can be found in 229 

Jolliffe & Stephenson (2011). The MLR classification was found to perform well, as highlighted 230 

by Heidke skill scores of 0.88 and 0.68 for the MLR and baseline datasets, respectively. The 231 

phase flag was manually corrected for the “missed” predictions, including an additional 751 232 

samples from further visual inspection of 2DS images showing spherical particles where neither 233 

the RICE nor CDP was flagged as liquid. The use of RICE and CDP as proxy data for the phase 234 

of particles having D>50 μm is believed to improve upon the MLR phase classification, as 235 

distributions of RHi for these cases center around 100%, most notably at temperatures less than -236 
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20°C (Figure B in supplementary material). A flow chart highlighting phase categorization using 237 

the RICE, CDP and 2DS is shown in Figure 2. The phase is determined separately for cloud 238 

particles having D<50 μm (CDP and RICE) and D>50 μm (2DS). Thus, a sample is liquid when 239 

liquid is only reported for all particle sizes, and similarly for ice. A sample is mixed phase when 240 

both liquid and ice are reported. Cloud phase is determined every second, amounting to 241 

horizontal spatial resolutions of ~150 m depending on the aircraft flight speed. 242 

 A time series including 2DS images and cloud phase classification results is shown in 243 

Figure 3. Examples of images for all three phases are shown underlying the time series, where 244 

the images correspond with the overlying boxes. The top two rows show temperature, particle 245 

size distribution statistics from the 2DS (Max D2DS and Mean D2DS) and NCDP. The third row 246 

shows particle mass distribution functions from the 2DS over all available bin sizes and the 247 

fourth row shows cloud phase results. For the liquid case, Max D2DS reveals that SLW drops can 248 

often have D >  0.3 mm, consistent with observations that drizzle is sometimes present in low-249 

level cloud regimes. Mean D2DS is exceptionally low (typically less than 0.2 mm), due to the vast 250 

majority of droplets having relatively small D2DS. This is similarly observed for the mixed phase 251 

case, although in contrast Max D2DS far exceeds the sizes of supercooled drizzle drops due to the 252 

large ice particles observed that may preferentially grow due to riming or the larger 253 

supersaturation over ice compared to water. The ice phase case similarly has large Max D2DS, and 254 

in contrast to the liquid and mixed phase case has much larger Mean D2DS, since there is no 255 

longer a large concentration of smaller liquid drizzle particles. These variations in 2DS particle 256 

statistics highlight how the listed statistical parameters can be used to derive the phase of larger 257 

particles (D>50μm). Similarly, large segments of the mass distribution functions are relatively 258 
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homogeneous, highlighting relatively static microphysical properties over short durations of 259 

observations having similar phase.  260 

3. Results 261 

3.1 Cloud phase frequency distributions 262 

 The relative frequency distribution of cloud phase as a function of temperature is shown 263 

in Figure 4. Cloud samples are primarily liquid phase at the highest temperatures, and ice phase 264 

at the lowest temperatures. Mixed phase samples are the most infrequent, which may be expected 265 

since the mixed phase is thermodynamically unstable. In fact, previous analyses have shown that 266 

mixed phase clouds, where the fraction of liquid water content to total water content is between 267 

0.1 and 0.9, are not common (e.g., Korolev et al., 2003). This may also be related to the inability 268 

to discern the coexistence of ice and liquid particles having diameters less than 50 (due to CDP 269 

and RICE limitations) to 100 μm (due to coarse resolution of relatively small particles in 2DS particle 270 

imagery), which might result in an underestimation of mixed phase samples. Interestingly, ice-271 

only observations were observed at temperatures greater than -5°C, and SLW was observed at 272 

temperatures near -35°C. Samples of ice at these high temperatures were often observed as 273 

precipitating ice particles below the cloud base, which may have originated at colder 274 

temperatures. Further, there appears to be a sharp decrease in the frequency of the liquid phase 275 

once temperatures drop below -20°, suggesting the possibility of ice nucleating particles being 276 

activated at these temperatures; conversely, there is a sharp increase in the frequency of the ice 277 

phase at these low temperatures. Below a temperature of -20°C, liquid phase samples are present, 278 

but relatively sparse. Approximately 500 CDP and RICE samples meet the conditions for SLW 279 

occurrence at temperatures less than -30°C, with the lowest temperatures dropping a few tenths 280 

of a degree below -35°C. Visual inspection of the images confirmed that these samples were 281 
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indeed liquid, with these liquid clouds typically being sampled during the high altitude transit 282 

legs of the GV. 283 

3.2 Mixed phase characterization  284 

 Figure 5 shows the probability distribution function of liquid water fraction within clouds 285 

identified as mixed phase for different temperature ranges, where the liquid fraction is the liquid 286 

content (LWC) divided by the total condensed water content (TWC). LWC and ice water content 287 

(IWC) are determined using LWCKING and M2DS, respectively. Sensitivity tests relating LWCKING 288 

to MCDP were found to be highly correlated for NCDP >5 cm-3 (Figure C in supplementary 289 

material). Previous studies have shown a clear U-shaped distribution of liquid water fraction for 290 

in-cloud samples within the temperature range focused on in this study (e.g., Korolev et al., 291 

2003; D’Alessandro et al., 2019). However, results here are only shown for mixed phase 292 

samples, which show a reasonable number of samples from 0.1<LWC/TWC<0.9, producing 293 

relatively uniform distributions. This is consistent with the nature of mixed phase conditions 294 

observed over this region, whereby few and large ice aggregates are surrounded by swaths of 295 

SLW, which are evidently not depleted significantly by the occasional ice particle. Results show 296 

a maximum frequency at LWC/TWC>0.9 for the highest temperatures (-20° to 0°C)  and a 297 

maximum frequency at LWC/TWC<0.1 for the lowest temperatures (-40° to -20°C). 298 

Interestingly, the LWC/TWC at -10° to 0°C is the most uniformly distributed compared to other 299 

temperature regimes, whereby the frequency at LWC/TWC>0.9 is lower for this regime (~0.18) 300 

compared with that from -20° to -10°C and -30° to -20°C (~0.35 and ~0.22, respectively).  301 

 Figure 6 shows multiple microphysical properties sorted by LWC/TWC for only those 302 

samples identified as mixed phase, whereby moving right to left along the respective abscissas 303 

corresponds to more glaciated conditions. The parameters in red correspond with CDP 304 
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measurements and those in blue correspond with 2DS measurements, which generally 305 

correspond to liquid and ice phase observations, respectively. Further, mixed phase samples are 306 

restricted to those having CDP meet the definition of liquid as shown in Figure 2, which amounts 307 

to ~97% of all mixed phase samples. Figure 6A is a histogram of the LWC/TWC samples binned 308 

at intervals of 0.1. There is a slight peak at LWC/TWC<0.1 and the largest peak is at 309 

LWC/TWC>0.9, however, the distribution is relatively uniform.  310 

Focusing on liquid microphysical properties, σD_CDP and Mean DCDP increase with 311 

LWC/TWC until LWC/TWC reaches about 0.4, and then subsequently decrease (Figure 6B,C). 312 

Noting that NCDP also increases with LWC/TWC (Figure 6D), this is consistent with smaller 313 

droplets preferentially evaporating during the WBF process, as LWC is reduced by transfer to 314 

the ice phase. This may be expected as a volume of smaller droplets has a greater total surface 315 

area relative to a volume of larger droplets having an equivalent liquid mass content. For ice 316 

phase properties, N2DS slightly increases with decreasing LWC/TWC for LWC/TWC > 0.4, 317 

whereas mean D2DS is relatively constant and begins to increase with decreasing LWC/TWC 318 

when LWC/TWC<0.4. Further, N2DS decreases with decreasing LWC/TWC when 319 

LWC/TWC<0.4. Examination of 2DS particle size distributions and particle imagery show 320 

drizzle drops are often collocated at LWC/TWC>0.4, and the number of drizzle drops decreases 321 

as LWC/TWC decreases below 0.4. Because of this, caution must be taken when interpreting the 322 

2DS results, as there may still be an overlap of ice and liquid particles. 323 

3.3 Cloud phase spatial heterogeneity 324 

 An additional goal of this study is to describe the phase spatial heterogeneity within low-325 

level SO cloud regimes. A novel quantitative approach to describe spatial heterogeneity is 326 

developed here. Figure 7A provides a visualization of three terms that are introduced to aid in the 327 
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phase heterogeneity analysis. A sample has a time resolution of one second (~150 m). A segment 328 

is defined as a set of samples whose neighboring samples all have the same phase. A transect is 329 

defined as the total length of the cloud sampled (i.e., a set of consecutive in-cloud samples or 330 

segments with no clear air between). Utilizing these terms allows the spatial heterogeneity to be 331 

quantified by directly relating the number of samples to segments within a transect. Namely, a 332 

cloud with a greater number of segments will be more spatially heterogeneous than one with 333 

fewer segments, given similar transect lengths. Further, a completely heterogeneous cloud would 334 

have the same number of samples as segments, as the phase would change along the flight path 335 

at every second. In contrast, heterogeneity is minimized by having the minimum number of 336 

segments possible (i.e., one segment for a cloud with one phase, two segments for a cloud with 337 

two phases and three segments for a cloud with three phases). The visualization in Figure 7A is 338 

an example of a cloud transect having the minimal amount of heterogeneity, since only three 339 

segments are observed in the transect containing three phases. Increasing the number of 340 

segments would increase its spatial heterogeneity. The heterogeneity would be maximized if 341 

every sample was a different phase from its neighboring sample(s).  342 

 Figure 7B shows the length of cloud transects (derived from the true aircraft speed) 343 

related to the total length of each phase contained within the cloud transects. The results are 344 

restricted to -20°‒0°C in order to focus on boundary layer clouds; and in any event, ice phase 345 

samples dominate lower temperatures. The number (percentage) of one phase transects 346 

between -20° and 0°C having at least five samples was 268 (39%), 1 (~0%), and 54 (~8%) for 347 

liquid, mixed, and ice phase conditions, respectively. For transects containing at least two 348 

phases, 369 (53%) were observed between the same temperatures. At temperatures between -40° 349 

and -20°C, 73% were one phase transects containing ice and 23% contained at least two phases. 350 
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Figure 7B does not include one phase transects, as the markers would lie directly on the one-to-351 

one line (black line). The colored lines show average phase lengths as a function of the cloud 352 

transect length. For all transect lengths, the total length of liquid phase samples is greater than 353 

the lengths of mixed phase samples and nearly equal to or greater than the lengths of ice phase 354 

samples, as the red line is closest to the one-to-one line. This is consistent with the relative 355 

frequency distributions in Figure 4. The lengths of the ice phase samples are relatively close to 356 

those of the liquid phase samples for transect lengths less than ~4 km and closer to those of the 357 

mixed phase samples at transect lengths greater than ~4km. Overall, results reveal that the liquid 358 

phase is more frequent (i.e., has greater total lengths) than the ice phase for transects greater than 359 

4km but is equally frequent for transects less than 4km. In addition, the mixed phase is less 360 

frequent than the ice phase for transects less than 4 km and less frequent than the liquid phase 361 

regardless of transect length, but is approximately as frequent as the ice phase for transects 362 

greater than ~5km. 363 

Figure 7C,D shows the number of segments within a cloud transect as a function of the 364 

number of samples within the transect as black dots, whereas the number of samples and 365 

segments for each phase contained within the cloud transects are given by the colored markers. 366 

Cloud transects with greater spatial heterogeneity are generally farther up the y-axis (i.e., clouds 367 

with a relatively large number of segments will approach the one-to-one line). Overall, the 368 

datapoints are relatively scattered for the cloud and phase samples, and the best fit linear 369 

regressions (black and colored lines for the cloud and phase markers, respectively) lie between 370 

the minimum (dotted and dashed lines) and maximum (dotted dashed line) heterogeneous values. 371 

This allows for an absolute measure of the relative heterogeneity between different phases. 372 

Figure 7C shows results at temperatures between -10° and 0°C, which reveal the most spatially 373 
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heterogeneous phase is the mixed phase, as the green lines have the greatest number of segments. 374 

In contrast, the least heterogeneous phase is the liquid phase, as the red lines have the least 375 

number of segments. Figure 7D shows results at temperatures between -20° and -10°C, revealing 376 

the most spatially heterogeneous phase is the mixed phase, whereas the least heterogeneous 377 

phase is the ice phase. When combining the two temperature regimes, the most heterogeneous 378 

phase is the mixed phase and the least heterogeneous is the liquid phase (Figure D in 379 

supplementary material). Further, the best fit line for cloud transects is slightly lower at -10° to 380 

0°C compared with -20° to -10°C, as seen by the relatively similar slopes beyond ~30 samples 381 

and the solid black lines intercepting the right ordinate at ~40 segments for the warmer regime 382 

and greater than 100 segments for colder temperatures. This suggests spatial heterogeneity 383 

increases with decreasing temperature from 0° to -20°C. 384 

To determine a quantitative measure of heterogeneity, a parameter is developed to define 385 

the spatial heterogeneity, which is called the spatial heterogeneity score (SHS). The equation is 386 

simply a normalization equation described as 387 

SHSn =
samplesn−segmentsn        

samplesn−1
    (1) 388 

where n is substituted for cld when SHS is calculated for the entire transect (SHScld), and for liq, 389 

mix or ice when calculated for the respective phases contained within a given transect (SHSliq, 390 

SHSmix, SHSice). A more homogeneous cloud has SHScld approach one and a more heterogeneous 391 

cloud will have SHScld approach zero. Figure 8 shows histograms of SHScld and SHSliq,mix,ice. The 392 

frequency of SHScld cases exceeding 0.5 far exceeds the frequency of cases less than 0.5, 393 

suggesting clouds over the SO are generally spatially homogeneous. Similarly, the frequencies of 394 

SHSliq and SHSice exceeding 0.5 are much greater than those less than 0.5. In fact, nearly 50% of 395 
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SHSliq and SHSice are greater than 0.9. In contrast, SHSmix is nearly a uniform distribution. This is 396 

consistent with Figure 7C,D, highlighting the greater degree of spatial heterogeneity of mixed 397 

phase samples. Note the frequency distribution of SHScld has a peak frequency between 0.8 and 398 

0.9, which may seem to conflict with SHSliq and SHSice having peak frequencies greater than 0.9 399 

and SHSmix having comparable peak frequencies between 0.8 and 1.0. However, values of SHScld 400 

are inherently more heterogeneous since they always contain at least two segments for cloud 401 

transects containing at least two phases. Following the normalization equation, a cloud transect 402 

with two segments would require a minimum of 12 samples to exceed 0.9 and 22 samples for a 403 

cloud transect with three segments to likewise exceed 0.9.  404 

The linkage between meteorological and microphysical properties to the degree of spatial 405 

heterogeneity is also investigated. An example of the analysis is shown in Figure 9 where the 406 

frequency distribution of SHScld depends on whether the sampled clouds were coupled or 407 

decoupled from the layer immediately above the ocean surface; previous studies (e.g., Wang et 408 

al., 2016; McFarquhar et al., 2021) have suggested the degree of coupling might affect cloud 409 

composition. Generally, potential temperature and moisture profiles are examined to determine 410 

coupling based on the relation between the lifting condensation level and the cloud base height. 411 

However, Wang et al. (2016) examined decoupling in subtropical environments by looking for 412 

discontinuities in vertical profiles of potential temperature, moisture content, and aerosol number 413 

concentrations. They developed a metric whereby environments are considered decoupled if the 414 

differences in the top and bottom of the subcloud layer (i.e., the cloud base and surface, 415 

respectively) potential temperature and water vapor mixing ratio exceed 1.0K and 0.6 g kg-1, 416 

respectively. Otherwise, an environment is considered coupled. This metric is applied here using 417 

the nearest dropsonde profile to each cloud transect. Figure 9 shows that coupled and decoupled 418 
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environments have similar distributions of SHScld, suggesting there is no relation between cloud 419 

phase heterogeneity and surface coupling.  420 

A Whitney-Mann U-test and two-sample Kolmogorov-Smirnov test are performed on the 421 

two distributions to further evaluate their similarity. The Whitney-Mann U-test determines 422 

whether the median of one distribution is significantly greater or less than the other, whereas the 423 

two-sample Kolmogorov-Smirnov test determines the significance of the maximum absolute 424 

difference between the two cumulative frequency distributions, both of which use lookup tables. 425 

These tests are chosen since they do not require prior knowledge of the distributions’ shapes. 426 

Results suggest there is no statistically significant difference between the two distributions. Both 427 

tests do not reject the null hypothesis, namely, that the distributions are similar, at a significance 428 

level of 10%.   429 

 Heterogeneity analyses are applied to other meteorological and microphysical parameters 430 

are shown in Figure 10, which provides probability density functions of 1 Hz observations of 431 

temperature, w, Mean D2DS and M2DS for varying SHS. Results are shown for liquid phase (A‒D), 432 

mixed phase (E‒H), ice phase (I‒L), and all phases combined (cloud; M‒P). The liquid, mixed, 433 

ice and cloud results use SHSliq, SHSmix, SHSice and SHScld, respectively. In order to provide an 434 

analysis of cloud transects having comparable spatial scales, as well as allowing for the analysis 435 

of localized regions of heterogeneity within relatively long transects, transects containing more 436 

than 20 samples are split into intervals of 20 samples, which are defined as sub-transects. 437 

Additionally, a minimum of 5 samples is required for a transect to be included in the analysis 438 

(e.g., a cloud transect having 68 samples is broken up into three sub-transects, each having 20 439 

samples and one sub-transect having 8 samples). Results were not significantly different when 440 
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splitting transects into intervals of 10, 30, 40 and 50 samples (Figure E1,2,3,4 in supplementary 441 

material).  442 

Distributions of temperature for each phase are visually relatively similar among the 443 

different heterogeneity ranges, namely, the frequencies at different ranges of SHS generally 444 

decrease with decreasing temperature. However, there are differences worth noting. Larger 445 

frequencies of greater SHSliq and SHSmix occur at temperatures greater than -5°C, suggesting 446 

more spatial heterogeneity for these phases is observed at relatively lower temperatures (Figure 447 

10A,E) which is consistent with Figure 7C,D. In addition, more homogeneous distributions of 448 

ice are observed at temperatures less than -20°C. This is seen with probabilities of ice greater for 449 

SHSice>0.8 and completely homogeneous sub-transects exceeding those of lower SHS at 450 

temperatures less than -20°C (Figure 10I). Finally, sub-transects are generally found to increase 451 

in heterogeneity (decreasing SHScld) with decreasing temperature from -20°‒0°C (Figure 10M). 452 

Other notable trends are observed for additional parameters. For example, distributions of w are 453 

slightly broader for spatially heterogeneous sub-transects compared with more homogeneous 454 

sub-transects (Figure 10B,F,J,N), which exhibit slightly higher peaks. Statistical tests confirmed 455 

that this difference is significant (using two-sample Kolmogorov-Smirnov tests at a significance 456 

level of 1%). This trend is most notable when examining the heterogeneity over entire sub-457 

transects (Figure 10N), as seen by peak frequencies of ~0.29, ~0.23 and ~0.18 at w~0 m s-1 for 458 

completely homogeneous, 0.8<SHScld<1.0 and SHScld<0.8, respectively. The broader 459 

distributions of w suggest stronger turbulence may be related to the increase in heterogeneity 460 

within cloud transects.  461 

In contrast, only ice particles appear to correlate with spatial heterogeneity, as highlighted 462 

by results of mean D2DS and M2DS. M2DS decreases with decreasing SHSmix and SHSice (Figure 463 
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10G,K), whereas distributions are similar for varying SHSliq (Figure 10C). Likewise, mean D2DS 464 

decreases with decreasing SHSice (Figure 10 L). However, distributions of mean D2DS are nearly 465 

identical for the liquid and mixed phase, although this is due presumably to the large number of 466 

2DS samples containing both liquid droplets and ice particles, of which liquid droplets dominate 467 

the number concentrations and number-weighted mean. In addition, NCDP, σD_CDP, and MCDP 468 

were similarly analyzed (as well as N2DS, horizontal windspeed, and wind direction relative to 469 

flight direction; Figure F and Figure G in supplementary material, respectively) and were found 470 

to be similarly distributed regardless of SHS.  471 

The distributions of the microphysical properties do not show any relation with SHScld, 472 

i.e., when observations from all phases are combined (Figure 10O,P). This is most likely due to 473 

the similarly distributed liquid phase data at varying ranges of SHSliq (Figure 10C,D) smoothing 474 

out the combined liquid, mixed and ice phase distributions used with SHScld. Thus, differences 475 

are only observed in the microphysical properties of ice particles when related to the spatial 476 

heterogeneity of their respective phases and not that of the overall cloud sub-transects.  477 

4. Discussion 478 

In-cloud samples are determined to be either liquid, ice or mixed phase using a 479 

combination of cloud probes (CDP, RICE and 2DS). Potential caveats of the proposed phase 480 

classification method include the inability to discern whether a sample of particles having D<50 481 

μm includes both ice and liquid particles. Further, a degree of subjectivity is inherent when 482 

visually classifying particles having D>50 μm. Aspherical particles can appear spherical in 2DS 483 

imagery, and spherical particles may even be frozen drops. However, it was shown in Section 2.2 484 

that CDP and RICE can be used as a proxy to infer whether the phase of the larger particles was 485 

correctly classified. Additionally, ice is often expected to be associated with larger particle sizes, 486 
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as theory dictates that under most conditions near water saturation, ice particles will quickly 487 

grow larger than droplets, such as in the types of cloud regimes sampled during SOCRATES. It 488 

is also important to note that the aircraft would have experienced significant icing and aborted 489 

in-cloud measurements if flown through regions of large SLW containing large droplet sizes at 490 

temperatures below which kinetic heating fails to offset below-freezing ambient temperatures, 491 

although SLW contents are often low in clouds sampled during SOCRATES. However, the most 492 

noticeable uncertainty of the phase ID is discerning supercooled drizzle (associated with minimal 493 

aircraft icing) and precipitating ice. While caution was taken to visually examine samples of 494 

precipitation, this may introduce slight biases in the frequency of liquid and ice phase samples 495 

primarily from -10° to 0°C (samples below cloud base) in Figure 4. Overall, the observational 496 

strategy discussed in section 2 provides a relatively uniform in-cloud sampling distribution to 497 

minimize any sampling bias associated with the structure of boundary layer clouds. 498 

In situ measurements cannot be used to examine the evolution of mixed phase conditions 499 

in a Lagrangian framework, due to the aircraft’s inability to sample an air parcel throughout its 500 

trajectory, which was not a major objective of the SOCRATES flights used in this study. 501 

However, theoretical and modeling studies show the evolution of mixed phase volumes almost 502 

always transitions from mostly liquid to all ice (e.g., when the WBF process and/or riming 503 

dominates). Therefore, by examining mixed phase samples as a function of LWC/TWC, different 504 

microphysical properties can be ascertained, where values near 1 depict conditions before the 505 

start of the glaciation process and values approaching 0 correspond to complete glaciation.  506 

Figure 5 reveals U-shaped distributions in the frequency distribution of LWC/TWC for 507 

mixed phase samples, showing relatively uniform distributions from -20° to 0°C and 508 

distributions resembling inverse exponential functions from -40° to -20°C. Samples from all 509 
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temperatures are combined in Figure 6A, revealing an exponential shape consistent with the 510 

study of McFarquhar et al. (2007a). They also sampled stratocumulus boundary layer clouds, but 511 

over the Arctic, finding a relatively uniform distribution of LWC/TWC near cloud base with an 512 

increasing frequency of LWC/TWC>0.9 towards cloud top in single layer stratocumulus mixed 513 

phase clouds. The uniform distribution of LWC/TWC near cloud base is consistent with results 514 

in Figure 5, which show the most uniform distributions of LWC/TWC at -10° to 0°C, which 515 

generally includes most samples near the base of the lowest cloud layers.  516 

Liquid number concentrations decrease as LWC/TWC decreases, whereas the number 517 

weighted mean D and σD of liquid drops increase as LWC/TWC decreases. This may be due to 518 

smaller droplets preferentially evaporating at the expense of the larger droplets. Secondary ice 519 

production mechanisms (e.g., Field et al., 2017) may also play a role in these trends. Flight 520 

scientists on the G-V during SOCRATES often found drizzle collocated with ice particles, 521 

potentially suggesting that precipitation can be induced while the WBF process is acting 522 

(discussed in flight reports such as RF05, RF12, RF15). Korolev (2007) performed a box model 523 

study highlighting that the WBF process only occurs given prerequisite background requirements 524 

and discusses the range of vertical velocities whereby WBF can occur. The study found that both 525 

ice crystals and liquid drops could grow given sufficient updraft speeds. Another potential 526 

mechanism may be the removal of smaller liquid droplets via accretion. This is consistent with 527 

the increase in N2DS as LWC/TWC decreases from 1.0 to 0.4, which could be related to secondary 528 

ice production such as rime splintering activating via accretion (i.e., the Hallett-Mossop process).  529 

Results examining the spatial heterogeneity of liquid, mixed and ice phase occurrence 530 

within clouds suggest the mixed phase appears to be the most spatially heterogeneous. Further, 531 

SHScld are often between 0.6 and 1.0, suggesting relatively homogeneous regions often occur 532 
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within transects along with “pockets” of increased heterogeneity, such as that observed in Figure 533 

3 around 02:28:50 UTC. In fact, results in Figure 10 are split up into sub-transects in order to 534 

focus on localized regions of heterogeneity within larger transects. Such localized regions of 535 

heterogeneity, associated with “pockets” of ice and mixed phase within large swaths of 536 

supercooled liquid, could be nucleating via heterogenous nucleation. Recent work has 537 

highlighted the relatively sparse but present ice nucleating particles observed over this region 538 

(e.g., Finlon et al., 2020; McCluskey et al., 2018).  539 

The existence of small-scale generating cells at cloud top may also be impacting the 540 

heterogeneity as Wang et al. (2020) showed that the horizontal scales of generating cells from 541 

which the precipitation emanates range from approximately 200 to 800 m, smaller than those 542 

observed over the mid-latitudes (Rosenow et al., 2014) or the Arctic (McFarquhar et al., 2011). 543 

Further, the lengths of cloud segments may be directly related to generating cells, as segment 544 

lengths are often within the range of generating cells as described in Wang et al. (2020) for lower 545 

SHS. However, they found number concentrations of particles having D>200 μm (of which ice 546 

particles dominate) were greater within generating cells compared with outside of them. Work 547 

presented here shows the mass and number-weighted mean D of ice particles generally decreases 548 

as cloud segments decrease in horizontal length (i.e., increase in spatial heterogeneity). 549 

Additionally, a similar analysis was performed on N2DS having D>200 μm as in Figure 10 550 

(Figure H in supplementary material) and values slightly decreased with increasing spatial 551 

heterogeneity. However, Wang et al. (2020) only selected 16 selected flight legs for analysis, 552 

when the GV aircraft was sampling near cloud top. Future work will focus on relating spatial 553 

heterogeneity to physical features within the environment.  554 
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A physical reason describing the decrease in M2DS and Mean2DS with increasing 555 

heterogeneity may be related to cloud lifetimes. If SHS is considered as a proxy for the 556 

evolution/lifecycle of a cloud region, whereby “pockets” of supercooled liquid nucleate and 557 

freezing events spread spatially, then lower SHSliq and higher SHSice would be expected with an 558 

“aged” cloud region. This would be consistent with the increase of ice mass and mean D (and 559 

relatively constant liquid mass and number concentrations) observed with increasing 560 

homogeneity.  561 

In situ data are the measurements best suited for determining the heterogeneity of phases 562 

in SO clouds, and this has important implications for modeling studies. Zhang et al. (2019) 563 

showed that parameterizing mixed phase clouds as pockets within supercooled cloud fields for 564 

arctic clouds improved model agreement with observed liquid water contents from in situ 565 

observations taken during the Mixed Phase Arctic Cloud Experiment (Verlinde et al., 2007). Tan 566 

& Storelvmo (2016) performed a quasi-Monte Carlo sampling of varying parameters in the 567 

Community Atmospheric Model version 5.1 (CAM5) and found the vapor depletion rates 568 

associated with the WBF process contributed to the greatest amount of variance of the mass 569 

partitioning of mixed phase clouds. They further tested CAM5 for the spatial heterogeneity of 570 

phase by parameterizing mixed phase clouds as having “pockets” of liquid and ice versus the 571 

assumption of ice and liquid as homogeneously mixed, and found the simulations improved 572 

cloud macro-scale features when compared to satellite observations. They noted that the 573 

assumption of mixed phase clouds as homogenously mixed ice and liquid particles in the model 574 

results in irregularly large rates of vapor depletion, rapidly evaporating liquid at the expense of 575 

ice growth. The results presented here confirm that mixed phase regions are often on the scale of 576 

100 m to 10 km, and adjusting models to parameterize the spatial distribution of phase as such 577 



27 
 

will increase cloud fraction and lifetimes, which in turn may improve representations of radiative 578 

profiles over the SO. 579 

5. Conclusions 580 

 The purpose of this study is to present the characteristics of cloud phase over the 581 

Southern Ocean using airborne in situ observations acquired during SOCRATES, which 582 

primarily sampled low-level clouds over the Southern Ocean. The relative phase frequencies 583 

controlled by temperature reveal an exceptionally large frequency of supercooled liquid between 584 

-20° and 0°C. Ice was observed at temperatures near freezing and supercooled liquid at 585 

temperatures near -35°C. A sharp decrease in supercooled liquid was observed once 586 

temperatures dropped below -20°C, suggesting that the activation of ice nucleating particles 587 

might be the primary influence on the presence of different cloud phases. This is consistent with 588 

similar findings of a sharp increase in ice phase occurrence frequencies observed over Cape 589 

Grim, Tasmania (Alexander & Protat, 2018).   590 

 The spatial heterogeneity of cloud phase is examined by relating the number and lengths 591 

of different cloud phases contained within each cloud. A metric is also introduced which 592 

diagnoses a degree of spatial heterogeneity to each cloud sampled. Results show that most clouds 593 

are relatively spatially homogeneous as highlighted in Figures 7C,D and 8. The spatial 594 

heterogeneity of specific phases are also examined, and results show that the mixed phase is the 595 

most spatially heterogeneous from -20° to 0°C, whereas the liquid phase is the least spatially 596 

heterogeneous from -10° to 0°C and the ice phase from -20° to -10°C. Correctly characterizing 597 

the spatial heterogeneity of low-level clouds over the SO is crucial, as assumptions on phase 598 

mixing can have major impacts on cloud cover, lifetime, and microphysical properties.  599 



28 
 

Finally, local microphysical and meteorological properties are related to the spatial 600 

heterogeneity of both the individual phases and of the cloud transects. Transects generally 601 

increase in heterogeneity with decreasing temperature from -20° to 0°C, and the distribution of w 602 

slightly broadens with decreasing SHScld. In addition, the mass and mean diameter of ice 603 

particles are found to decrease with increasing heterogeneity. Future work will further examine 604 

the trends of microphysical properties in relation to spatial heterogeneity. 605 
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Table 1: A list of all instrumentation and relevant information used in this study. Sources related 

to uncertainties are contained within Section 2. 
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 883 

Figure 1: Probability distribution function of dV/dt of RICE for NCDP≥1 cm-3 and NCDP<1 cm-3 884 

(A), as well as for NCDP at temperatures from -20° to -5°C and less than -20°C (B). Vertical 885 

profile of dV/dt colored by NCDP (C). Samples in 1A,B are all considered in-cloud for CDP (i.e., 886 

MCDP≥10-3 g m-3) and in 1C for CDP or 2DS (MCDP≥10-3 g m-3 or N2DS>0). The grey points in 1C 887 

represent in-cloud samples having NCDP=0. The dotted and dashed lines are at 0.002 V s-1 and 888 

0.01 V s-1, respectively.  889 
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 890 

Figure 2: Flow chart highlighting how phase is determined using the CDP, RICE and 2DS 891 

probes. The phase is reported for every second, whereby the combination of CDP and 2DS 892 

phases determines the phase at every second (e.g., CDP=liquid and Max D2DS<0.05 mm is 893 

classified as liquid, CDP=liquid and 2DS=ice is classified as mixed phase, etc.).  894 
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 895 

Figure 3: Time series from RF06 showing Max D2DS and NCDP (top row), temperature and 896 

number weighted mean D2DS (2nd row), the mass size distribution normalized by bin width (3rd) 897 

and the phase derived from the phase algorithm in Figure 2 (bottom row). The red, green and 898 

blue boxes correspond with underlying 2DS optical array imagery of liquid, mixed and ice phase 899 

samples, respectively.  900 
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 901 

Figure 4: The relative frequency distribution of liquid, mixed and ice phase samples are shown 902 

as the colored lines, whereas the number of in-cloud samples from the SOCRATES campaign is 903 

shown by the black line. Results are binned at 5°C intervals.  904 
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  905 

Figure 5: Probability density functions of liquid to total condensate mass ratio for SOCRATES. 906 

Results are only shown for mixed phase cases. Different colored lines correspond with different 907 

temperature regimes. The number of samples for each temperature regime is provided in the 908 

legend. 909 
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 910 

Figure 6: Number of 1 second samples for analysis (A). The mean values of σD (B), number 911 

weighted mean D (C) and N (D) of CDP and 2DS observations controlled by LWC/TWC. 912 

Colored lines represent one standard deviation. Results are shown for the CDP (2DS) in red 913 

(blue) and are primarily representative of liquid (ice) particles. Results are restricted to mixed 914 

phase samples where CDP is classified as liquid.  915 
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 916 

Figure 7: An idealized diagram highlighting the introduced terms “samples”, “segments” and 917 

“transects” (A), a scatterplot of the cloud transect length versus the total length of the respective 918 

phases (colored markers) contained within the transects (B) and the number of samples of a 919 

cloud transect (black dots) and phase contained within a cloud transect (colored markers) versus 920 

the respective number of segments (C,D). Results in 7B,C,D are restricted to temperature ranges 921 

shown in their respective panels, and cloud transects containing at least two phases. Colored 922 

lines in 7B show average phase lengths. The lines in 7C,D are best fit linear regressions for the 923 
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respective phases (colored lines) and entire cloud transects (black line). The black line in 7B 924 

shows the one-to-one line. The dotted (dashed) line in 7C,D represents the minimal possible 925 

heterogeneity for cloud transects containing two (three) phases. The dotted dashed line 926 

represents a completely heterogeneous cloud (i.e., the number of samples equals the number of 927 

segments). The markers in 7B,C correspond with those shown in the legend of 7D. 928 
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 929 

Figure 8: Histogram of SHScld (black line; right ordinate) and probability density functions of 930 

SHSliq, SHSmix and SHSice (colored lines; left ordinate). The results are restricted similar to Figure 931 

7B, as well as limited for a given number of samples (shown in the legend).  932 

 

 

 

 



51 
 

 933 

Figure 9: Probability density function of SHScld for coupled and decoupled environments. SHScld 934 

are only shown for cloud transects with ≥5 samples as in Figure 8. Coupling is determined 935 

following Wang et al. (2016) whereby the nearest dropsonde to a given cloud transect is used.  936 
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 937 

Figure 10: Probability density functions of temperature (leftmost column), w (left column), M2DS 938 

(right column) and Mean D2DS (rightmost column) for varying ranges of SHS. Results are shown 939 

for liquid (A‒D), mixed (E‒H), ice (I‒L) and all phases combined (cloud; M‒P). Analyses of 940 

liquid, mixed, ice and cloud samples are applied using SHSliq, SHSmix, SHSice and SHScld, 941 

respectively. Cloud transects longer than 20 samples are broken down into intervals of 20 942 

samples. Transects shorter than 20 samples must contain at least 5 samples. The number of 943 

samples for each range of SHScld are included in the legend. Homogeneous represents transects 944 

containing only one phase. 945 

 


