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Abstract: 25 
The timing of melt onset in the Arctic plays a key role in the evolution of sea ice throughout 26 
Spring, Summer and Autumn. A major catalyst of early melt onset is increased downwelling 27 

longwave radiation, associated with increased levels of moisture in the atmosphere.  Determining 28 
the atmospheric moisture pathways that are tied to increased downwelling longwave radiation 29 
and melt onset is therefore of keen interest. We employed Self Organizing Maps (SOM) on the 30 
daily sea level pressure for the period 1979-2018 over the Arctic during the melt season (April-31 

July) and identified distinct circulation patterns. Melt onset dates were mapped on to these SOM 32 
patterns. The dominant moisture transport to much of the Arctic is enabled by a broad low 33 
pressure region stretching over Siberia and a high pressure over northern North America and 34 
Greenland. This configuration, which is reminiscent of the North American-Eurasian Arctic 35 

dipole pattern, funnels moisture from lower latitudes and through the Bering and Chukchi Seas.  36 
Other leading patterns are variations of this which transport moisture from North America and 37 
the Atlantic to the Central Arctic and Canadian Arctic Archipelago. Our analysis further 38 
indicates that most of the early and late melt onset timings in the Arctic are strongly related to 39 

the strong and weak emergence of these preferred circulation patterns, respectively.  40 
 41 
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1. Introduction 54 

Spring and summer in the Arctic are periods of great change and uncertainty.  Warm 55 
weather and an increase in atmospheric moisture content produce changes to the snow and sea 56 
ice cover, drastically altering the energy budget of the Arctic, which in turn affects planetary 57 

atmospheric and oceanic circulation.  Yearly sea ice cover has an average decrease of 4% per 58 
decade (Cavalieri & Parkinson, 2012) since the beginning of the satellite era, with the most 59 
pronounced decline occurring at the end of the melt season in September (Onarheim et al., 2018; 60 
Stroeve & Notz, 2018).  This decrease, particularly during summer months (June, July, August, 61 

and September) has led to an extension of the Arctic Ocean open water season by about a week 62 
each decade (Stroeve et al., 2014).  The corresponding increase in Arctic accessibility is of keen 63 
interest for military activity, resource extraction, shipping, tourism, and scientific research 64 
(Cronk, 2019; Eguíluz et al., 2016; Ellis & Brigham, 2009; Garamone, 2019; Hansen et al., 65 

2016).  Open water shipping routes along the Northern Sea Route, over the North Pole, and 66 
through the Northwest Passage are expected to become navigable by the mid-21st century, 67 
impacting environmental, strategic, economic, and governance for the Arctic region (Smith & 68 
Stephenson, 2013).  This increase in activity in the Arctic Ocean requires a better understanding 69 

of the mechanisms driving sea ice loss and a need to determine sources of predictability on 70 
synoptic and seasonal scales.  The present study provides insights into the synoptic atmospheric 71 
patterns that are associated with southerly moisture advection in relation to the timing of melt 72 
onset. 73 

Conditions during the transition from winter to spring play an important role in summer 74 
sea ice variability (Perovich & Polashenski, 2012).  The first appearance of liquid meltwater in 75 
the snow pack, termed melt onset, is a key attribute that sets the stage f or the melt season.  The 76 
presence of liquid water reduces the high albedo of snow, causing a rapid increase in heat flux to 77 

the ice and snow pack, promoting further melt.  Earlier melt onset leads to early open ocean 78 
conditions which greatly absorb heat through solar radiation (Perovich et al., 2007), leading to 79 
delayed freeze up (Stroeve et al., 2014) and therefore longer open water conditions. As the snow 80 
melts, melt water accumulates in melt ponds, the timing of which plays a role in how much ice is 81 

left over at the end of summer (e.g. Schröder et al., 2014).  82 
As with the trends in declining sea ice cover trends in the timing of melt onset have been 83 

reported in previous studies (e.g. Markus et al., 2009; Stroeve et al., 2014; Bliss & Anderson 84 
2014; Stroeve and Notz, 2018), with all studies demonstrating earlier occurrence in recent years 85 

(e.g. Table 1, Figure 1). These negative trends are expected to continue to do so in the future 86 
(Smith & Jahn, 2019).  The strongest trend and greatest variability occurs in the Kara Sea while 87 
the weakest trend is found in the East Siberian Sea.   88 

 89 

Table 1 Statistics for the regionally averaged timing of melt onset in the Arctic using the melt 90 
onset algorithm of Markus et al. (2009).  Trend and standard error are determined by an ordinary 91 

least squares linear regression over the years 1979-2018. 92 

Sea 
Trend (days per 

decade) 
Standard Error 

(days) 

Standard 

Deviation 
(days) 

Kara -5.0 0.12 10.11 

Laptev -1.9 0.10 7.38 

East Siberian -0.7 0.08 5.51 
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Chukchi -1.4 0.10 7.36 
Beaufort -2.2 0.09 6.67 

Canadian Arctic 

Archipelago 

-1.3 0.07 5.33 

Central Arctic -1.4 0.07 5.22 

 93 

 94 

 95 
Fig. 1 Trends in the timing of melt onset in the Arctic by sea.  All regions show a trend towards 96 

earlier melt onset in recent years using the melt onset algorithm of Markus et al. (2009). All 97 
regions except the East Siberian and Chukchi seas show statistically significant trends at the 90% 98 

confidence level. 99 

Identifying the drivers of melt onset may also help improve the predictability of the 100 
remainder of the melt season.  In particular, Schröder et al. (2014) found a strong correlation (-101 

0.80) between spring melt pond fraction and September sea ice extent.  The lower albedo of melt 102 
ponds compared to snow covered or bare ice result in greater solar absorption and more melting.  103 
Early formation of melt ponds is therefore a powerful indicator of strong summer sea ice retreat.  104 
The melt pond fraction in May in particular has been found to have a strong impact on the 105 

summer sea ice state (Schröder et al., 2014).  Additionally, anomalous radiative forcing in June 106 
has been associated with September sea ice extent anomalies (Huang et al., 2019).  The radiative 107 
anomalies are likely partially due to the June North Atlantic Oscillation (NAO) index which, in 108 
its negative phase, results in anomalous high pressure over the pole and has been identified as a 109 

possible forcing mechanism for September sea ice melt (Ding et al., 2019; Li et al., 2015; Wernli 110 
& Papritz, 2018). 111 

While the importance of melt onset is clear, the mechanisms driving it are still being 112 
explored.  Mortin et al. (2016) found that melt onset is triggered by positive anomalies of water 113 



 

5 

 

vapor, clouds, and air temperature that increase the downwelling longwave radiation to the 114 
surface.  These moisture anomalies are due to atmospheric transport from remote areas rather 115 
than moisture fluxes from the Arctic surface due to the high insulation properties of ice and snow 116 

(Boisvert et al., 2013).  Atmospheric moisture transport, or moisture intrusions, have been linked 117 
to the formation of supercooled liquid water clouds and therefore the enhancement of net surface 118 
energy fluxes via increased downwelling longwave radiation (Ali & Pithan, 2020; Persson et al., 119 
2017).  Tracking these moisture sources is of keen interest and has been explored with regard to 120 

other Arctic events (Drumond et al., 2016; Stohl, 2006; Vázquez et al., 2016). 121 
In the following, we provide insights into which atmospheric circulation patterns, and the  122 

associated southerly moisture advection, lead to melt onset and how the timing of these patterns 123 
affects the occurrence of early melt onset.  This is achieved through the use of a Self-Organizing 124 

Map (SOM) analysis on daily sea level pressure (SLP), compared to daily instances of melt onset 125 
across the Arctic derived from passive microwave data.   126 

2. Data 127 

The dates of melt onset are obtained from the microwave radiometers Scanning 128 
Multichannel Microwave Radiometer, Special Sensor Microwave/Imager, and Special Sensor 129 

Microwave Imager and Sounder (Markus et al., 2009; Stroeve et al., 2014).  Microwave 130 
emissions are directly related to the melt signature of ice and snow (Markus et al., 2009), as 131 
meltwater forms in the snowpack its dielectric properties change and its emissivity increases.  132 
Melt onset can therefore be determined by the increase in liquid water at depth within the 133 

snowpack, which is detected based on the temporal variability of brightness temperatures at 134 
19GHz and 37GHz in different combinations (Markus et al., 2009).  Two melt onset products 135 
exist in this data set, early melt onset (EMO), the first date melt water is detected, and continuous 136 
melt onset (MO), which persists until freeze-up.  This study uses EMO (termed melt onset from 137 

here on) as it has been found to be more closely associated with synoptic atmospheric processes 138 
(Mortin et al., 2016).  The melt data is provided at a 25 km by 25 km spatial resolution and is re-139 
projected from NSIDC’s polar stereographic projection to the Equal-Area Scalable Earth Grid 140 
2.0 (EASE-Grid 2.0) (Brodzik et al., 2012, 2014) for the period 1979–2018.  The Arctic domain 141 

is divided into 7 seas: the Beaufort, Chukchi, East Siberian, Laptev, Kara, Central Arctic, and 142 
Canadian Arctic Archipelago (CAA).  While the SOM analysis is done on the entire Arctic 143 
domain north of 60°N, the effect on melt onset is only identified in the seas depicted in Figure 2. 144 
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 145 
Fig. 2 Subregions of the Arctic Ocean analyzed in this study. 146 

 147 
Daily sea level pressure (SLP, in units of Pa), surface air temperature (air temperature at 148 

925hpa, SAT, in units of oC), downwelling longwave radiation (LWDN, in units of W m-2), and 149 
integrated vapor transport (IVT, in units of kg m-1 s-1) are from ECMWF Reanalysis 5th 150 

Generation (ERA5; Copernicus Climate Change Service (C3S), 2017). ERA5 was produced 151 
using 4D-Var data assimilation in CY41R2 of ECMWF’s Integrated Forecast System (IFS), with 152 
137 hybrid sigma/pressure (model) levels in the vertical, with the top level at 0.01 hPa .  Values 153 
are spatially aggregated to a spatial resolution of 0.5° latitude by 0.5° longitude. Studies have 154 

shown ERA5 to perform favorably in the Arctic (though evaluations have been limited in time 155 
and space as they are compared to in-situ observations) in terms of surface meteorology and 156 
radiation (Babar et al., 2019; Graham et al., 2019), particularly in spring and summer (Graham et 157 
al., 2019).  ERA5 does produce biased estimates of these variables, so daily anomalies are used 158 

in this study.  The atmospheric data was subsetted to only include locations with a latitude >60N 159 
and were re-projected to the Equal-Area Scalable Earth Grids, or EASE2.0, projection (Brodzik 160 
& Knowles, 2002; Brodzik et al., 2012, 2014).  Re-projecting to an equal area grid is important 161 
for equal weighting of the grid cells in the SOM algorithm.  For all atmospheric data, daily mean 162 

values were used, covering the possible dates of melt onset (day of year 75 to 210) for the years 163 
1979-2018.  Anomalous SLP values were found by subtracting the daily domain-averaged SLP 164 
from all grid points following the methodology used by Cassano et al. (2007).  This preserves 165 
pressure gradients which are connected to atmospheric circulation.  Areas with elevations greater 166 

than 500m (over Greenland) were masked from SLP fields used in the SOM analysis due to 167 
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errors associated with reducing surface pressure to SLP for high-elevation locations (Mohr, 168 
2004; Wallace & Hobbs, 2006).  Anomalies for other atmospheric variables are found grid point 169 
by grid point by removing the daily mean climatology from 1980-2010. 170 

3. Methodology 171 

A SOM analysis is applied to the daily SLP fields to determine circulation patterns and 172 
moisture advection in relation to melt onset dates.  The dates used for SLP range from day of 173 
year 75 through 210 for the years 1979-2018.  SOMs are unsupervised neural networks based on 174 
competitive learning that can nonlinearly map high-dimensional data into 2-dimensions 175 

(Kohonen, 1990; Vesanto & Alhoniemi, 2000).  Similar to cluster analysis, SOMs reduce large 176 
datasets into smaller representative samples based on the learning algorithm.  This technique has 177 
been used in numerous Arctic studies (Cassano et al., 2016; Higgins & Cassano, 2009; Horton et 178 
al., 2015; Johnson et al., 2008; Skific et al., 2009; Skific & Francis, 2012; Yu et al., 2018) as 179 

well as specifically in relation to Arctic moisture transport (Mioduszewski et al., 2016). 180 
The SOM network is fit to the dataset by calculating the Euclidean distance between an 181 

observation and each node.  Through competitive learning, a single node is activated at each 182 
iteration in which the dataset is presented to the neural network.  The node with the smallest 183 

Euclidean distance is chosen as the “winning” node (Best Matching Unit, BMU), after which its 184 
weight vector, along with the neighboring nodes within a given radius, are updated to more 185 
similarly reflect the given data point.  The algorithm is described in the supplemental section. 186 

For this study we implemented SOM with the ‘kohonen’ package (Wehrens & Buydens, 187 

2007; Wehrens & Kruisselbrink, 2018) in the R programming language (R Core Team, 2019).  188 
We set n=10,000, the grid size to 5 columns by 4 rows, and used default settings for the 189 
remaining parameters.  The number of nodes is chosen by the user a priori and is a trade-off 190 
between missing the full spectrum of possible patterns and forcing observations into 191 

classifications that are a poor fit (too few nodes) and an overwhelming amount of data with too 192 
little difference between samples (too many nodes).  A range of node configurations were 193 
empirically tested for this study and 20 was determined to be a fitting balance between trade-194 
offs.  Decreasing the SOM nodes by even 1 dimension (i.e., 4 columns and 4 rows) led to results 195 

that miss important pressure patterns (namely nodes 3 and 13, discussed further in Section 4.2).  196 
The “master” SOM of SLP depicts the range of pressure patterns during the melt season and each 197 
day is assigned to a node, so any field from the same dates can be composited for each node.  198 
This is applied to the variables described in Section 2. 199 

Yearly melt onset data is redefined as a daily dataset in which melt onset at each location 200 
either occurred or did not, and a total count of melt onset per location is found for each node.  201 
Valid dates range from day of year 75 through 210 for years 1979-2018.  Nodes with high and 202 
low counts of melt onset are selected for further analysis.   203 

For the Beaufort, Chukchi, East Siberian, Laptev, Kara, CAA, and the Central Arctic seas, 204 
the top four nodes that contribute most to melt onset are identified and the frequency with which 205 
these circulation patterns appear is determined.  Finally, regional mean melt onset dates per year 206 
are used to determine early and late melt onset years.  The frequency with which the top four 207 

nodes appear early in the melt season are found and compared for early and late years.  Statistical 208 
significance is determined by generating binomial distributions and testing the hypothesis that 209 
the difference between the early and late melt onset years is zero following the method of 210 
Cassano et al. (2007).  The test statistic, Z0, to test the difference in frequency assumes two 211 

binomial processes and is given by: 212 
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𝑍0 =
(𝑝2 − 𝑝1)

√
𝑝1(1 − 𝑝1)

𝑛1
+
𝑝2(1− 𝑝2)

𝑛2

(1)
 213 

where p1 and p2 are the frequency of occurrence for early and late years, respectively, p1(1-p1)/n1 214 

and p2(1-p2)/n2 are estimators of the node frequency variances, and n1 and n2 are the number of 215 
days in each time period.   216 

4. Results 217 

4.1 SOM Analysis of Sea Level Pressure  218 

The master SOM arranges SLP fields into a range of patterns that occur during the melt 219 
season (Figure 3) with the strongest anomalies occurring on the outer edges of the SOM map.  220 
Nodes in the upper left corner show low pressure over the North Atlantic and high pressure over 221 

Eurasia and/or the central Arctic, reminiscent of the North Atlantic Oscillation (NAO).  The 222 
lower right corner is characterized by a low pressure system over parts of the North Atlantic, 223 
Europe and into Eurasia along with a high pressure system over North America.  This pattern 224 
resembles a North American-Eurasian Arctic dipole anomaly and promotes atmospheric flow 225 

from the North Pacific across the central Arctic to the Atlantic (Overland & Wang, 2005).  The 226 
top right (bottom left) nodes show a high (low) pressure system over the central Arctic with low 227 
(high) pressure at lower latitudes.   The sharp contrasts between corners is a typical feature of 228 
SOM, which helps to understand the extremes better.  Nodes in the center of the SOM map are a 229 

mixture of the patterns found on the map edges, but are characterized by generally weaker 230 
anomalies. However, small differences in location and depth of pressure fields have been shown 231 
to be important factors in sea ice variability (Serreze, et al., 2016).   232 

 233 
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  234 
Fig. 3 Master SOM of daily SLP anomaly fields during the melt season (1979-2018).  Units are 235 

in hPa as these are composites of the daily SLP.  Numbers in black are the node number, 236 
numbers in grey italics are the total number of occurrences of each pattern (out of 5,440 total 237 

days used in training), and green lines delineate the 7 Arctic regions shown in Figure 2.  238 

 239 

4.2 Relationships between SLP, Integrated Vapor Transport and Melt Onset 240 

The number of times melt onset occurs at each grid cell is summed for each node to 241 
examine how different regions in the Arctic are influenced by each atmospheric pressure pattern 242 
(Figure 4).  There are clear differences in the inf luence of the identified atmospheric circulation 243 

patterns on the occurrence of melt onset.  To examine further, we obtain regional averages for 244 
the 7 Arctic regions shown in Figure 2.  While the delineation of these regions can be viewed as 245 
arbitrary or artificial, they provide a useful means of conducting a regional analysis of the Arctic 246 
Ocean. 247 

 248 
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 249 
Fig. 4 Count of melt onset occurrence mapped to the master SOM.  Units are the number of 250 

times melt onset occurred at each grid cell for a given node (max is 40 since melt onset can only 251 
occur once per year at any grid cell, and we are using 40 years of data).  Numbers in black are 252 

the node number and green lines delineate the 7 Arctic regions shown in Figure 2.  253 

 254 
By identifying the leading nodes that contribute to melt onset for each region (Table 2), 255 

we find that nodes 2, 3, 9, 10, 13, 15, 17, 18, and 19 fall within the leading 4 nodes (the number 256 
of nodes used here does not significantly impact results).  Nodes 13, 15, and 18, all of which are 257 

characterized by a high pressure system over North America accompanied by a lower pressure 258 
over Siberia or Siberian seas (Figure 3), appear in at least 3 regions as the top first or second 259 
leading node.  Nodes 17 ad 10 are the leading nodes in the Kara Sea and CAA, respectively, and 260 
are in the top 4 nodes for 2 additional regions.   Node 17 is characterized by a low pressure 261 

system over the central Arctic surrounded by higher pressure at lower latitudes.  Node 10 depicts 262 
an Atlantic-Pacific dipole pattern that promotes southerly advection from North America into 263 
and across the central Arctic.  Node 9, characterized by a high pressure system over the Beaufort 264 
Sea and central Arctic accompanied by low pressure over Siberia and southern Greenland, is the 265 

third or fourth leading node in four of the seven regions.  Nodes 3, 19, and 2 appear only once as 266 
the second leading node for the East Siberian Sea, the third leading node for the Chukchi Sea, 267 
and the fourth leading node for the Kara Sea, respectively.  To understand the atmospheric 268 
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conditions that lead to melt onset under these different SLP patterns, anomalous composite maps 269 
of integrated vapor transport, air temperature, and downwelling longwave radiation are assessed 270 
using all days associated with select nodes (only nodes 13, 15, 18, 17, 10, and 3 are shown as 271 

these are in the top two leading nodes).  Regional mean values for IVT, SAT, and LWDN in 272 
each node are summarized in Table 3. 273 

The persistence of atmospheric patterns, not merely their presence, has been found to be 274 
an important factor in the development of the melt season (Kapsch et al., 2019).  When an 275 

atmospheric pattern that is conducive to warm, moist air intrusions persists for several days, it 276 
can precondition the snow pack which aides in the eventual continuous melt onset.  Here we find 277 
that both LWDN and SATs often increase in the 2-3 days leading up to melt onset with each 278 
atmospheric pattern identified (Figures S1 & S2).  However, if we compare the occurrence of 279 

melt onset when patterns persist for at least 3 consecutive days to when patterns last less than 3 280 
consecutive days (Figures S3 & S4), the same or similar nodes emerge as frequent melt nodes 281 
(nodes 13, 14, 15, and 18 in the case of persistence and nodes 9, 10, 14, 17 in the case of non -282 
persistence).  This suggests that the persistence of nodes 13, 15, and 18 can help explain why 283 

these nodes stand out as leading to melt onset, but that the general circulation pattern they exhibit 284 
(high pressure over the central Arctic/North America and low pressure over Eurasia, similar to 285 
nodes 9, 10, and 17) can also induce melt onset even when they are not re latively persistent.   286 

 287 

Table 2 Percentage of times melt onset occurs for each sea.  The top four nodes are shown.  288 

Sea 1st 2nd 3rd 4th 

Kara Node 17: 9.13% Node 18: 8.55% Node 10: 6.18% Node 2: 6.06% 

Laptev 
Node 13: 
11.20% 

Node 18: 
10.10% 

Node 17: 7.88% Node 9: 7.62% 

East 
Siberian 

Node 13: 
10.90% 

Node 3: 9.93% Node 9: 8.40% Node 18: 6.84% 

Chukchi 
Node 13: 
10.30% 

Node 15: 8.47% Node 19: 7.80% Node 9: 7.75% 

Beaufort 
Node 15: 
11.80% 

Node 13: 9.69% Node 18: 7.08% Node 9: 6.85% 

Central Node 13: 9.09% Node 18: 8.74% Node 10: 8.37% Node 17: 7.86% 

CAA Node 10: 9.13% Node 13: 8.33% Node 18: 7.81% Node 15: 7.54% 

 289 
 290 
 291 

 292 
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 293 
Fig. 5 Composites of node 13 showing a) percentage melt onset that occurs on days assigned to 294 

this node, b) integrated vapor transport (using anomalous vector components, kg m-1 s-1), c) 295 

anomalous air temperature at 925 hpa (℃), and d) anomalous downwelling longwave radiation 296 
(W m-2). 297 

For node 13, the elongated low-pressure system spanning from terrestrial Siberia into the 298 
Laptev Sea (Figure 3, node 13) promotes atmospheric vapor transport from northern Eurasia to 299 

southern Siberia before turning north and crossing the Laptev (+26.07 kg m-1 s-1) and Beaufort 300 
(+19.0 kg m-1 s-1) Seas (Figure 5b).  This moisture pathway merges with another pathway from 301 
the north Pacific as they cross the East Siberian (+35.1 kg m-1 s-1) and Chukchi (+23.16 kg m-1 s-302 
1) Seas leading to more frequent melt onset over the Laptev (11.2%), Chukchi (10.3%), Beaufort 303 

(9.7%), and East Siberian (10.9%) Seas (Figure 5a).  Anomalously higher air temperature 304 
(Laptev: +0.5℃; Chukchi: +1.63℃; Beaufort: +0.96℃; East Siberian: +1.19℃) and 305 
downwelling longwave radiation (Laptev: +3.58 W m-2; Chukchi: +1.77 W m-2; Beaufort: +2.34 306 
W m-2; East Siberian: +4.38 W m-2) occur in these same areas (Figures 5c & 5d). 307 
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 308 
Fig. 6 Same as in Figure 5 but for node 15 309 

 310 
Days assigned to node 15 are tied to the greatest melt onset rate in the Beaufort Sea 311 

(11.8%), followed by the Chukchi (8.5%), CAA (7.5%), and East Siberian (6.6%) Seas (Figure 312 
6a). This coincides with anomalously strong southerly moisture advection (Figure 6b).  313 

Anomalous water vapor transport primarily comes from the Pacific and eastern Asia merging 314 
with transport from North America over the Beaufort (+28.3 kg m-1 s-1), East Siberian (+36.0 kg 315 
m-1 s-1) and Chukchi (+39.2 kg m-1 s-1) Seas before traveling to the central Arctic (+32.4 kg m-1 s-316 
1) (Figure 6b).  This is consistent with the anomalously low pressure over northern Siberia 317 

(Figure 3, node 15). Melt onset in the CAA is additionally influenced by southerly moisture 318 
advection from the North Atlantic that pivots around the southern tip of Greenland before 319 
moving north.  Higher air temperature anomalies are present across much of the North American 320 
sector of the Arctic Ocean (Beaufort: +3.27℃; CAA: +1.46℃; Chukchi: +2.3℃).  Lower air 321 

temperature anomalies are present over the Kara (-1.49℃), and Laptev (-1.3℃) Seas (Figure 6c).   322 
Downwelling longwave radiation is strongest over the Chukchi (+9.65 W m-2), Beaufort (+7.25 323 
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W m-2), and East Siberian (+4.21 W m-2) Seas, but there is also a small positive anomaly (+1.68 324 
W m-2) over the Laptev Sea (Figure 6d) despite low air temperature (-1.30℃); this is likely due 325 
to the low pressure system over the Laptev Sea, promoting low level cloud formation that can 326 

increase downwelling longwave radiation. 327 
 328 

 329 
Fig. 7 Same as in Figure 5 but for node 18 330 

 331 
Days assigned to node 18 exhibit high rates of melt onset in the Laptev (10.1%) and Kara 332 

(8.6%) Seas and the Central Arctic (8.7%), concurrent with moisture advection over these 333 

regions (Laptev: +47.77 kg m-1 s-1; Kara: +40.17 kg m-1 s-1; Central: +36.27 kg m-1 s-1) 334 
originating from Eurasia (Figure 7b).  The low-pressure system over the Eurasian sector of the 335 
central Arctic (Figure 3, node 18) promotes this moisture transport from Europe and Asia 336 
entering the Arctic over the Laptev and East Siberian seas before reaching the central Arctic. Air 337 

temperature anomalies are low throughout the northern Arctic ocean (Central: -0.93℃), but more 338 
southerly latitudes show high anomalies, especially along the Siberian coastline while high 339 
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downwelling longwave radiation anomalies are present over most of the Arctic, with the 340 
exception of the Greenland Sea (Figures 7c & 7d). 341 

 342 

 343 
Fig. 8 Same as in Figure 5 but for node 17 344 

 345 

The circulation and IVT patterns of node 17 resemble those of node 18, though the low 346 
pressure system is shifted north centering on the Central Arctic (Figure 3).  Days attributed to 347 
node 17 show the greatest melt onset in the Kara (9.13%) and Laptev (7.88%) Seas, as well as 348 
the Central Arctic (7.86%) (Figure 8a) and are associated with moisture advection circling the 349 

central Arctic in a counter-clockwise direction crossing the southern Arctic seas along the 350 
Siberian coast and crossing into the Chukchi and Beaufort Seas (Figure 8b).  Strong anomalous 351 
integrated vapor transport is seen across much of the Arctic Ocean (Kara: +51.25 kg m-1 s-1; 352 
Laptev: +62.54 kg m-1 s-1; East Siberian: +65.00 kg m-1 s-1, Chukchi: +50.80 kg m-1 s-1, Beaufort: 353 

+54.11 kg m-1 s-1) with slightly lower values over the CAA (+34.26 kg m-1 s-1) and the central 354 
Arctic (+39.94 kg m-1 s-1).  Negative temperature anomalies cover much of the Arctic Ocean 355 
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with the exception of the Kara Sea (+0.29℃) and CAA (+0.25℃) while positive downwelling 356 
longwave radiation anomalies appear in the Kara (+4.95 W m-2), Laptev (+1.75 W m-2), Beaufort 357 
(+1.86 W m-2) Seas, and the CAA (+1.20 W m-2) (Figures 8c & 8d). 358 

 359 

 360 
Fig. 9 Same as in Figure 5 but for node 10 361 

 362 
Node 10 exhibits a dipole pattern similar to node 15, but with the centers shifted slightly 363 

in the counter-clockwise direction, resulting in an Atlantic sector high and two Pacific sector 364 
lows, one over Siberia and the other over Alaska (Figure 3).  This pattern leads to the highest 365 
rates of melt onset in the CAA (9.13%), the central Arctic (8.37%), and the Laptev (7.26%) and 366 
Kara (6.18%) Seas (Figure 9b).  Moisture is primarily advected from eastern North America over 367 

the CAA (+32.40 kg m-1 s-1) to the Central Arctic (+29.07 kg m-1 s-1) and then to the Laptev 368 
(+29.62 kg m-1 s-1) and Kara (+26.15 kg m-1 s-1) Seas.  This southerly advection also causes 369 
warm air temperatures in the CAA (+1.94℃), the Central Arctic (+0.85℃), and the Beaufort Sea 370 
(+1.19℃) while negative anomalies are present in much of the Siberian sector (Chukchi: -371 
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0.57℃; East Siberian: -1.08℃; Laptev: -0.94℃).  The Kara Sea shows roughly zero temperature 372 
anomaly but there is a positive downwelling longwave radiation anomaly (+1.59  W m-2).  In fact, 373 
all regions experience positive downwelling longwave radiation anomalies on days associated 374 

with node 10 (Laptev: +2.12 W m-2; East Siberian: +0.18 W m-2; Chukchi: +2.76 W m-2; 375 
Beaufort: +2.33 W m-2; CAA: +3.84 W m-2; Central: +0.64 W m-2) although there are areas 376 
within the East Siberian and Beaufort Seas that do experience negative anomalies. 377 

 378 

 379 
Fig. 10 Same as in Figure 5 but for node 3 380 

 381 
Node 3 promotes the greatest melt onset in the East Siberian Sea (9.93%) followed by the 382 

Chukchi Sea (7.48%) and the Central Arctic (6.27%).  This circulation pattern is defined by a 383 

high pressure system over the Beaufort Sea and Central Arctic surrounded by lower pressure 384 
(Figure 3).  This transports moisture from the North Pacific to the East Siberian (+40.43 kg m-1 s-385 
1), Laptev (+40.44 kg m-1 s-1), and Kara (+36.94 kg m-1 s-1) Seas before bifurcating into a branch 386 
that leaves the Arctic towards the North Atlantic and a branch that circles the Central Arctic 387 
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(+29.62 kg m-1 s-1) crossing the CAA (+22.28 kg m-1 s-1) and the Beaufort (+29.97 kg m-1 s-1) 388 
and Chukchi (+21.75 kg m-1 s-1) Seas.  Anomalously high air temperature is seen across the 389 
Arctic Ocean with the exception of the CAA (-0.84℃).  Similarly, anomalously high 390 

downwelling longwave radiation can be seen everywhere except the CAA (-1.01 W m-2) and the 391 
Beaufort Sea (-0.74 W m-2). 392 

 393 
Table 3 Anomalous values for IVT [kg m-1 s-1], SAT [℃], and LWDN [W m-2].  Values are 394 

averaged over each region for nodes 3, 10, 13, 15, 17, and 18. 395 

Node Variable Kara Laptev 
East 

Siberian 
Chukchi Beaufort CAA Central 

3 

IVT 36.94 40.44 40.43 21.75 29.98 22.28 29.62 

SAT 0.27 1.37 2.69 2.16 0.08 -0.84 1.45 

LWDN 2.47 5.97 8.36 2.24 -0.74 -1.01 2.77 

10 

IVT 26.15 29.62 24.50 20.07 33.55 32.40 29.07 

SAT 0.00 -0.94 -1.08 -0.57 1.19 1.94 0.85 

LWDN 1.59 2.12 0.18 2.76 2.33 3.84 0.64 

13 

IVT 28.80 26.07 35.10 23.16 19.1 14.61 25.64 

SAT -1.59 0.50 1.91 1.63 0.96 0.04 -0.39 

LWDN -2.75 3.58 4.38 1.77 2.34 2.12 0.47 

15 

IVT 35.53 27.64 35.95 39.20 28.27 17.71 32.43 

SAT -1.49 -1.30 0.57 2.30 3.27 1.46 0.61 

LWDN -2.94 1.68 4.21 9.65 7.25 1.90 1.39 

17 

IVT 51.25 62.54 65.00 50.81 54.10 34.62 39.94 

SAT 0.29 -0.27 -1.18 -1.65 -0.77 0.25 -1.30 

LWDN 4.95 1.75 -1.61 -2.16 1.86 1.20 -2.07 

18 

IVT 40.18 47.77 38.71 23.40 20.46 17.70 36.27 

SAT 0.90 0.46 0.34 0.18 0.97 1.54 -0.93 

LWDN 7.48 2.96 3.11 2.44 4.12 4.25 2.16 

 396 
 397 
In summary, melt onset in the Beaufort and Chukchi Seas is driven by southerly 398 

advection of moisture from the North Pacific and by advection from the Eurasian coast via low 399 
pressure systems over the Eurasian Arctic and a dipole low Eurasian, high North American 400 
pattern.  The Laptev and East Siberian Seas are commonly influenced by moisture advection 401 
from Eurasia and Siberia and by southerly advection from the North Pacific.  The East Siberian 402 

Sea is also affected by high pressure over the Beaufort Sea surrounded by lower pressure, 403 
bringing additional moisture from the North Pacific.  The Laptev Sea is also affected by a 404 
Eurasian-North American dipole pattern advecting moisture from the North Pacific and Siberia.  405 
Similar to the Laptev Sea, melt onset in the Kara Sea is influenced by the central Arctic cyclonic 406 

patterns that advect moisture from the North Atlantic along the coast of Eurasia before turning 407 
north towards the central Arctic.  Circulation patterns leading to melt onset in the Central Arctic 408 
and Canadian Arctic Archipelago include central Arctic cyclone patterns, a low over Siberia and 409 
the Laptev Sea accompanied by high pressure over North American and Europe, as well as a 410 

Siberian-Greenland dipole and an Atlantic-Pacific dipole pattern.   Preliminary results from a 411 
separate moisture tracking analysis using particle tracking algorithms also corroborate the 412 
dominant pathways identified here (not shown).  This suggests a promising path for uncovering 413 
additional insights into the moisture sources and pathways that can be of importance in 414 

predicting melt onset.  415 
 416 
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4.3 Drivers of Regional Early Melt Onset 417 

In order to assess the role of the circulation patterns of the leading nodes in enabling early 418 

and late melt, we computed the number of times the circulation patterns of the four leading nodes 419 
occur in a given year during the five earliest and five latest melt onset years. This allows us to 420 
clearly see which patterns dominates during years with early melt onset and how that pattern is 421 
absent during years with late melt onset.  Because melt onset only occurs once per year at each 422 

location, we limit our search to the early melt season (moisture transport after melt onset has 423 
already occurred does not contribute to the focus of this study) for all years (1979-2018).  We 424 
define “early melt year” as dates before the 25% quartile of all melt onset dates for each sea (the 425 
specific choice of quartile threshold did not impact the results).  The number of days associated 426 

with a given node that occur during early (late) years are shown in Table 4 (bold values show 427 
statistically significant differences at the 95% confidence level).  For each sea the leading node 428 
(“1st” column) occurs more often early in the melt season during early melt years compared to 429 
late melt years, although only the Laptev, Chukchi, and Beaufort seas show statistical 430 

significance.  Within the top four nodes (columns “1st” through “4 th”) there are instances where 431 
these circulation patterns occur less often in early melt years as well as instances that are not 432 
statistically significant, but the total for the top four nodes show an increase in occurrence during 433 
early years, with the exception of the Central Arctic and the Kara Sea. 434 

 435 
Table 4 The number of times the leading four nodes occur during five earliest (latest) melt years 436 

for each sea.  Bold values represent statistical significance at 95% confidence level calculated 437 
using Equation (1). 438 

Sea 1st 2nd 3rd 4th Total 

Kara 8 (7) 12 (4) 11 (15) 46 (64) 77 (90) 

Laptev 16 (7) 33 (17) 13 (3) 8 (17) 70 (44) 

East 
Siberian 

19 (11) 14 (18) 22 (21) 25 (11) 80 (61) 

Chukchi 16 (5) 15 (4) 33 (8) 5 (12) 69 (29) 

Beaufort 17 (3) 11 (3) 26 (16) 14 (17) 68 (39) 

Central 20 (17) 25 (31) 9 (33) 15 (14) 69 (95) 

CAA 16 (15) 10 (7) 10 (6) 18 (8) 54 (36) 

 439 
Pressure patterns that are associated (statistically significant) with early melt onset fall 440 

into three general categories: 1) a low over the central Arctic with surrounding higher pressure 441 

(nodes 17 and 18); 2) a dipole low over Eurasia and high over North America or Greenland 442 
(nodes 15 and 19); and 3) a low over Siberia with highs over North America and Europe (node 443 
13).  Early melt onset in the Kara, Laptev, and East Siberian Seas are influenced by the first 444 
pattern which brings heat and moisture from the North Atlantic along the Siberian coast.  The 445 

Chukchi, Beaufort, and CAA are influenced by the second pattern which primarily advects 446 
moisture from the North Pacific.  The third pattern, which brings moisture from southern Siberia 447 
across the Arctic towards North America, additionally contributes to melt onset in the Laptev, 448 
Chukchi, and Beaufort Seas.  Identification of the nodes/circulation patterns that are pertinent to 449 

early melt onset lay the foundation for a potential seasonal forecast system of the timing of melt 450 
onset.  For instance, statistical modeling of the likelihood that individual nodes will occur early 451 
in the melt season could be leveraged to determine regional early melt onset.  The appearance of 452 
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these dominant pressure patterns in the early melt season paves the way forward for future 453 
studies to connect them with wintertime atmospheric and/or oceanic states, thereby extending the 454 
lead time for sea ice forecasting. 455 

In a similar manner, changes in early season frequency of each node from the first 15 456 
years of data and the last 15 years of data are mapped to the master SOM (Figure 11).  Only four 457 
nodes show statistically significant (95% confidence) changes: Nodes 3 and 19 exhibit more 458 
frequent occurrences in recent years, while nodes 5 and 11 occur less often.  The high pressure 459 

center over the Beaufort and Chukchi seas accompanied by surrounding lower pressure seen in 460 
node 3 is the second leading node for melt onset in the East Siberian Sea while the Eurasian -461 
North American dipole of node 19 is the third leading node for melt onset in the Chukchi Sea.  462 
Both of these circulation patterns advect moisture from the North Pacific into the central Arctic.  463 

While these two nodes have the greatest positive change in frequency from the first 15 years to 464 
the last 15 years, the Chukchi and East Siberian Seas exhibit relatively weak negative trends in 465 
average melt onset date (Figure 1).  The strongest negative trend in melt onset day of year is seen 466 
in the Kara Sea, which undergoes melt onset initiation influenced by moisture advection from 467 

North America (nodes 2 and 10) and from the North Atlantic (nodes 17 and 18).  Nodes 2 and 18 468 
occur more frequently in recent years while nodes 10 and 17 occur less often, but none of those 469 
changes are statistically significant at the 95% level.  Hence, while early melt season occurrence 470 
of the pressure patterns identified by SOM can explain some of the inter-annual variability of 471 

melt onset, the overall trend is driven by other factors (e.g., Arctic amplification, see  Cao et al., 472 
2017).  It should be noted that in a system with so much natural variability, capturing robust 473 
statistics using only 15 years of data can be challenging, but as more years are observed going 474 
forward these statistics will become more robust. 475 

 476 

 477 
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Fig. 11 Change in frequency of occurrence between years 1979-1993 and years 2004-2018.  Blue 478 
tiles indicate positive change while red tiles indicate negative change.  Text in bold and italics 479 

represent statistical significance at 95% confidence 480 

5 Conclusions 481 

This study has identified dominant patterns of synoptic atmospheric circulation that 482 
transport moisture from lower latitudes into the Arctic initiating melt onset using a self-483 
organizing map.  Specific anomalous pressure patterns that promote melt onset vary by region, 484 
but there are common pathways and potential moisture sources.  In general, low pressure over 485 

Eurasia and high pressure over the central Arctic or North America often lead to the initiation of 486 
melt onset, particularly in the Laptev, East Siberian, Chukchi, and Beaufort seas.  Previous work 487 
has found that this pressure pattern can be triggered by snow retreat in Eurasia (Crawford et al., 488 
2018; Matsumura et al., 2014):  As snow cover melts, the surface warms due to reduced surface 489 

albedo, amplifying stationary Rossby waves and leading to a deceleration of the polar je t 490 
(Matsumura et al., 2014).  This produces negative SLP anomalies over Eurasia and positive 491 
anomalies in the central Arctic, variations of which appear on the right side of the master SOM 492 
(Figure 3), including nodes 9 and 15 which are associated with frequent melt onset.  As spring 493 

Eurasian snowfall has been linked to winter NAO (Ogi & Wallace, 2007), offering a potential 494 
source of seasonal predictability for early melt onset. 495 

Dominant pressure patterns associated with early melt onset fall into three categories: 1) 496 
a low over the central Arctic with surrounding higher pressure; 2) a dipole low over Eurasia and 497 

high over North America or Greenland; and 3) a low over Siberia with highs over North America 498 
and Europe.  Years in which these patterns occur early in the season coincide with regionally 499 
averaged early melt onset in each of the seven regions addressed in this study.  Three of these 500 
five dominant pressure patterns were identified as persistent nodes leading to melt onset, 501 

indicating a connection between persistence and early melt onset.  There are instances in which 502 
some of the other dominant circulation patterns occur less often in early melt onset years.  503 
However, the total number of occurrences for the top nodes do show a statistically significant 504 
increase during early melt years in most cases.  This shows that melt onset is not solely 505 

dependent on any one moisture pathway, but a combination of the leading pathways.   Large scale 506 
patterns and their moisture transport pathways identified in this study, in combination with 507 
advanced statistical learning techniques (Hastie et al., 2009) can be useful in developing skillful 508 
forecast models of melt onset.  509 
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Self-Organizing Map Algorithm 738 
The Self-Organizing Map algorithm is as follows: 739 

1. Initialize each node’s weight, wi,j to a random value, where i is the row coordinate of the 740 

nodes grid and j is the column coordinate 741 

2. Select a random input vector x 742 

3. Compute the Euclidean distance between each node and the input vector as: 743 

 744 

𝐷𝑖𝑠𝑡 = √ ∑ ∑ (𝑥 −𝑤𝑖,𝑗)
2

𝑖=𝑛𝑟𝑜𝑤

𝑖=1

𝑗=𝑛𝑐𝑜𝑙

𝑗=1

(1) 745 

 746 
where nrow and ncol are the total number of rows and columns of the grid, respectively.  747 

Track the node that produces the smallest distance (this is the BMU). 748 

4. Update the weight vector of the BMU and neighboring nodes by: 749 

𝑤𝑖,𝑗(𝑡 + 1) = 𝑤𝑖,𝑗(𝑡) + 𝛼(𝑡)𝛽𝑖,𝑗(𝑡)[𝑥(𝑡) −𝑤𝑖,𝑗(𝑡)] (2) 750 

 751 

where t is the current iteration, α is the learning rate which decreases with time in the 752 
interval [0,1], and β is the neighborhood function which determines influence rate: 753 

𝛼(𝑡) = 𝛼0 ∙ exp (
−𝑡

λ
) , (3) 754 

𝛽𝑖,𝑗(𝑡) = exp (
−𝑑2

2𝜎2(𝑡)
) , (4) 755 

𝜎(𝑡) = 𝜎0 ∙ exp (
−𝑡

λ
) , (5) 756 

where σ is the radius of the neighborhood function, λ is a time constant used to decay the 757 

radius and learning rate, and d is the distance between a node and the BMU. 758 

5. Repeat Steps 2-4 until reaching the chosen iteration limit t=n. 759 

 760 

  761 
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 762 
Fig. S1 Mean SATs for each node for the 14 days leading up to melt onset.  Units are ℃ 763 

 764 

 765 
Fig. S2 Mean LWDN for each node for the 14 days leading up to melt onset.  Units are W m-2 766 
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 767 
Fig. S3 Count of melt onset occurrence for instances when atmospheric patterns persist for at 768 

least 3 consecutive days mapped to the master SOM.  Units are the number of times melt onset 769 
occurred at each grid cell for a given node (max is 40 since melt onset can only occur once per 770 

year at any grid cell, and we are using 40 years of data).  Numbers in black are the node number 771 
and green lines delineate the 7 Arctic regions shown in Figure 2. 772 

 773 
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 774 
Fig. S4 Count of melt onset occurrence for instances when atmospheric patterns persist for less 775 
than 3 consecutive days mapped to the master SOM.  Units are the number of times melt onset 776 

occurred at each grid cell for a given node (max is 40 since melt onset can only occur once per 777 
year at any grid cell, and we are using 40 years of data).  Numbers in black are the node number 778 

and green lines delineate the 7 Arctic regions shown in Figure 2. 779 
 780 

 781 


